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We obtain the two-loop effective potential for general renormalizable theories, us-

ing a generalized gauge-fixing scheme that includes as special cases the background-

field Rξ gauges, the Fermi gauges, and the familiar Landau gauge, and using dimen-

sional regularization in the bare and MS renormalization schemes. As examples, the

results are then specialized to the Abelian Higgs model and to the Standard Model.

In the case of the Standard Model, we study how the vacuum expectation value and

the minimum vacuum energy depend numerically on the gauge-fixing parameters.

The results at fixed two-loop order exhibit non-convergent behavior for sufficiently

large gauge-fixing parameters; this can presumably be addressed by a resummation

of higher-order contributions.
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I. INTRODUCTION

The effective potential [1–3] is a useful tool for the quantitative understanding of spontaneous

symmetry breaking, with the most obvious application being to electroweak symmetry breaking in

the Standard Model and its extensions.

In gauge theories, the effective potential is simplest and easiest to compute in Landau gauge.

The 2-loop order effective potential was originally obtained for the Standard Model in [4], and

extended to general theories in [5]. The leading 3-loop contributions for the Standard Model were

obtained in ref. [6] in the approximation that the QCD and top-quark Yukawa couplings are treated

as much larger than the other dimensionless couplings. These results were then extended to full

3-loop order for a general theory in ref. [7], where they were written in terms of the basis of 3-loop

vacuum integral functions with arbitrary masses, as given in [8]. (For an alternative treatment

of the necessary basis integral functions, see [9].) When the tree-level Goldstone boson squared

mass is small or negative, as indeed occurs in the Standard Model, infrared (IR) divergences or

spurious imaginary parts arise in the effective potential, but it has been shown that a resummation

of Goldstone boson propagator contributions cures this issue [10, 11]; for further development and

related perspectives, see [12–18]. The 4-loop contributions to the Standard Model effective poten-

tial at leading order in QCD are also known [19]. One application of these results is to precision

calculations of physical masses and other observables in the Standard Model using the tadpole-free

scheme, which means that perturbation theory is organized around a vacuum expectation value

(VEV) defined as the minimum of the effective potential. This contrasts with the choice of expand-

ing around the minimum of the tree-level potential, which is often done but then requires inclusion

of tadpole diagrams and has formally slower convergence properties. Full two-loop electroweak

corrections to the Higgs boson, W , Z, and top-quark masses in this tadpole-free scheme have been

give in refs. [20–23]; these rely on the two-loop Standard Model effective potential result. Softly-

broken supersymmetric theories require a different renormalization scheme based on dimensional

reduction rather than dimensional regularization, and the 2-loop effective potential for the minimal

supersymmetric extension of the Standard Model has been obtained accordingly in refs. [24–27],

[5], [28]. All of these multi-loop results have been obtained in Landau gauge and no other, up to

now. We think it is reasonable to assert that Landau gauge is the preferred choice whenever the

effective potential plays a central role in high precision calculations.

However, it is also sometimes considered beneficial to make use of gauge invariance as a check

of both calculations and conceptual understanding. This can be done by considering the effective

potential obtained with other gauge-fixing schemes. It has long been understood [2, 29] that the

effective potential, and the vacuum expectation values of scalar fields defined by its minimum,

does depend on the gauge-fixing choice. This is not a problem, because physical observables

following from the effective potential, including its values at local minima, pole masses of particles,

and properly defined transition rates, are independent of the choice of gauge fixing. Important

results and a variety of perspectives on the issues related to the gauge dependence of the effective

potential and the gauge independence of physical observables can be found in [2, 29–53]. The

Nielsen identities [33, 34] parameterize the fact that the gauge-fixing dependence of the effective

potential can always be absorbed into a redefinition of the scalar fields. However, these identities

hold to all orders in perturbation theory, and practical results that are truncated at finite order
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often require a careful treatment in order to demonstrate gauge-fixing independence of physical

quantities. In some cases, there are subtleties involved in verifying that a particular version of a

calculated quantity of interest is really a physical observable. Recently, it has been argued that

resummations of diagrams to all orders in perturbation theory are necessary to make manifest the

gauge-fixing independence [45] and to cure [50] related infrared (IR) divergence problems [35, 37]

that occur in Fermi gauges.

One of the uses of the effective potential is to study the stability of the Standard Model vacuum

with respect to the Higgs field [54–59], [37], [60–69], [43, 47, 51], [70, 71]. The observed value of

the Higgs boson mass near 125 GeV implies that the electroweak vacuum is metastable, if one

assumes that the Standard Model holds without extension up to very high energy scales. As noted

particularly in [37, 43], it is non-trivial to identify an instability scale that is gauge-independent.

Care is needed to identify physical observables correlated with the vacuum instability problem, and

to ensure that practical calculations of them in perturbation theory maintain the gauge invariance

that in principle should govern an all-orders calculation, as dictated by the Nielsen identities.

In this paper, we provide a calculation of the 2-loop effective potential in a general linear gauge-

fixing scheme, but leave aside such issues as resummation. We will provide results for a general

gauge theory, and then specialize to the Abelian Higgs model and the Standard Model as examples.

To establish notations and conventions, let us write the bosonic degrees of freedom in the

Lagrangian as a list of real gauge vector bosons Aa
µ(x) and a list of real scalar fields Φj(x). The

latter transform under the gauge group with generators tajk, which are Hermitian, antisymmetric,

and therefore purely imaginary matrices. The indices j, k, . . . label the real scalars, and a, b, . . . are

adjoint representation indices for the real vector fields Aa
µ, with coupling constants ga and totally

antisymmetric structure constants fabc, determined by [ta, tb] = ifabctc. Before gauge fixing, the

Lagrangian is:

LYM = −1

4
FµνaF a

µν −
1

2
DµΦjDµΦj − V (Φj) + Lfermions, (1.1)

where V (Φj) is the tree-level scalar potential, and†

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gaf

abcAb
µA

c
ν , (1.2)

DµΦj = ∂µΦj − igaA
a
µt

a
jkΦk. (1.3)

Now we write each real scalar field as the sum of a constant background field φj and a dynamical

field Rj ,

Φj(x) = φj +Rj(x). (1.4)

† The metric signature is (−,+,+,+). Throughout this paper, by convention, repeated indices in each term are
implicitly summed over, unless they appear on both sides of an equation. Thus, a is summed over in the last term
of eq. (1.3), but not in eq. (1.2).
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In this background, the fermion Lagrangian for a general renormalizable theory can be written as

Lfermions = iψ†IσµDµψI −
1

2
(M II′ψIψI′ + Y jIJRjψIψJ + c.c.). (1.5)

Here ψI are two-component left-handed fermion fields, labeled by capital letters from the middle

of the alphabet, I, J,K, . . .. The covariant derivative acting on fermions is

DµψI = ∂µψI − igaA
a
µT

aJ
I ψJ , (1.6)

with gauge group generator Hermitian matrices T aJ
I , which also satisfy [T a, T b] = ifabcT c. In

eq. (1.5), Y jIJ are Yukawa couplings, and M II′ are φj-dependent fermion masses. It is assumed

that (by performing an appropriate unitary rotation on the fermion indices) the fields ψI have been

arranged to be eigenstates of the background field-dependent squared masses

M2
I =M2

I′ = |M II′ |2, (1.7)

such that the mass matrix M II′ connects pairs of fermion fields with opposite conserved charges.

Thus, it is understood that primed indices I ′, J ′,K ′ . . . label the mass partners of fermions with the

opposite charges labeled I, J,K, . . . when they form a Dirac pair, while I ′ = I for each fermion with

a Majorana mass and no conserved charge left unbroken by the background fields φj . Because two-

component fermion fields are intrinsically complex, the heights of the fermion indices are significant,

and raising and lowering them is taken to indicate complex conjugation, so that:

MII′ = (M II′)∗; YjIJ = (Y jIJ)∗; T aI
J = (T aJ

I )∗. (1.8)

The effective potential is then a function of the constant background fields φj, and can be

evaluated in a loop expansion:

Veff(φj) = V (0)(φj) +
1

16π2
V (1)(φj) +

1

(16π2)2
V (2)(φj) + . . . , (1.9)

where V (0)(φj) = V (φj) is the tree-level part, and the contribution V (n) is obtained for n ≥ 1 from

the sum of 1-particle irreducible n-loop Feynman diagrams with no external legs. Carrying out the

evaluation of the loop corrections requires gauge fixing and regularization of divergences.

A useful consistency check is obtained from renormalization group invariance of the MS form

of the effective potential. Writing the loop expansion of the beta function for each MS parameter

X (including the background fields φj, and the gauge-fixing parameters discussed below) as

Q
dX

dQ
≡ βX =

1

16π2
β
(1)
X +

1

(16π2)2
β
(2)
X + . . . , (1.10)
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then the requirement

Q
dVeff
dQ

=
(
Q
∂

∂Q
+
∑

X

βX
∂

∂X

)
Veff = 0 (1.11)

yields

Q
∂

∂Q
V (ℓ) +

ℓ−1∑

n=0

(∑

X

β
(ℓ−n)
X

∂

∂X
V (n)

)
= 0 (1.12)

at each loop order ℓ = 1, 2, . . ..

II. GENERALIZED GAUGE FIXING

To treat the gauge fixing, consider an off-shell BRST [72] formalism for the gauge invariance,

with Grassmann-odd ghost and anti-ghost fields ηa and ηa, and bosonic Nakanishi-Lautrup [73]

auxiliary fields ba. The BRST transformations of the fields are essentially gauge transformations

parameterized by the ghost fields ηa:

δBRSTA
a
µ = ∂µη

a − gaf
abcηbAc

µ, (2.1)

δBRSTRj = igaη
atajk(φk +Rk), (2.2)

δBRSTψI = igaη
aT aJ

I ψI , (2.3)

δBRSTη
a = −1

2
gaf

abcηbηc, (2.4)

δBRSTη
a = ba, (2.5)

δBRSTb
a = 0. (2.6)

From these one can check the nilpotency of the BRST transformations:

δBRST(δBRSTX) = 0 (2.7)

for any field X. (Note that δBRST is Grassmann-odd; it obtains a minus sign when moved past a

fermion or ghost field.) The Lagrangian in eq. (1.1) is invariant under this BRST transformation.

Together, these facts mean that we can obtain a BRST-invariant gauge-fixed Lagrangian by:

L = LYM + Lg.f. + Lghost, (2.8)

where the gauge-fixing plus ghost part is obtained as a BRST variation:

Lg.f. + Lghost = δBRST

(
ηa
[1
2
ξab

a − ∂µAa
µ − igaφ̃

a
j t

a
jkRk

])
. (2.9)
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Here ξa and φ̃aj are gauge-fixing parameters; in general the latter may or may not be related to the

background scalar fields φj that the effective potential depends on. It follows that

Lg.f. =
1

2
ξab

aba − ba
(
∂µAa

µ + igaφ̃
a
j t

a
jkRk

)
(2.10)

and

Lghost = −∂µηa∂µηa + gaf
abc∂µηaηbAc

µ + [gat
a
kjφ̃

a
j ][gbt

b
kl(φl +Rl)]η

aηb. (2.11)

By integrating out the auxiliary fields ba, one can re-write eq. (2.10) as:

Lg.f. = − 1

2ξa

(
∂µAa

µ + igaφ̃
a
j t

a
jkRk

)2
. (2.12)

There are various special cases of the above general gauge-fixing condition that are of interest:

• Landau gauge: φ̃aj = 0 and ξa → 0. This condition is renormalization group invariant,

and avoids kinetic mixing between scalar and vector fields. The resulting simplicity is why

this gauge condition is by far the most popular one for practical applications involving the

effective potential.

• Fermi gauges: φ̃aj = 0. This condition is renormalization group invariant. However, the

parameters ξa do run with the renormalization scale (except when they vanish). A further

complication is that when ξa 6= 0, the scalar and vector fields have propagator mixing with

each other, which arises due to cross-terms Aa
µ∂

µRj in the scalar kinetic term in eq. (1.1).

In the Landau gauge limit ξa → 0, the effects of this cross-term disappear from the scalar

and vector propagators.

• “Standard” Rξ gauges: φ̃aj = ξaφ
cl
j , where the φclj are the classical VEVs that minimize

the tree-level scalar potential. This gauge-fixing condition is not renormalization group

invariant. In applications other than the effective potential, one can also set the background

fields φj to be equal to φclj , which results in cancellation of the scalar-vector propagator

kinetic mixing. However, when calculating the effective potential Veff(φj), the whole point is

to allow variation of the background scalar fields φj that appear in the scalar kinetic terms,

the scalar potential, and in the fermion Lagrangian, so they cannot be fixed equal to the

tree-level VEVs φclj that appear in the gauge-fixing term. Therefore the Aa
µ∂

µRj cross-terms

in the scalar kinetic term in eq. (1.1) do not cancel against those in eq. (2.12), so that there

is kinetic mixing between the scalar and vector fields.

• Background-field Rξ gauges: φ̃aj = ξaφj . This avoids kinetic mixing between scalar and

vector fields, by canceling the cross-terms Aa
µ∂

µRj in the scalar kinetic term in eq. (1.1)

against those in the gauge-fixing term eq. (2.12), after integration by parts. However, this

condition is not renormalization group invariant, as noted immediately below.

• Generalized background-field R
ξ,ξ̃

gauges: φ̃aj = ξ̃aφj where ξ̃a is a gauge-fixing parameter

that is taken to be independent of ξa. As a result, there is propagator kinetic mixing between
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the scalars and vectors, proportional to ξa−ξ̃a. Also, it turns out that ξa and ξ̃a have different
counterterms, and run differently with the renormalization scale (except in the Landau gauge

case ξ̃a = ξa = 0). To understand this, note that invariance of the Lagrangian under the

BRST symmetry does not require any special relationship between ξa and ξ̃a. Therefore,

they are free to be renormalized differently, and explicit calculation (given below for the

Abelian Higgs model and the Standard Model) shows that indeed they are. In contrast,

while ξ̃a appears in both Lg.f. and Lghost, those instances of ξ̃a are required to be the same

by the BRST invariance.

In this paper, we choose to specialize slightly to a particular version of the last, generalized

background-field R
ξ,ξ̃

gauge-fixing condition. However, the 37 two-loop effective potential functions

that we will use to write the results [listed below in eq. (3.27), and evaluated in eqs. (3.30)-(3.66)

and (3.108)-(3.144)] are actually generally applicable, because they correspond to the complete set

of two-loop vacuum Feynman diagram topologies, and so in principle are sufficient to evaluate the

two-loop effective potential even in the case of arbitrary φ̃aj , or if the parameter ξa is generalized

to a matrix ξab.

To see why the qualifier “particular version” appears in the preceding paragraph, note that

when the rank of the gauge group is larger than 1, the gauge fixing actually depends on a choice of

basis for the gauge generators, because the form of eq. (2.12) is not invariant† under an arbitrary

orthogonal rotation of the real vector labels a. To choose a nice basis, consider the real rectangular

matrix:

F a
j ≡ igat

a
jkφk. (2.13)

The Singular Value Decomposition Theorem of linear algebra says that a real rectangular matrix

can be put into a diagonal form by an invertible change of basis, so that for some (perhaps

background field-dependent) orthogonal matrices (OV )
ab and (OS)kj ,

(OV )
abF b

k(OS)kj =Maδ
a
j . (2.14)

Assume that we have already rotated to the diagonal basis, which will be distinguished from now

on by boldfaced indices a,b, c, . . . for the vectors, and j,k, l, . . . for the scalars, so that:

F a
j = Maδ

a
j , (2.15)

where the Ma are the singular values, with magnitudes equal to the gauge boson masses. In

general, this basis will mix vector bosons belonging to different simple or U(1) factors of the gauge

Lie algebra; in particular, this occurs in the Standard Model, where the mass eigenstate Z boson

and photon are mixtures of the SU(2)L and U(1)Y gauge eigenstate vector fields.

In this basis, eq. (2.15) provides a natural correspondence between the massive vector bosons

and a subset of the dynamical scalar bosons. The members of this subset of the scalar bosons will be

† We will discuss this further in the concrete example of the Standard Model, in section IVC.
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called Goldstone scalars because of this association with massive vector bosons and therefore with

broken generators. However, the contributions to the Goldstone scalar tree-level squared masses

from the scalar potential V do not vanish, because we are not expanding around the minimum of

the tree-level potential.

It is convenient to split the lists of real vector fields and real scalar fields into those which

have non-zero Ma, denoted by ZA
µ and GA, respectively, and the remaining ones, which will be

denoted by Aa
µ and Rj . Thus, indices A,B,C, . . . are used to span the sub-spaces corresponding

to massive vectors and their corresponding Goldstone scalars, while from now on non-boldfaced

indices a, b, c, . . . span only the complementary subspace for massless vectors, and non-boldfaced

j, k, l, . . . now span only the complementary subspace of non-Goldstone scalars. Thus the lists of

vectors and scalars split up as:

{Aa
µ} = {ZA

µ , A
a
µ}, {Rj} = {GA, Rj}. (2.16)

The ghosts and anti-ghosts also split into these sectors in the same way as the vectors:

{ηa} = {ηA, ηa}, {ηa} = {ηA, ηa}, (2.17)

where the same orthogonal rotation on the adjoint representation indices has been used as for the

vector fields. One can also write:

{Ma} = {MA, 0}, (2.18)

{ξa} = {ξA, ξa}, (2.19)

{ξ̃a} = {ξ̃A, 0}. (2.20)

The vanishing of ξ̃a in eq. (2.20) follows from eq. (2.18), because the ξ̃a always appear multiplied

by the corresponding Ma. In the following, the gauge interaction terms in the Lagrangian will be

written in terms of couplings:

gabc, gajk, gaJI , (2.21)

which are obtained respectively from the couplings gaf
abc, igat

a
jk, and gaT

aJ
I appearing in eq. (1.6),

by performing the same basis change via orthogonal rotations on vector and scalar indices as in

eq. (2.14). Note that we rely on the index height to distinguish these vector-vector-vector, vector-

scalar-scalar, and vector-fermion-fermion interaction couplings, because they all use the letter g,

and because scalar and vector indices can both be A,B, . . ..

The gauge-fixing and ghost terms in the Lagrangian then become:

Lg.f. = − 1

2ξA

(
∂µZA

µ − ξ̃AMAGA

)2 − 1

2ξa

(
∂µAa

µ

)2
, (2.22)

Lghost = −∂µηa∂µηa − ξ̃AM
2
Aη

AηA + gabcAa
µη

b∂µηc − ξ̃Ag
a
AjMARjη

Aηa. (2.23)
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This gauge-fixing can be specialized to the Landau gauge (by taking ξ̃A = 0 and ξA, ξa → 0), or

the Fermi gauges (by taking ξ̃A = 0), or the background-field Rξ gauges either in the bare theory

or at some particular renormalization scale (by taking ξ̃A = ξA).

There are contributions to the scalar squared masses from the tree-level potential:

µ2jk =
∂2V

∂Rj∂Rk

∣∣∣
Rn=0

, (2.24)

which, in the basis we are using, can be divided into sectors as:


µ

2
jk µ2Bj

µ2Ak µ2AB


 . (2.25)

One can always specify a basis consistent with the one chosen so far, by doing a further rotation

(if necessary) among only the non-Goldstone scalar fields Rj , with the result that

µ2jk = µ2jδjk (2.26)

is diagonal. However, in the most general case µ2AB is not diagonal and µ2Ak need not vanish. In

the remainder of this section we will discuss this general case, and in Section IV we will discuss

the simplifications that occur in the favorable case µ2AB = δABµ
2
A and µ2Ak = 0, with examples

including the Abelian Higgs model and the Standard Model.

The part of the Lagrangian quadratic in the bosonic and ghost fields is, after integration by

parts:

L =
1

2
Rj

[
∂2 − µ2j

]
Rj +

1

2
GA

[
∂2 − (ξ̃2A/ξA)M

2
A

]
GA − 1

2
µ2ABGAGB − µ2AjGARj

+
1

2
Aa

µ

[
ηµν∂2 + (1/ξa − 1)∂µ∂ν

]
Aa

ν +
1

2
ZA
µ

[
ηµν(∂2 −M2

A) + (1/ξA − 1)∂µ∂ν
]
ZA
ν

+MA(1− ξ̃A/ξA)Z
A
µ ∂

µGA + ηA[∂
2 − ξ̃AM

2
A]ηA + ηa∂

2ηa (2.27)

By taking the inverse of the quadratic kinetic differential operator, one obtains propagator Feynman

rules of the form shown in Figures 2.1 and 2.2. The propagators for scalars and the massive vector

bosons both involve the same unphysical squared mass poles M2
κ , labeled by κ = 1, . . . , N , with N

the total number of real scalars plus massive vector bosons. The M2
κ are the roots of a polynomial

in −p2 of order N , involving the quantities M2
A, ξA, ξ̃A, µ

2
j , µ

2
Aj, and µ

2
AB. The M2

κ may well be

complex, and are not always obtainable in closed algebraic form, but can be solved for numerically

on a case-by-case basis. The propagator Feynman rules also involve residue coefficients a
(κ)
jk , b

(κ)
AB,

and c
(κ)
Aj , which similarly require numerical evaluation in the most general case. The massive vector

boson propagators also have poles at the physical squared masses M2
A. The massless vectors and

their corresponding ghosts are unmixed, and their propagator Feynman rules are shown in Figure

2.2. The two-component fermion propagators follow from eq. (1.5) in the usual way [74, 75], and

are shown in Figure 2.3.
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j k

−i
∑

κ

a
(κ)
jk

p2 +M2
κ

pµ
∑

κ

c
(κ)
Aj

p2 +M2
κ

p→µ,A j

µ,A ν,B

−i
[
δAB

(
ηµν − pµpν/p2

p2 +M2
A

)
+
pµpν

p2

∑

κ

b
(κ)
AB

p2 +M2
κ

]
A B

−iδAB

p2 + ξ̃AM2
A

FIG. 2.1: The scalar, massive vector Zµ
A, and corresponding ghost propagators, in the general case of

arbitrary mixing between Goldstone scalars and other scalar and vector bosons. The squared mass
poles M2

κ arise as the roots of a polynomial of order N in −p2, where N is the total number of real
scalar bosons and massive vector bosons, with κ = 1, . . . , N .

−i
p2
[
ηµν + (ξa − 1)pµpν/p2

]

µ ν

−i
p2

FIG. 2.2: Feynman rules for the propagators of the massless vectors Aa
µ (wavy lines), and the corre-

sponding massless ghosts ηa, ηa (dotted lines with arrows), each carrying 4-momentum pµ.

p→

ip · σ
p2 +M2

I

or
−ip · σ
p2 +M2

I

I I ′

−iM II′

p2 +M2
I

I I ′

−iMII′

p2 +M2
I

FIG. 2.3: Feynman rules for the propagators of the two-component fermions (using the conventions of
[74, 75]), each carrying 4-momentum pµ. The arrows follow the helicity, and the large dots represent
fermion mass insertions.

The interaction part of the Lagrangian can now be written in the form:

Lint = −1

6
λjklRjRkRl −

1

24
λjklmRjRkRlRm − 1

2
(Y jIJRjψIψJ + c.c.)

+gaJI Aa
µψ

†IσµψJ − gajkA
a
µRj∂

µRk − 1

2
gajng

b
knA

a
µA

µbRjRk

−gaAjMARjZ
A
µ A

µa − gaAjξ̃AMARjη
Aηa

−gabcAµaAνb∂µA
c
ν −

1

4
gabegcdeAµaAνbAc

µA
d
ν + gabcAa

µη
b∂µηc, (2.28)

where the φ-dependent (scalar)3 and (scalar)4 couplings are defined from the tree-level scalar

potential by

λjkl =
∂3V

∂Rj∂Rk∂Rl

∣∣∣
Rn=0

, (2.29)
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j

l

k

m

−iλjklm

j

k

l

−iλjkl

I

k

J

−iY kIJ

I

k

J

−iYkIJ

I

µ,a

J

igaJI σµ or −igaJI σµ

j

µ,a

k

p

q

−gajk(p+ q)µ

µ,a

ν,b

j

k

−iηµν(gajngbkn + gbjng
a
kn)

µ,a

ν,b

j

−iηµνGab
j

µ,a ν,b

ρ, c σ,d

−iGabcd
µνρσ

µ,a

ν,b

ρ, c

p

q
k

−gabcTµνρ

p

a

b

µ, c

−gabcpµ

j

a

A

−igaAjξ̃AMA

FIG. 2.4: Feynman rules for interactions. Dashed lines represent scalars, solid lines with arrows

represent fermions, wavy lines represent vectors, and dotted lines with arrows represent ghosts. Bold-

faced letters from the beginning of the alphabet (a, b, c, . . .) run over all real vectors in the theory

and their corresponding ghosts and anti-ghosts. Bold-faced letters from the middle of the alphabet

(j, k, l, . . .) run over all of the real scalars in the theory. Capital letters from the middle of the

alphabet (I, J, . . .) represent two-component fermions. The vector-vector-scalar coupling Gab
j is given

by eqs. (2.31)-(2.33). The (vector)4 coupling is defined by Gabcd
µνρσ = gabegcde[ηµρηνσ − ηµσηνρ] +

gacegbde[ηµνηρσ − ηµσηνρ] + gadegbce[ηµνηρσ − ηµρηνσ]. The (vector)3 coupling tensor is defined by

Tµνρ = ηµν(p − q)ρ + ηνρ(q − k)µ + ηµρ(k − p)ν . In the last, ghost-antighost-scalar, interaction, the

index A corresponds to a vector with non-zero physical mass.

λjklm =
∂4V

∂Rj∂Rk∂Rl∂Rm

. (2.30)

The interaction vertex Feynman rules can be obtained in the usual way, and are shown in Figure

2.4. Here we have defined a vector-vector-scalar coupling Gab
j in terms of the scalar-scalar-vector

coupling, according to:

Gab
j = 0, (2.31)

GAa
j = GaA

j = gaAjMA, (2.32)

GAB
j = gBAjMA + gABjMB. (2.33)
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III. EFFECTIVE POTENTIAL AT TWO-LOOP ORDER

A. General form

In this section we present the results for the effective potential, with the general gauge fixing

described above.

The 1-loop effective potential contribution is:

V (1) =
∑

κ

f(κ)− 2
∑

I

f(I) +
∑

A

[3fV (A) − 2f(Aη)]. (3.1)

where f(x) and fV (x) are renormalization scheme-dependent loop integral functions, which will be

given below in the bare and MS renormalization schemes. Here and below, we use a notation in

which an index is used as a synonym for the squared mass whenever it appears as the argument of

a loop integral function. For example, in eq. (3.1), κ stands for M2
κ , and I stands for M2

I , and A

for M2
A, and we also use

Aη = ξ̃AM
2
A, (3.2)

aη = 0 (3.3)

for the ghost squared masses.

For the 2-loop effective potential, there are 23 non-vanishing Feynman diagrams, shown in

Figure 3.1. It follows that the two-loop contributions to the effective potential are given, in terms

of the couplings and propagator parameters defined above, by:

V
(2)
SS =

1

8
λjklma

(κ)
jk a

(σ)
lmfSS(κ, σ), (3.4)

V
(2)
SSS =

1

12
λjklλmnpa

(κ)
jm
a
(σ)
kn
a
(ρ)
lp
fSSS(κ, σ, ρ), (3.5)

V
(2)
V S =

1

2
gajkg

a
jla

(κ)
kl fV S(a, κ) +

1

2
gAjkg

B
jl a

(κ)
kl b

(σ)
ABfV S(σ, κ), (3.6)

V
(2)
SSV =

1

4
gajkg

a
lma

(κ)
jl a

(σ)
kmfSSV (κ, σ,a) +

1

4
gAjkg

B
lma

(κ)
jl a

(σ)
kmb

(ρ)
ABfSSV (κ, σ, ρ), (3.7)

V
(2)
V V S =

1

4
Gab

j Gab
k a

(κ)
jk
fV V S(a,b, κ) +

1

2
GaA

j GaB
k a

(κ)
jk
b
(σ)
ABfV V S(σ,a, κ)

+
1

4
GAB

j GCD
k a

(κ)
jk b

(σ)
ACb

(ρ)
BDfV V S(σ, ρ, κ), (3.8)

V
(2)
SSG =

1

2
λjklgAmna

(κ)
jma

(σ)
kn c

(ρ)
Al fSSG(κ, σ, ρ), (3.9)

V
(2)
GGS =

1

2
λjklGAB

m a
(κ)
jm
c
(σ)
Ak
c
(ρ)
Bl
fGGS(σ, ρ, κ), (3.10)

V
(2)
SGG =

1

2
gAjkg

B
lma

(κ)
jl c

(σ)
Al c

(ρ)
BkfSGG(κ, σ, ρ), (3.11)

V
(2)
GSV = gajkG

Aa
l a

(κ)
jl
c
(σ)
Ak
fGSV (σ, κ,a) + gBjkG

AC
l a

(κ)
jl
c
(σ)
Ak
b
(ρ)
BCfGSV (σ, κ, ρ), (3.12)

V
(2)
GGG =

1

2
gCjkG

AB
l c

(κ)
Aj c

(σ)
Bkc

(ρ)
Cl fGGG(κ, σ, ρ), (3.13)
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SS SSS V S SSV V V S

SSG GGS SGG GSV

GGG GGV V GG V V G ηηS

ηηG V V V V V ηηV

FFS FFS FFV FFV FFG

FIG. 3.1: The non-vanishing 2-loop Feynman diagrams for the effective potential, for gauge-fixing choices
that have propagator mixing between massive vectors and Goldstone scalars. Scalar bosons, fermions, vector
bosons, and ghosts are represented by dashed, solid, wavy, and dotted lines, respectively. The arrows on
fermion lines indicate the helicity, and large dots represent fermion mass insertions. For the FFS and FFG
diagrams, there are also diagrams with all fermion arrows reversed.
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V
(2)
GGV =

1

2
gaABgajkc

(κ)
Aj c

(σ)
BkfGGV (κ, σ,a), (3.14)

V
(2)
V GG =

1

2
GAa

j GBa
k c

(κ)
Akc

(σ)
Bj fV GG(a, κ, σ) +

1

2
GAC

j GBD
k c

(κ)
Akc

(σ)
Bj b

(ρ)
CDfV GG(ρ, κ, σ), (3.15)

V
(2)
V V G =

1

2
gabAGab

j c
(κ)
Aj
fV V G(a,b, κ) + gABaGCa

j c
(κ)
Aj
b
(σ)
BCfV V G(σ,a, κ), (3.16)

V
(2)
ηηS =

1

2
gABjg

B
Akξ̃Aξ̃BMAMBa

(κ)
jk fηηS(Aη, Bη , κ), (3.17)

V
(2)
ηηG = gaABgaAjξ̃AMAc

(κ)
Bj
fηηG(aη, Aη, κ), (3.18)

V
(2)
V V =

1

4

(
gabc

)2
fV V (a,b) +

1

2
gabAgabBb

(κ)
ABfV V (κ,a)

+
1

4
gaABgaCDb

(κ)
ACb

(σ)
BDfV V (κ, σ), (3.19)

V
(2)
V V V =

1

12

(
gabc

)2
fV V V (a,b, c) +

1

4
gabAgabBb

(κ)
ABfV V V (κ,a,b)

+
1

4
gaABgaCDb

(κ)
ACb

(σ)
BDfV V V (κ, σ,a), (3.20)

V
(2)
ηηV =

1

4

(
gabc

)2
fηηV (aη,bη, c) +

1

4
gabAgabBb

(κ)
ABfηηV (aη,bη, κ), (3.21)

V
(2)
FFS =

1

2
Y jIJYkIJa

(κ)
jk
fFFS(I, J, κ), (3.22)

V
(2)

FFS
=

1

4
(Y jIJY kI′J ′

MII′MJJ ′ + c.c.)a
(κ)
jk fFFS(I, J, κ), (3.23)

V
(2)
FFV =

1

2
gaJI gaIJ fFFV (I, J,a) +

1

2
gAJ
I gBI

J b
(κ)
ABfFFV (I, J, κ), (3.24)

V
(2)

FFV
=

1

2
gaJI gaJ

′

I′ M
II′MJJ ′fFFV (I, J,a) +

1

2
gAJ
I gBJ ′

I′ M II′MJJ ′b
(κ)
ABfFFV (I, J, κ), (3.25)

V
(2)

FFG
= i

(
gAJ
I YjI′JM

II′ − c.c.
)
c
(κ)
Aj
fFFG(I, J, κ). (3.26)

In these equations, all indices (including κ, σ, ρ) are summed over in each term.

It remains to find the following† 37 two-loop integral functions:

fSS(x, y), fSSS(x, y, z), fV S(x, y), fV S(x, y), fSSV (x, y, z),

fSSV (x, y, z), fV V S(x, y, z), fV V S(x, y, z), fV V S(x, y, z), fSSG(x, y, z),

fGGS(x, y, z), fSGG(x, y, z), fGSV (x, y, z), fGSV (x, y, z), fGGG(x, y, z),

fGGV (x, y, z), fV GG(x, y, z), fV GG(x, y, z), fV V G(x, y, z),

fV V G(x, y, z), fηηS(x, y, z), fηηG(x, y, z), fV V (x, y),

fV V (x, y), fV V (x, y), fV V V (x, y, z), fV V V (x, y, z), fV V V (x, y, z),

fηηV (x, y, z), fηηV (x, y, z), fFFS(x, y, z), fFFS(x, y, z),

fFFV (x, y, z), fFFV (x, y, z), fFFV (x, y, z), fFFV (x, y, z), fFFG(x, y, z). (3.27)

In the next subsection IIIB, we present the results for the loop integration functions in the case

† One might naively expect functions fGGV (x, y, z), fV V G(x, y, z), and fV V V (x, y, z) to appear in eqs. (3.14), (3.16),
and (3.20), respectively. However, those three contributions turn out to vanish identically.
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that all parameters of the theory are taken to be bare parameters using dimensional regularization

[76–80]. In subsection IIIC, we present the result in the more practically relevant case that all

parameters are renormalized in the MS [81, 82] scheme. In both cases, we write the results in

terms of 1-loop and 2-loop basis vacuum integrals following the conventions of refs. [5, 7]; these are

reviewed for convenience in Appendix A below.

B. Results for two-loop effective potential functions in terms of bare parameters

In this section, we report the results for the 2-loop effective potential in terms of bare parameters.

This means that all of the masses and couplings appearing in eqs. (3.1) and (3.4)-(3.26) are the

bare ones, and the corresponding loop integral functions will be distinguished by using f in place

of f in the names of the functions. Then then 1-loop integrals appearing in eq. (3.1) are:

f(x) = xA(x)/d, (3.28)

fV (x) = (d− 1)xA(x)/3d. (3.29)

(The notations for the basis integrals A(x) and I(x, y, z) are reviewed in Appendix A.) For the

two-loop integrals appearing in eqs. (3.4)-(3.26), we obtain:

fSSS(x, y, z) = −I(x, y, z), (3.30)

fSS(x, y) = A(x)A(y), (3.31)

fV S(x, y) = (d− 1)A(x)A(y), (3.32)

fV S(x, y) = A(x)A(y), (3.33)

fSSV (x, y, z) =
1

z

[
−λ(x, y, z)I(x, y, z) + (x− y)2I(0, x, y) + zA(x)A(y)

+(y − x− z)A(x)A(z) + (x− y − z)A(y)A(z)
]
, (3.34)

fSSV (x, y, z) =
1

z

{
(x− y)2[I(x, y, z) − I(0, x, y)] + (x− y − z)A(x)A(z)

+(y − x− z)A(y)A(z)
}
, (3.35)

fV V S(x, y, z) =
1

4xy

[
−(x+ y − z)2I(x, y, z) + (x− z)2I(0, x, z) + (y − z)2I(0, y, z)

−z2I(0, 0, z) + (z − x− y)A(x)A(y) + yA(x)A(z) + xA(y)A(z)
]
, (3.36)

fV V S(x, y, z) = −fV V S(x, y, z) − I(x, y, z), (3.37)

fV V S(x, y, z) = fV V S(x, y, z) + (2− d)I(x, y, z), (3.38)

fSSG(x, y, z) = (x− y)I(x, y, z) + [A(x) −A(y)]A(z), (3.39)

fGGS(x, y, z) =
1

2

[
(x+ y − z)I(x, y, z) +A(x)A(y) −A(x)A(z) −A(y)A(z)

]
, (3.40)

fSGG(x, y, z) = −(x− y)(x− z)I(x, y, z) + (y − x)A(x)A(y) + (z − x)A(x)A(z)

+xA(y)A(z), (3.41)

fGSV (x, y, z) = −1

2
fSSV (x, y, z), (3.42)
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fGSV (x, y, z) =
1

2z

[
(y − x)(x− y + z)I(x, y, z) + (x− y)2I(0, x, y)

+(x− y + 2z)A(y)A(z) + (y − x)A(x)A(z)
]
, (3.43)

fGGG(x, y, z) =
1

2

{
(x− y)[(z − x− y)I(x, y, z)−A(x)A(y)]

+(x+ y)[A(y)−A(x)]A(z)
}
, (3.44)

fGGV (x, y, z) =
1

2

[
λ(x, y, z)I(x, y, z) + (x+ y − z)A(x)A(y)

+(x+ z − y)A(x)A(z) + (y + z − x)A(y)A(z)
]
, (3.45)

fV GG(x, y, z) =
1

4x

[
λ(x, y, z)I(x, y, z) − (y − z)2I(0, y, z) + (x+ y − z)A(x)A(y)

+(x− y + z)A(x)A(z) − xA(y)A(z)
]
, (3.46)

fV GG(x, y, z) =
1

4x

[
(x+ y − z)(x+ z − y)I(x, y, z) + (y − z)2I(0, y, z) − xA(y)A(z)

+(x+ y − z)A(x)A(z) + (x+ z − y)A(x)A(y)
]
, (3.47)

fV V G(x, y, z) =
1

4xy

{
(x− y)[λ(x, y, z) + 4(d− 1)xy]I(x, y, z) − x(x− z)2I(0, x, z)

+y(y − z)2I(0, y, z) + (x− y)(x+ y − z)A(x)A(y)

+y[(4d − 6)x+ y − z]A(x)A(z) − x[(4d− 6)y + x− z]A(y)A(z)
}
, (3.48)

fV V G(x, y, z) = −1

4
fSSV (z, y, x), (3.49)

fηηS(x, y, z) = I(x, y, z), (3.50)

fηηG(x, y, z) = −fGGS(x, z, y), (3.51)

fV V (x, y) =
(d− 1)3

d
A(x)A(y), (3.52)

fV V (x, y) =
(d− 1)2

d
A(x)A(y), (3.53)

fV V (x, y) =
(d− 1)

d
A(x)A(y), (3.54)

fV V V (x, y, z) =
1

4xyz

{
−λ(x, y, z)[λ(x, y, z) + 4(d− 1)(xy + xz + yz)]I(x, y, z)

+(x− y)2[x2 + y2 + (4d − 6)xy]I(0, x, y) − z4I(0, 0, z)

+(x− z)2[x2 + z2 + (4d − 6)xz]I(0, x, z) − y4I(0, 0, y)

+(y − z)2[y2 + z2 + (4d− 6)yz]I(0, y, z) − x4I(0, 0, x)

+[(7− 4d)(x2 + y2 − xz − yz) + (2− 4d+ 4/d)xy + z2]zA(x)A(y)

+[(7− 4d)(x2 + z2 − xy − yz) + (2− 4d+ 4/d)xz + y2]yA(x)A(z)

+[(7− 4d)(y2 + z2 − xy − xz) + (2− 4d+ 4/d)yz + x2]xA(y)A(z)
}
, (3.55)

fV V V (x, y, z) =
1

4xyz

{
(y − z)2[λ(x, y, z) + 4(d− 1)yz]I(x, y, z)

−(y − z)2[y2 + z2 + (4d− 6)yz]I(0, y, z) − (x− z)2z2I(0, x, z)

−(x− y)2y2I(0, x, y) + y4I(0, 0, y) + z4I(0, 0, z) − x(y − z)2A(y)A(z)

+[(7− 4d)y(z − y) + (x− z)z + (6− 4d− 4/d)xy]zA(x)A(y)
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+[(7− 4d)z(y − z) + (x− y)y + (6− 4d− 4/d)xz]yA(x)A(z)
}
, (3.56)

fV V V (x, y, z) =
1

4xy

{
−zλ(x, y, z)I(x, y, z) + (x− z)2zI(0, x, z) + (y − z)2zI(0, y, z)

−z3I(0, 0, z) + [z2 − xz − yz + 4xy(1/d − 1)]A(x)A(y)

+z[xA(y) + yA(x)]A(z)
}
, (3.57)

fηηV (x, y, z) =
1

2z

[
λ(x, y, z)I(x, y, z) − (x− y)2I(0, x, y)

−zA(x)A(y) + (x− y + z)A(x)A(z) + (y − x+ z)A(y)A(z)
]
, (3.58)

fηηV (x, y, z) =
1

2z

[
(y − x− z)(x− y − z)I(x, y, z) + (x− y)2I(0, x, y) − zA(x)A(y)

+(y − x+ z)A(x)A(z) + (x− y + z)A(y)A(z)
]
, (3.59)

fFFS(x, y, z) = (x+ y − z)I(x, y, z) +A(x)A(y)−A(x)A(z) −A(y)A(z), (3.60)

fFFS(x, y, z) = 2I(x, y, z), (3.61)

fFFV (x, y, z) =
1

z

{
[λ(x, y, z) + (d− 1)z(x + y − z)]I(x, y, z) − (x− y)2I(0, x, y)

+[x− y + (2− d)z]A(x)A(z) + [y − x+ (2− d)z]A(y)A(z)

+(d− 2)zA(x)A(y)
}
, (3.62)

fFFV (x, y, z) =
1

z

{
(xz + yz − x2 + 2xy − y2)I(x, y, z) + (x− y)2I(0, x, y)

+(x− y)[A(y)−A(x)]A(z)
}
, (3.63)

fFFV (x, y, z) = 2(d − 1)I(x, y, z), (3.64)

fFFV (x, y, z) = 2I(x, y, z), (3.65)

fFFG(x, y, z) = (y + z − x)I(x, y, z) −A(x)A(y)−A(x)A(z) +A(y)A(z). (3.66)

C. Results in terms of MS parameters

In this subsection, we provide the results for the effective potential loop integral functions, this

time as they appear in in the MS scheme with renormalization scale Q, and ln(x) ≡ ln(x/Q2), and

renormalized basis integrals A(x) and I(x, y, z) given in Appendix A.

The one-loop functions for the MS scheme can be obtained from the ones for the bare scheme

by including counterterms for the ultraviolet 1-loop sub-divergences, and then taking the limit as

ǫ→ 0. One has

f(x) = lim
ǫ→0

[
f(x) +

x2

4ǫ

]
, (3.67)

fV (x) = lim
ǫ→0

[
fV (x) +

x2

4ǫ

]
, (3.68)

with the results:

f(x) =
x2

4

[
ln(x)− 3/2], (3.69)
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fV (x) =
x2

4

[
ln(x)− 5/6], (3.70)

which should be used in eq. (3.1) for the MS scheme.

Similarly, the two-loop functions appearing in eqs. (3.4)-(3.26) in the MS scheme can be obtained

by taking the limit ǫ → 0 after including counterterms for the 1-loop and 2-loop sub-divergences.

The 2-loop counterterms are determined by modified minimal subtraction and the requirement

that the resulting functions are finite as ǫ→ 0. The inclusions of counterterms are as follows:

fSSS(x, y, z) = lim
ǫ→0

{
fSSS(x, y, z) +

1

2ǫ2
(x+ y + z)− 1

2ǫ
(x+ y + z)

+
1

ǫ
[A(x) +A(y) +A(z)]

}
, (3.71)

fSS(x, y) = lim
ǫ→0

{
fSS +

1

ǫ2
xy +

1

ǫ
[yA(x) + xA(y)]

}
, (3.72)

fV S(x, y) = lim
ǫ→0

{
fV S +

3

ǫ2
xy +

1

ǫ
[(d− 1)yA(x) + 3xA(y)]

}
, (3.73)

fV S(x, y) = lim
ǫ→0

{
fV S +

1

ǫ2
xy +

1

ǫ
[yA(x) + xA(y)]

}
, (3.74)

fSSV (x, y, z) = lim
ǫ→0

{
fSSV (x, y, z) +

1

2ǫ2
(
−3x2 − 3y2 − 3xz − 3yz + z2

)

+
1

6ǫ

(
3x2 + 3y2 − 7z2 + 18xy + 15xz + 15yz

)

+
1

ǫ
[−3xA(x)− 3yA(y) + (1− d)(x+ y − z/3)A(z)]

}
, (3.75)

fSSV (x, y, z) = lim
ǫ→0

{
fSSV (x, y, z) +

1

2ǫ2
[λ(x, y, z) − z2] +

1

2ǫ
(x− y)2

+
1

ǫ

[
(x− y − z)A(x) + (y − x− z)A(y)− (x+ y)A(z)

]}
, (3.76)

fV V S(x, y, z) = lim
ǫ→0

{
fV V S(x, y, z) +

1

8ǫ2
(9x+ 9y + 12z) +

1

8ǫ
(2z − 15x− 15y)

+
3

4ǫ
[(d− 1)A(x) + (d− 1)A(y) + 4A(z)]

}
, (3.77)

fV V S(x, y, z) = lim
ǫ→0

{
fV V S(x, y, z) +

3

8ǫ2
(x+ y)− 1

8ǫ
(x+ 5y + 6z)

+
1

4ǫ
[3A(x) + (d− 1)A(y)]

}
, (3.78)

fV V S(x, y, z) = lim
ǫ→0

{
fV V S(x, y, z) +

1

8ǫ2
(x+ y + 4z) +

1

8ǫ
(−3x− 3y + 2z)

+
1

4ǫ
[A(x) +A(y) + 4A(z)]

}
, (3.79)

fSSG(x, y, z) = lim
ǫ→0

{
fSSG(x, y, z) +

1

2ǫ2
(x− y)(z − x− y) +

1

2ǫ
(x− y)(x+ y + z)

+
1

ǫ
[(y − x+ z)A(x) + (y − x− z)A(y)]

}
, (3.80)

fGGS(x, y, z) = lim
ǫ→0

{
fGGS(x, y, z) +

1

4ǫ2
(z2 − x2 − y2 − 2xz − 2yz) +

1

4ǫ
(x+ y − z)(x+ y + z)

+
1

2ǫ
[−xA(x)− yA(y) + (z − 2x− 2y)A(z)]

}
, (3.81)



19

fSGG(x, y, z) = lim
ǫ→0

{
fSGG(x, y, z) +

1

2ǫ2
(y + z − x)(xy + xz + yz − x2)

+
1

2ǫ
(x− y)(z − x)(x+ y + z)

+
1

ǫ
[(λ(x, y, z) + 3yz)A(x) + yzA(y) + yzA(z)]

}
, (3.82)

fGSV (x, y, z) = lim
ǫ→0

{
fGSV (x, y, z) +

1

4ǫ2
(3x2 + 3y2 + 3xz + 3yz − z2)

+
1

4ǫ
(7z2/3− x2 − 6xy − y2 − 5xz − 5yz)

+
1

2ǫ
[3xA(x) + 3yA(y) + (d− 1)(x+ y − z/3)A(z)]

}
, (3.83)

fGSV (x, y, z) = lim
ǫ→0

{
fGSV (x, y, z) +

1

4ǫ2
(2xy + xz + 3yz − 2y2) +

1

4ǫ
(y − x)(2x+ z)

+
1

ǫ
[(x− y + z)A(y) + (x+ y)A(z)/2]

}
, (3.84)

fGGG(x, y, z) = lim
ǫ→0

{
fGGG(x, y, z) +

1

4ǫ2
(x− y)(x2 + y2 − z2 − 2xz − 2yz)

+
1

4ǫ
(x− y)(z − x− y)(x+ y + z)

+
1

2ǫ
[x(x− y − 2z)A(x) + y(x− y + 2z)A(y) + (y − x)zA(z)]

}
, (3.85)

fGGV (x, y, z) = lim
ǫ→0

{
fGGV (x, y, z)

+
1

4ǫ2
(−x3 − y3 − z3 + 3x2y + 3xy2 + 3x2z + 3xz2 + 3y2z + 3yz2)

+
1

4ǫ
(x3 + y3 + 7z3/3− x2y − xy2 − x2z − y2z − 5xz2 − 5yz2 − 6xyz)

+
1

2ǫ

[
x(3y + 3z − x)A(x) + y(3x+ 3z − y)A(y)

+(d− 1)z(x + y − z/3)A(z)
]}
, (3.86)

fV GG(x, y, z) = lim
ǫ→0

{
fV GG(x, y, z) +

1

8ǫ2
(3y2 + 3z2 − x2 + 3xy + 3xz)

+
1

8ǫ
(7x2/3− y2 − z2 − 5xy − 5xz − 6yz)

+
1

4ǫ
[(d− 1)(y + z − x/3)A(x) + 3yA(y) + 3zA(z)]

}
, (3.87)

fV GG(x, y, z) = lim
ǫ→0

{
fV GG(x, y, z) +

1

8ǫ2
(xy + xz − x2 − y2 − z2)

+
1

8ǫ
(x2 − y2 − z2 + xy + xz + 2yz)

+
1

4ǫ
[(y + z − x)A(x)− yA(y)− zA(z)]

}
, (3.88)

fV V G(x, y, z) = lim
ǫ→0

{
fV V G(x, y, z) +

1

ǫ2
(x− y)(9z/8 − x− y)

+
1

24ǫ
(x− y)(38x + 38y + 9z)

+
1

12ǫ
(d− 1) [(9y + 9z − 8x)A(x)− (9x+ 9z − 8y)A(y)]

}
, (3.89)
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fV V G(x, y, z) = lim
ǫ→0

{
fV V G(x, y, z) +

1

8ǫ2
(3y2 + 3z2 − x2 + 3xy + 3xz)

+
1

8ǫ
(x2 − 5y2 − z2 − xy − xz − 6yz)

+
1

4ǫ
[(3y + 3z − x)A(x) + (d− 1)yA(y) + 3zA(z)]

}
, (3.90)

fηηS(x, y, z) = lim
ǫ→0

{
fηηS(x, y, z) −

1

2ǫ2
(x+ y + z) +

1

2ǫ
(x+ y + z)

−1

ǫ
[A(x) +A(y) +A(z)]

}
, (3.91)

fηηG(x, y, z) = lim
ǫ→0

{
fηηG(x, y, z) +

1

4ǫ2
(x2 − y2 + z2 + 2xy + 2yz) +

1

4ǫ
(y − x− z)(x+ y + z)

+
1

2ǫ
[xA(x) + (2x− y + 2z)A(y) + zA(z)]

}
, (3.92)

fV V (x, y) = lim
ǫ→0

{
fV V (x, y) +

27

4ǫ2
xy +

9

8ǫ
xy +

9

4ǫ
(d− 1) [yA(x) + xA(y)]

}
, (3.93)

fV V (x, y) = lim
ǫ→0

{
fV V (x, y) +

9

4ǫ2
xy +

3

8ǫ
xy +

3

4ǫ
[3yA(x) + (d− 1)xA(y)]

}
, (3.94)

fV V (x, y) = lim
ǫ→0

{
fV V (x, y) +

3

4ǫ2
xy +

1

8ǫ
xy +

3

4ǫ
[yA(x) + xA(y)]

}
, (3.95)

fV V V (x, y, z) = lim
ǫ→0

{
fV V V (x, y, z) −

1

4ǫ2
[
25(x2 + y2 + z2) + 36(xy + xz + yz)

]

+
1

24ǫ

[
128(x2 + y2 + z2) + 387(xy + xz + yz)

]

+
1

6ǫ
(1− d)

[
(25x+ 18y + 18z)A(x) + (25y + 18x+ 18z)A(y)

+(25z + 18x+ 18y)A(z)
]}
, (3.96)

fV V V (x, y, z) = lim
ǫ→0

{
fV V V (x, y, z) +

1

8ǫ2
(2x2 + 6y2 + 6z2 − 21xy − 21xz − 18yz)

+
1

4ǫ
(4y2 + 4z2 − x2 − xy − xz − 3yz) +

1

4ǫ

[
2(x− 6y − 6z)A(x)

+(d− 1)(2y − 3x− 3z)A(y) + (d− 1)(2z − 3x− 3y)A(z)
]}
, (3.97)

fV V V (x, y, z) = lim
ǫ→0

{
fV V V (x, y, z) −

3

8ǫ2
(2xy + xz + yz) +

1

8ǫ
(6z2 + xz + yz − xy)

− 3

4ǫ
[(y + z)A(x) + (x+ z)A(y)]

}
, (3.98)

fηηV (x, y, z) = lim
ǫ→0

{
fηηV (x, y, z) +

1

4ǫ2
(3x2 + 3y2 − z2 + 3xz + 3yz)

+
1

12ǫ
(7z2 − 3x2 − 3y2 − 18xy − 15xz − 15yz)

+
1

2ǫ
[3xA(x) + 3yA(y) + (d− 1)(x+ y − z/3)A(z)]

}
, (3.99)

fηηV (x, y, z) = lim
ǫ→0

{
fηηV (x, y, z) +

1

4ǫ2
(xz + yz − x2 − y2 − z2)

+
1

4ǫ
(z2 − x2 − y2 + 2xy + xz + yz)

+
1

2ǫ
[−xA(x)− yA(y) + (x+ y − z)A(z)]

}
, (3.100)
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fFFS(x, y, z) = lim
ǫ→0

{
fFFS(x, y, z) +

1

2ǫ2
(z2 − x2 − y2 − 2xz − 2yz) +

1

2ǫ
(x+ y − z)(x+ y + z)

+
1

ǫ
[−xA(x)− yA(y) + (z − 2x− 2y)A(z)]

}
, (3.101)

fFFS(x, y, z) = lim
ǫ→0

{
fFFS(x, y, z) −

1

ǫ2
(x+ y + z) +

1

ǫ
(x+ y + z)

−2

ǫ
[A(x) +A(y) +A(z)]

}
, (3.102)

fFFV (x, y, z) = lim
ǫ→0

{
fFFV (x, y, z) +

1

2ǫ2
z(2z − 3x− 3y)− 1

2ǫ
z(x+ y + 8z/3)

+
1

ǫ
(1− d)(x+ y − 2z/3)A(z)

}
, (3.103)

fFFV (x, y, z) = lim
ǫ→0

{
fFFV (x, y, z) −

1

ǫ2
(x2 + y2 + xz/2 + yz/2) +

1

2ǫ
(4xy + xz + yz)

−1

ǫ
[2xA(x) + 2yA(y) + (x+ y)A(z)]

}
, (3.104)

fFFV (x, y, z) = lim
ǫ→0

{
fFFV (x, y, z) −

3

ǫ2
(x+ y + z) +

1

ǫ
(x+ y + 5z)

−6

ǫ
[A(x) +A(y) + (d− 1)A(z)/3]

}
, (3.105)

fFFV (x, y, z) = lim
ǫ→0

{
fFFV (x, y, z) −

1

ǫ2
(x+ y + z) +

1

ǫ
(x+ y + z)

−2

ǫ
[A(x) +A(y) +A(z)]

}
, (3.106)

fFFG(x, y, z) = lim
ǫ→0

{
fFFG(x, y, z) +

1

2ǫ2
(x2 − y2 − z2 − 2xy − 2xz) +

1

2ǫ
(y + z − x)(x+ y + z)

+
1

ǫ
[(x− 2y − 2z)A(x) − yA(y)− zA(z)]

}
. (3.107)

Using eqs. (A.6) and (A.11), we thus obtain the MS two-loop functions:

fSSS(x, y, z) = −I(x, y, z), (3.108)

fSS(x, y) = A(x)A(y), (3.109)

fV S(x, y) = 3A(x)A(y) + 2xA(y), (3.110)

fV S(x, y) = A(x)A(y), (3.111)

fSSV (x, y, z) =
1

z

[
−λ(x, y, z)I(x, y, z) + (x− y)2I(0, x, y) + (y − x− z)A(x)A(z)

+(x− y − z)A(y)A(z)
]
+A(x)A(y) + 2(3x + 3y − z)A(z)/3, (3.112)

fSSV (x, y, z) =
1

z

{
(x− y)2[I(x, y, z) − I(0, x, y)] + (x− y − z)A(x)A(z)

+(y − x− z)A(y)A(z)
}
, (3.113)

fV V S(x, y, z) =
1

4xy

[
−(x+ y − z)2I(x, y, z) + (x− z)2I(0, x, z) + (y − z)2I(0, y, z)

−z2I(0, 0, z) + (z − x− y)A(x)A(y) + yA(x)A(z) + xA(y)A(z)
]
, (3.114)

fV V S(x, y, z) = −fV V S(x, y, z)− I(x, y, z) −A(y)/2, (3.115)

fV V S(x, y, z) = fV V S(x, y, z) − 2I(x, y, z) +A(x)/2 +A(y)/2 + 2A(z) − x− y − z, (3.116)
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fSSG(x, y, z) = (x− y)I(x, y, z) + [A(x) −A(y)]A(z), (3.117)

fGGS(x, y, z) =
1

2

[
(x+ y − z)I(x, y, z) +A(x)A(y) −A(x)A(z) −A(y)A(z)

]
, (3.118)

fSGG(x, y, z) = −(x− y)(x− z)I(x, y, z) + (y − x)A(x)A(y) + (z − x)A(x)A(z)

+xA(y)A(z), (3.119)

fGSV (x, y, z) = −1

2
fSSV (x, y, z), (3.120)

fGSV (x, y, z) =
1

2z

[
(y − x)(x− y + z)I(x, y, z) + (x− y)2I(0, x, y)

+(x− y + 2z)A(y)A(z) + (y − x)A(x)A(z)
]
, (3.121)

fGGG(x, y, z) =
1

2

{
(x− y)[(z − x− y)I(x, y, z) −A(x)A(y)]

+(x+ y)[A(y) −A(x)]A(z)
}
, (3.122)

fGGV (x, y, z) =
1

2

[
λ(x, y, z)I(x, y, z) + (x+ y − z)A(x)A(y) + (x+ z − y)A(x)A(z)

+(y + z − x)A(y)A(z)
]
+ z(z/3 − x− y)A(z), (3.123)

fV GG(x, y, z) =
1

4x

[
λ(x, y, z)I(x, y, z) − (y − z)2I(0, y, z) + (x+ y − z)A(x)A(y)

+(x− y + z)A(x)A(z) − xA(y)A(z)
]

+(x/6− y/2− z/2)A(x), (3.124)

fV GG(x, y, z) =
1

4x

[
(x+ y − z)(x− y + z)I(x, y, z) + (y − z)2I(0, y, z) + (x− y + z)A(x)A(y)

+(x+ y − z)A(x)A(z) − xA(y)A(z)
]
, (3.125)

fV V G(x, y, z) =
1

4xy

{
(x− y)[λ(x, y, z) + 12xy]I(x, y, z) − x(x− z)2I(0, x, z)

+y(y − z)2I(0, y, z) + (x− y)(x+ y − z)A(x)A(y)

+y[10x+ y − z]A(x)A(z) − x[10y + x− z]A(y)A(z)
}

+(y/2 + z/2− 2x/3)A(x) − (x/2 + z/2 − 2y/3)A(y)

+(x− y)(x+ y + z), (3.126)

fV V G(x, y, z) = −1

4
fSSV (z, y, x) + (y/2 + z/2− x/6)A(x) − yA(y)/2, (3.127)

fηηS(x, y, z) = I(x, y, z), (3.128)

fηηG(x, y, z) = −fGGS(x, z, y), (3.129)

fV V (x, y) =
27

4
A(x)A(y) +

45

8
[yA(x) + xA(y)] +

63

16
xy, (3.130)

fV V (x, y) =
9

4
A(x)A(y) +

15

8
yA(x) +

3

8
xA(y) + xy/16, (3.131)

fV V (x, y) =
3

4
A(x)A(y) +

1

8
[yA(x) + xA(y)]− xy/16, (3.132)

fV V V (x, y, z) =
1

4xyz

{
−λ(x, y, z)

[
λ(x, y, z) + 12(xy + xz + yz)

]
I(x, y, z)

+(x− y)2(x2 + y2 + 10xy)I(0, x, y) − z4I(0, 0, z)

+(x− z)2(x2 + z2 + 10xz)I(0, x, z) − y4I(0, 0, y)

+(y − z)2(y2 + z2 + 10yz)I(0, y, z) − x4I(0, 0, x)
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+(z2 − 9x2 − 9y2 + 9xz + 9yz − 13xy)zA(x)A(y)

+(y2 − 9x2 − 9z2 + 9xy + 9yz − 13xz)yA(x)A(z)

+(x2 − 9y2 − 9z2 + 9xy + 9xz − 13yz)xA(y)A(z)
}

−
[
(40x+ 3y + 3z)A(x) + (40y + 3x+ 3z)A(y)

+(40z + 3x+ 3y)A(z)
]
/24 + λ(x, y, z) + 161(xy + xz + yz)/16, (3.133)

fV V V (x, y, z) =
1

4xyz

{
(y − z)2[λ(x, y, z) + 12yz]I(x, y, z)

−(y − z)2[y2 + z2 + 10yz]I(0, y, z) − (x− z)2z2I(0, x, z)

−(x− y)2y2I(0, x, y) + y4I(0, 0, y) + z4I(0, 0, z) − x(y − z)2A(y)A(z)

+[xz − z2 − 11xy − 9yz + 9y2]zA(x)A(y)

+[xy − y2 − 11xz − 9yz + 9z2]yA(x)A(z)
}

+[−15(y + z)A(x) + (8y − 4z − 3x)A(y) + (8z − 4y − 3x)A(z)]/8

+(y − z)2 − x(y + z)/16, (3.134)

fV V V (x, y, z) =
1

4xy

{
−zλ(x, y, z)I(x, y, z) + (x− z)2zI(0, x, z) + (y − z)2zI(0, y, z)

−z3I(0, 0, z) + [z2 − xz − yz − 3xy]A(x)A(y)

+z[xA(y) + yA(x)]A(z)
}
− [yA(x) + xA(y)]/8 + xy/16, (3.135)

fηηV (x, y, z) =
1

2z

[
λ(x, y, z)I(x, y, z) − (x− y)2I(0, x, y) − zA(x)A(y)

+(x− y + z)A(x)A(z) + (y − x+ z)A(y)A(z)
]

+(z/3 − x− y)A(z), (3.136)

fηηV (x, y, z) =
1

2z

[
(y − x− z)(x− y − z)I(x, y, z) + (x− y)2I(0, x, y) − zA(x)A(y)

+(y − x+ z)A(x)A(z) + (x− y + z)A(y)A(z)
]
, (3.137)

fFFS(x, y, z) = (x+ y − z)I(x, y, z) +A(x)A(y) −A(x)A(z) −A(y)A(z), (3.138)

fFFS(x, y, z) = 2I(x, y, z), (3.139)

fFFV (x, y, z) =
1

z

{
[λ(x, y, z) + 3z(x+ y − z)]I(x, y, z) − (x− y)2I(0, x, y)

+[x− y − 2z]A(x)A(z) + [y − x− 2z]A(y)A(z) + 2zA(x)A(y)
}

−2xA(x)− 2yA(y) + (2z/3 − 2x− 2y)A(z) + (x+ y − z)(x+ y + z), (3.140)

fFFV (x, y, z) =
1

z

{
(xz + yz − x2 + 2xy − y2)I(x, y, z) + (x− y)2I(0, x, y)

+(x− y)[A(y) −A(x)]A(z)
}
, (3.141)

fFFV (x, y, z) = 6I(x, y, z) − 4A(x) − 4A(y) + 2x+ 2y + 2z, (3.142)

fFFV (x, y, z) = 2I(x, y, z), (3.143)

fFFG(x, y, z) = (y + z − x)I(x, y, z) −A(x)A(y) −A(x)A(z) +A(y)A(z). (3.144)

The results for fSS, fSSS, fV S , fSSV , fV V S, fV V , fV V V , fηηV , fFFS, fFFS , fFFV , and fFFV agree

with those found in refs. [4, 5]; the other functions do not contribute in Landau gauge. In ref. [5],

some of these functions were combined, so that a function fgauge included all of the effects of fV V V ,
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fV V , and fηηV . In the present paper we choose to keep them separate so that the functions are in

correspondence with the Feynman diagrams, to keep their origins clear.

Despite the factors of 1/x, 1/y, or 1/z appearing in the above expressions, the two-loop integral

functions are all finite and well-defined in the limits of massless vector bosons.‡ To make this

plain, one can take the appropriate limits x→ 0, etc. The limiting cases that are not immediately

obvious are:

fSSV (x, y, 0) = (x+ y)2 − 2xA(x) − 2yA(y) + 3A(x)A(y) + 3(x+ y)I(0, x, y), (3.145)

fSSV (x, y, 0) = −(x+ y)2 + 2xA(x) + 2yA(y)− 2A(x)A(y) − (x+ y)I(0, x, y), (3.146)

fV V S(0, y, z) =
1

4y

[
(3z − 9y)I(0, y, z) − 3zI(0, 0, z) + 3A(y)A(z) + 8yA(z)

−y(3y + 2z)
]
, (3.147)

fV V S(0, 0, z) = −3I(0, 0, z) + 7A(z)/2 − 5z/4, (3.148)

fV V S(0, y, z) =
1

4y

[
−3(y + z)I(0, y, z) + 3zI(0, 0, z) − 3A(y)A(z) − y(y + 2z)

]
, (3.149)

fV V S(x, 0, z) =
1

4x

[
−3(x+ z)I(0, x, z) + 3zI(0, 0, z) − 3A(x)A(z) + 2xA(x)

−x(x+ 2z)
]
, (3.150)

fV V S(0, 0, z) = −3A(z)/2 + z/4, (3.151)

fV V S(0, y, z) =
1

4y

[
(3z − y)I(0, y, z) − 3zI(0, 0, z) + 3A(y)A(z) − 2yA(y) + y(y + 2z)

]
,(3.152)

fV V S(0, 0, z) = −I(0, 0, z) + 3A(z)/2 − z/4, (3.153)

fGSV (x, y, 0) =
[
−3(x+ y)I(0, x, y) − 3A(x)A(y) + 2xA(x) + 2yA(y) − (x+ y)2

]
/2, (3.154)

fGSV (x, y, 0) = yI(0, x, y) +A(x)A(y) − xA(x)− yA(y) + (x+ y)2/2, (3.155)

fV GG(0, y, z) =
[
−3(y + z)I(0, y, z) − 3A(y)A(z) + 2yA(y) + 2zA(z) − (y + z)2

]
/4, (3.156)

fV GG(0, y, z) =
[
(y + z)I(0, y, z) +A(y)A(z) − 2yA(y) − 2zA(z) + (y + z)2

]
/4, (3.157)

fV V G(0, y, z) =
1

4y

[
(z2 + yz − 8y2)I(0, y, z) − z2I(0, 0, z) + (z − 8y)A(y)A(z)

]

+(y − 3z)A(y)/6 − zA(z)/2 + (y + z)(z − 3y)/4, (3.158)

fV V G(0, 0, z) = 0, (3.159)

fV V G(0, y, z) =
[
−3(y + z)I(0, y, z) − 3A(y)A(z) + 2zA(z) − (y + z)2

]
/4, (3.160)

fV V V (0, y, z) =
1

4yz

[
(y + z)(7y − z)(7z − y)I(0, y, z) + 7y3I(0, 0, y) + 7z3I(0, 0, z)

+7(yz − y2 − z2)A(y)A(z)
]
− 5

24

[
(32y + 3z)A(y) + (32z + 3y)A(z)

]

+4y2 + 4z2 + 217yz/16, (3.161)

fV V V (0, 0, z) = 25zI(0, 0, z)/2 − 61zA(z)/6 + 23z2/4, (3.162)

fV V V (0, y, z) =
1

4yz

[
−3(y + z)3I(0, y, z) + 3y3I(0, 0, y) + 3z3I(0, 0, z)

‡ However, this is not true at three-loop and higher orders for similar loop integral functions involving massless
gauge bosons. The three-loop contribution to the Standard Model effective potential has a (benign) IR logarithmic
divergence due to doubled photon propagators [7].
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−3(y2 + 6yz + z2)A(y)A(z)
]
+ 6yA(y) + 6zA(z)

−2y2 − 2z2 − 15yz/2, (3.163)

fV V V (x, 0, z) =
1

4x

[
(xz − 2x2 + 7z2)I(0, x, z) − 7z2I(0, 0, z) + (7z − 11x)A(x)A(z)

]

−11zA(x)/8 + (z − 3x/8)A(z) + z(8z − 5x)/16, (3.164)

fV V V (x, 0, 0) = −xI(0, 0, x)/2, (3.165)

fV V V (0, 0, z) = −3zI(0, 0, z)/2 + 9zA(z)/2 − 5z2/4, (3.166)

fV V V (0, y, z) =
1

4y

[
3(y + z)zI(0, y, z) − 3z2I(0, 0, z) + 3zA(y)A(z)

]

−zA(y)/2 + z(y + 2z)/4, (3.167)

fV V V (0, 0, z) = 3zA(z)/2 − z2/4, (3.168)

fηηV (x, y, 0) =
[
−3(x+ y)I(0, x, y) − 3A(x)A(y) + 2xA(x) + 2yA(y) − (x+ y)2

]
/2, (3.169)

fηηV (x, y, 0) =
[
(x+ y)I(0, x, y) +A(x)A(y) − 2xA(x) − 2yA(y) + (x+ y)2

]
/2, (3.170)

fFFV (x, y, 0) = 0, (3.171)

fFFV (x, y, 0) = 2(x+ y)I(0, x, y) + 2A(x)A(y) − 2xA(x) − 2yA(y) + (x+ y)2. (3.172)

For convenience, the results listed in eqs. (3.108)-(3.172) are also given in electronic form in an

ancillary file distributed with this paper, called functions. In order to carry out the renormal-

ization group invariance check of eq.(1.12) in specific models, it is useful to have the derivatives

of the above integral functions with respect to the renormalization scale Q. These are provided in

Appendix B.

IV. EXAMPLES

A. Simplifications for models without Goldstone boson mixing

In favorable cases, the Goldstone sector scalar squared masses are separate from the non-

Goldstone scalars, and diagonal, so that the contributions in eqs. (2.24) and (2.25) satisfy:

µ2Aj = 0, (4.1)

µ2AB = δABµ
2
A. (4.2)

This implies a significant simplification, because now the propagators for each index A do not mix,

and the unphysical squared masses M2
κ occurring in the scalar and massive vector propagators are

obtained as the solutions of only quadratic equations. This happy circumstance occurs for theories

with only one background field φj in a single irreducible representation of the gauge group, as in

the Abelian Higgs model and the Standard Model. However, eq. (4.1) fails to hold in theories such

as the Minimal Supersymmetric Standard Model or more general two Higgs doublet models; those

theories do have mixing between the Goldstone and physical Higgs scalar bosons, and so must be

treated with the more general formalism given in section III above.

In the following, we present the results for the case that eqs. (4.1) and (4.2) hold; then the
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−i
[

a+A
p2 +M2

A,+

+
a−A

p2 +M2
A,−

]
pµ

[
c+A

p2 +M2
A,+

+
c−A

p2 +M2
A,−

]
p→

µ

µ ν

−i
[
ηµν − pµpν/p2

p2 +M2
A

+
pµpν

p2

(
b+A

p2 +M2
A,+

+
b−A

p2 +M2
A,−

)]
−i

p2 + ξ̃AM2
A

FIG. 4.1: Feynman rules for the propagators of the Goldstone scalarsGA (dashed lines), massive vectors
ZA
µ (wavy lines), and the corresponding ghosts and antighosts ηA, ηA (dotted lines with arrows), each

carrying 4-momentum pµ, in the special case that eqs. (4.1) and (4.2) hold. The squared masses M2
A,±

and the coefficients a±A, b
±

A, and c
±

A are defined in eqs. (4.3)-(4.6).

−i
p2 + µ2j

−i
p2
[
ηµν + (ξa − 1)pµpν/p2

]

µ ν

−i
p2

FIG. 4.2: Feynman rules for the propagators of the non-Goldstone scalars Rj (dashed lines), massless
vectors Aa

µ (wavy lines), and the corresponding massless ghosts ηa, ηa (dotted lines with arrows), each
carrying 4-momentum pµ, in the special case that eqs. (4.1) and (4.2) hold.

propagator Feynman rules for the bosons simplify to the forms shown in Figures 4.1 and 4.2. The

unphysical squared mass poles M2
κ for the massive vectors and Goldstone scalars are now at

M2
A,± ≡ ξ̃AM

2
A +

1

2

(
µ2A ±

√
µ2A

[
µ2A + 4(ξ̃A − ξA)M

2
A

])
, (4.3)

for each index A, with residue coefficients

a±A =
M2

A,± − ξAM
2
A

M2
A,± −M2

A,∓

, (4.4)

b±A =
(2ξA − ξ̃A)ξ̃AM

2
A − ξAM

2
A,∓

M2
A,± −M2

A,∓

, (4.5)

c±A =
(ξA − ξ̃A)MA

M2
A,± −M2

A,∓

. (4.6)

Note that the superscript labels ± here correspond to the labels κ appearing in Figure 2.1, and

a+A + a−A = 1, (4.7)

b+A + b−A = ξA, (4.8)

c+A + c−A = 0. (4.9)



27

The massive vectors ZA
µ and their associated Goldstone scalars GA have propagator mixing pro-

portional to ξA − ξ̃A, and they have three distinct poles in −p2, at M2
A, M

2
A,+, and M2

A,−. The

latter two squared mass poles are real (but not necessarily positive!) if and only if

4(ξA − ξ̃A)M
2
Aµ

2
A ≤ (µ2A)

2. (4.10)

Note that care is needed to cancel µ2A in this inequality, because it can have either sign. At one-loop

order, complex squared mass poles do not lead to an imaginary part of the effective potential [50],

but the two-loop order basis integral I(x, y, z) has a less obvious branch cut structure when one or

more of its arguments are complex. In this paper, we will simply avoid choices of the gauge-fixing

parameters that make the squared mass arguments complex.

As simple special cases, we have:

Background-field Rξ gauge: M2
A,+ = ξAM

2
A + µ2A, M2

A,− =M2
A,η = ξAM

2
A,

a+A = 1, a−A = 0, b+A = 0, b−A = ξA, c±A = 0, (4.11)

and the further specialization

Landau gauge: M2
A,+ = µ2A, M2

A,− =M2
A,η = 0, (4.12)

a+A = 1, a−A = 0, b±A = 0, c±A = 0. (4.13)

As before, we use the index of a field as a synonym for the squared mass whenever it appears

as the argument of a loop integral function, so that in the following,

A = M2
A, (4.14)

A± = M2
A,±, (4.15)

Aη = ξ̃AM
2
A. (4.16)

The 1-loop contribution to the effective potential can now be re-expressed as:

V (1) =
∑

j

f(j)− 2
∑

I

f(I) +
∑

A

[3fV (A) + f(A+) + f(A−)− 2f(Aη)] . (4.17)

In order to facilitate compact expressions below, we also extend the squared-mass notations to

the massless vector fields, so that when appearing as the argument of a two-loop integral function,

a and a± and aη are to be interpreted according to eqs. (4.14)-(4.16) when a = A, and are taken

to vanish when a = a. We also define residue coefficients

b+a = 0, (4.18)

b−a = ξa, (4.19)

so that the notation b±a is to be interpreted by either eq. (4.5) or eqs. (4.18)-(4.19), depending on
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whether the corresponding vector field is massive or not. Similarly, for scalar fields, the notation

for coefficients a±j is to be interpreted using eq. (4.4) when j = A is a Goldstone scalar, or

a+j = 1, (4.20)

a−j = 0, (4.21)

when j = j is a non-Goldstone scalar. Furthermore, when j± appears as an argument in a loop

integral function, it is to be interpreted either according to eq. (4.15) for a Goldstone scalar or

j+ = µ2j , (4.22)

for a non-Goldstone scalar. [Note that j− is not relevant as the argument of a loop integral

function, because of eq. (4.21).] The two-loop contributions to the effective potential, given in the

most general case in eqs. (3.4)-(3.26), now become:

V
(2)
SS =

1

8
λjjkkaǫja

ǫ′

kfSS(jǫ,kǫ′), (4.23)

V
(2)
SSS =

1

12

(
λjkl

)2
aǫja

ǫ′

ka
ǫ′′

l fSSS(jǫ,kǫ′ , lǫ′′), (4.24)

V
(2)
V S =

1

2

(
gajk
)2
aǫj

[
fV S(a, jǫ) + bǫ

′

a fV S(aǫ′ , jǫ)
]
, (4.25)

V
(2)
SSV =

1

4

(
gajk
)2
aǫja

ǫ′

k

[
fSSV (jǫ,kǫ′ ,a) + bǫ

′′

a fSSV (jǫ,kǫ′ ,aǫ′′)
]
, (4.26)

V
(2)
V V S =

1

4

(
Gab

j

)2
aǫj

[
fV V S(a,b, jǫ) + 2bǫ

′

a fV V S(aǫ′ ,b, jǫ) + bǫ
′

a b
ǫ′′

b fV V S(aǫ′ ,bǫ′′ , jǫ)
]
, (4.27)

V
(2)
SSG =

1

2
λAjkgAjka

ǫ
ja

ǫ′

k c
ǫ′′

A fSSG(jǫ,kǫ′ , Aǫ′′), (4.28)

V
(2)
GGS =

1

2
λABjGAB

j cǫAc
ǫ′

Ba
ǫ′′

j fGGS(Aǫ, Bǫ′ , jǫ′′), (4.29)

V
(2)
SGG =

1

2
gABjg

B
Aja

ǫ
jc

ǫ′

Ac
ǫ′′

B fSGG(jǫ, Aǫ′ , Bǫ′′), (4.30)

V
(2)
GSV = gajAG

Aa
j cǫAa

ǫ′

j

[
fGSV (Aǫ, jǫ′ ,a) + bǫ

′′

a fGSV (Aǫ, jǫ′ ,aǫ′′)
]
, (4.31)

V
(2)
GGG =

1

2
gCABG

AB
C cǫAc

ǫ′

Bc
ǫ′′

C fGGG(Aǫ, Bǫ′ , Cǫ′′), (4.32)

V
(2)
GGV =

1

2
gaABgaABc

ǫ
Ac

ǫ′

BfGGV (Aǫ, Bǫ′ ,a), (4.33)

V
(2)
V GG =

1

2
GAa

B GBa
A cǫAc

ǫ′

B

[
fV GG(a, Aǫ, Bǫ′) + bǫ

′′

a fV GG(aǫ′′ , Aǫ, Bǫ′)
]
, (4.34)

V
(2)
V V G =

1

2
gabAGab

A cǫA

[
fV V G(a,b, Aǫ) + 2bǫ

′

a fV V G(aǫ′ ,b, Aǫ)
]
, (4.35)

V
(2)
ηηS =

1

2
gABjg

B
Ajξ̃Aξ̃BMAMBa

ǫ
jfηηS(Aη, Bη, jǫ), (4.36)

V
(2)
ηηG = gaABgaAB ξ̃AMAc

ǫ
BfηηG(aη, Aη , Bǫ), (4.37)

V
(2)
V V =

1

4

(
gabc

)2 [
fV V (a,b) + 2bǫafV V (aǫ,b) + bǫab

ǫ′

bfV V (aǫ,bǫ′)
]
, (4.38)

V
(2)
V V V =

1

12

(
gabc

)2[
fV V V (a,b, c) + 3bǫafV V V (aǫ,b, c) + 3bǫab

ǫ′

bfV V V (aǫ,bǫ′ , c)
]
, (4.39)
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V
(2)
ηηV =

1

4

(
gabc

)2 [
fηηV (aη,bη , c) + bǫcfηηV (aη,bη, cǫ)

]
, (4.40)

V
(2)
FFS =

1

2
Y jIJYjIJa

ǫ
jfFFS(I, J, jǫ), (4.41)

V
(2)

FFS
=

1

4
(Y jIJY jI′J ′

MII′MJJ ′ + c.c.)aǫjfFFS(I, J, jǫ), (4.42)

V
(2)
FFV =

1

2
gaJI gaIJ

[
fFFV (I, J,a) + bǫafFFV (I, J,aǫ)

]
, (4.43)

V
(2)

FFV
=

1

2
gaJI gaJ

′

I′ M
II′MJJ ′

[
fFFV (I, J,a) + bǫafFFV (I, J,aǫ)

]
, (4.44)

V
(2)

FFG
= i

(
gAJ
I YAI′JM

II′ − c.c.
)
cǫAfFFG(I, J,Aǫ). (4.45)

In these equations, all indices are summed over in each term that they appear in, including ǫ, ǫ′, ǫ′′

each summed over ±.

B. Abelian Higgs model

Consider as an example the Abelian Higgs model. The Lagrangian is:

L = −1

4
FµνFµν −DµΦ∗DµΦ− Λ−m2|Φ|2 − λ|Φ|4 + Lg.f. + Lghosts, (4.46)

where Φ is a complex scalar field charged under a U(1) gauge symmetry with vector field Zµ and

field strength

Fµν = ∂µZν − ∂νZµ, (4.47)

with covariant derivatives

DµΦ = (∂µ − ieZµ)Φ, (4.48)

DµΦ∗ = (∂µ + ieZµ)Φ∗, (4.49)

and λ is a positive scalar self-interaction coupling,m2 is a squared mass, and Λ is a field-independent

vacuum energy (needed for renormalization scale invariance of the effective potential). Now write:

Φ(x) =
1√
2
[φ+H(x) + iG(x)], (4.50)

where φ is the position-independent background scalar field, and H,G are real scalar fields. Then:

L = −1

4
FµνF

µν − 1

2
(∂µH + eZµG)

2 − 1

2
(∂µG− eZµ(φ+H))2

−Λ− 1

2
m2[G2 + (φ+H)2]− λ

4
[G2 + (φ+H)2]2

+Lg.f. + Lghost, (4.51)
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where, in terms of the Nakanishi-Lautrup Lagrange multiplier field b and the ghost and anti-ghost

fields η and η̄,

Lg.f. =
1

2
ξb2 − b(∂µZ

µ − eξ̃φG), (4.52)

Lghost = −∂µη̄∂µη − ξ̃e2φ(φ+H)η̄η. (4.53)

This Lagrangian is invariant under the Grassmann-odd BRST symmetry:

δBRSTZµ = ∂µη, (4.54)

δBRSTG = e(φ +H)η, (4.55)

δBRSTH = −eGη, (4.56)

δBRSTη̄ = b, (4.57)

δBRSTη = 0, (4.58)

δBRSTb = 0. (4.59)

Because the BRST symmetry does not require any particular relation for ξ and ξ̃, there is no reason

that they should not be renormalized differently, with independent counterterms.

The parameters of the theory are: φ, e, λ, m2, Λ, ξ, and ξ̃. This model can be obtained from

the general case by:

ga → e, (4.60)

taGH = −taHG = −i, (4.61)

gaGH = −gaHG = e, (4.62)

φ̃aH = ξ̃φ, (4.63)

φ̃aG = 0, (4.64)

FZ
G = eφ, (4.65)

FZ
H = 0. (4.66)

Because there is only one Goldstone boson and it does not mix with the non-Goldstone scalar H,

the formalism of the previous subsection IVA applies. The squared mass eigenvalues for use as

arguments of loop integral functions are:

H ≡ m2 + 3λφ2, (4.67)

Z ≡ e2φ2, (4.68)

Z± ≡ ξ̃Z +
1

2

[
G±

√
G[G + 4(ξ̃ − ξ)Z]

]
, (4.69)

η ≡ ξ̃Z, (4.70)
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where

G ≡ µ2G = m2 + λφ2. (4.71)

We also have bosonic propagator residue coefficients:

a± =
Z± − ξZ

Z± − Z∓
, (4.72)

b± =
(2ξ − ξ̃)ξ̃Z − ξZ∓

Z± − Z∓
, (4.73)

c± =
(ξ − ξ̃)eφ

Z± − Z∓
. (4.74)

The effective potential in terms of bare parameters can be written as

Veff = V
(0)
B +

1

16π2
V

(1)
B +

1

(16π2)2
V

(2)
B + . . . , (4.75)

where the subscript B stands for bare. The tree-level and 1-loop contributions are:

V
(0)
B = µ2ǫ

(
ΛB +

1

2
m2

Bφ
2
B +

1

4
λBφ

4
B

)
, (4.76)

V
(1)
B =

[
HBA(HB) + Z+,BA(Z+,B) + Z−,BA(Z−,B)− 2ηBA(ηB)

+(3− 2ǫ)ZBA(ZB)
]
/(4 − 2ǫ), (4.77)

where HB , ZB , Z±,B , and ηB are obtained from eqs. (4.67)-(4.70) by substituting bare parameters

everywhere, and ǫ = (4 − d)/2 in d spacetime dimensions, and µ is the regularization scale (see

Appendix A). The 2-loop contributions to the effective potential in the bare scheme can also be

obtained from eqs. (4.23)-(4.45), yielding:

V
(2),B
SS =

3λ

4

[
fSS(H,H) + a2+fSS(Z+, Z+) + a2−fSS(Z−, Z−) + 2a+a−fSS(Z+, Z−)

]

+
λ

2

[
a+fSS(H,Z+) + a−fSS(H,Z−)

]
, (4.78)

V
(2),B
SSS = λ2φ2

[
3fSSS(H,H,H) + a2+fSSS(H,Z+, Z+)

+a2−fSSS(H,Z−, Z−) + 2a+a−fSSS(H,Z+, Z−)
]
, (4.79)

V
(2),B
V S =

e2

2

[
fV S(Z,H) + b+fV S(Z+,H) + b−fV S(Z−,H)

+a+fV S(Z,Z+) + a−fV S(Z,Z−) + a+b+fV S(Z+, Z+)

+a−b−fV S(Z−, Z−) + a−b+fV S(Z+, Z−) + a+b−fV S(Z−, Z+)
]
, (4.80)

V
(2),B
SSV =

e2

2

[
a+fSSV (H,Z+, Z) + a−fSSV (H,Z−, Z)

+a+b+fSSV (H,Z+, Z+) + a−b−fSSV (H,Z−, Z−)
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+a+b−fSSV (H,Z+, Z−) + a−b+fSSV (H,Z−, Z+)
]
, (4.81)

V
(2),B
V V S = e4φ2

[
fV V S(Z,Z,H) + 2b+fV V S(Z+, Z,H)

+2b−fV V S(Z−, Z,H) + b2+fV V S(Z+, Z+,H)

+b2−fV V S(Z−, Z−,H) + 2b+b−fV V S(Z+, Z−,H)
]
, (4.82)

V
(2),B
SSG = −2λeφ

[
a+c+fSSG(H,Z+, Z+) + a−c−fSSG(H,Z−, Z−)

+a+c−fSSG(H,Z+, Z−) + a−c+fSSG(H,Z−, Z+)
]
, (4.83)

V
(2),B
GGS = 2λe2φ2

[
c2+fGGS(Z+, Z+,H) + c2−fGGS(Z−, Z−,H)

+2c+c−fGGS(Z+, Z−,H)
]
, (4.84)

V
(2),B
SGG =

1

2
e2
[
c2+fSGG(H,Z+, Z+) + c2−fSGG(H,Z−, Z−)

+2c+c−fSGG(H,Z+, Z−)
]
, (4.85)

V
(2),B
GSV = −2e3φ

[
c+fGSV (Z+,H,Z) + c−fGSV (Z−,H,Z)

+c+b+fGSV (Z+,H,Z+) + c−b−fGSV (Z−,H,Z−)

+c+b−fGSV (Z+,H,Z−) + c−b+fGSV (Z−,H,Z+)
]
, (4.86)

V
(2),B
ηηS =

1

2
ξ̃2e4φ2fηηS(η, η,H), (4.87)

where the model-independent integral functions were given above in subsection IIIB. There is no

need to distinguish between bare and renormalized parameters in the 2-loop part, because the

difference is of higher order in the loop expansion.

Now we can derive the MS version of Veff , using an alternative but equivalent method to that

described above in the general case. To do so, consider the relationships between bare and MS

parameters:

m2
B = m2 +

1

16π2
cm

2

1,1

ǫ
++

1

(16π2)2

[cm2

2,2

ǫ2
+
cm

2

2,1

ǫ

]
+ . . . , (4.88)

λB = µ2ǫ
(
λ+

1

16π2
cλ1,1
ǫ

+
1

(16π2)2

[cλ2,2
ǫ2

+
cλ2,1
ǫ

]
+ . . .

)
, (4.89)

ΛB = µ−2ǫ
(
Λ+

1

16π2
cΛ1,1
ǫ

+
1

(16π2)2

[cΛ2,2
ǫ2

+
cΛ2,1
ǫ

]
+ . . .

)
, (4.90)

eB = µǫ
(
e+

1

16π2
ce1,1
ǫ

+ . . .
)
, (4.91)

ξB = ξ +
1

16π2
cξ1,1
ǫ

+ . . . , (4.92)

ξ̃B = ξ̃ +
1

16π2
cξ̃1,1
ǫ

+ . . . , (4.93)

φ2B = µ−2ǫφ2
(
1 +

1

16π2
cφ1,1
ǫ

+
1

(16π2)2

[cφ2,2
ǫ2

+
cφ2,1
ǫ

]
+ . . .

)
, (4.94)
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with counterterm coefficients:

cm
2

1,1 = (4λ− 3e2)m2, (4.95)

cm
2

2,1 = (−10λ2 + 16λe2 + 43e4/6)m2, (4.96)

cm
2

2,2 = (28λ2 − 24λe2 + 10e4)m2, (4.97)

cλ1,1 = 10λ2 − 6λe2 + 3e4, (4.98)

cλ2,1 = −60λ3 + 28λ2e2 + 79λe4/3− 52e6/3, (4.99)

cλ2,2 = 100λ3 − 90λ2e2 + 47λe4 − 8e6, (4.100)

cΛ1,1 = (m2)2/2, (4.101)

cΛ2,1 = 2e2(m2)2, (4.102)

cΛ2,2 = (2λ− 3e2/2)(m2)2, (4.103)

ce1,1 = e3/6, (4.104)

which can be obtained from existing results in the literature [83–85], and

cξ1,1 = −e2ξ/3, (4.105)

cξ̃1,1 = e2ξ̃(ξ − ξ̃ − 10/3), (4.106)

cφ1,1 = e2(3− ξ + 2ξ̃), (4.107)

cφ2,1 = −2λ2 + e4
(
−5/3 + ξ̃[1 + ξ]

)
, (4.108)

cφ2,2 = e4
(
5− 3ξ + ξ2/2 + ξ̃[3− ξ + ξ̃]

)
. (4.109)

We obtained eqs. (4.105)-(4.109) by requiring no 1/ǫ or 1/ǫ2 poles survive in Veff when written in

terms of the MS parameters. This involves re-expanding Veff from eq. (4.75) both in 1/16π2 and

in ǫ to get the MS version of the expansion:

Veff = V (0) +
1

16π2
V (1) +

1

(16π2)2
V (2) + . . . . (4.110)

The tree-level and 1-loop contributions in the MS expansion are:

V (0) = Λ +
1

2
m2φ2 +

1

4
λφ4, (4.111)

V (1) = f(H) + 3fV (Z) + f(Z+) + f(Z−)− 2f(η), (4.112)

where f(x) and fV (x) were given in eqs. (3.69) and (3.70) above. The results obtained for the 2-

loop MS contribution V (2) are just given by eqs. (4.78)-(4.87) with each function f substituted by

the corresponding function f from subsection IIIC. Using eqs. (3.108)-(3.127) and then combining
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the coefficients of basis functions, one obtains:

V (2) =
∑

j

CI
j Ij +

∑

j,k

CAA
j,k AjAk +

∑

j

CA
j Aj + C (4.113)

where†

I = {I(H,H,H), I(H,Z,Z), I(H,Z,Z−), I(H,Z,Z+), I(H,Z−, Z−),

I(H,Z−, Z+), I(H,Z+, Z+), I(H, η, η)}, (4.114)

A = {A(H), A(Z), A(Z+), A(Z−)}, (4.115)

and the coefficients CI
j , C

AA
j,k , CA

j , and C are rational functions of the MS parameters of the theory.

Although there is significant simplification in the coefficients after combining diagrams, some of

them are still somewhat complicated, so the explicit result for V (2) is relegated to an ancillary

electronic file V2AH distributed with this paper, in a form suitable for evaluation by computers.

The beta functions of the parameters of the theory in the general form of eq. (1.10), at the

orders needed to check renormalization group invariance, are:

β
(1)
Λ = (m2)2, (4.116)

β
(2)
Λ = 8e2(m2)2, (4.117)

β
(1)
m2 = (8λ− 6e2)m2, (4.118)

β
(2)
m2 = (86e4/3 + 64λe2 − 40λ2)m2, (4.119)

β
(1)
λ = 6e4 − 12e2λ+ 20λ2, (4.120)

β
(2)
λ = −208e6/3 + 316e4λ/3 + 112e2λ2 − 240λ3, (4.121)

β(1)e = e3/3, (4.122)

β
(1)
φ = (3− ξ + 2ξ̃)e2φ, (4.123)

β
(2)
φ = [e4(−10/3 + 2ξ̃ + 2ξξ̃)− 4λ2]φ, (4.124)

β
(1)
ξ = −2e2ξ/3, (4.125)

β
(1)

ξ̃
= 2e2(ξ − ξ̃ − 10/3)ξ̃ . (4.126)

These can be obtained from the counterterms provided above.

The background field Rξ gauge-fixing result is obtained by setting ξ̃ = ξ, which simplifies V (2)

greatly, resulting in:

V
(2)

ξ̃=ξ
=
{
[HZ −H2/4− 3Z2]I(H,Z,Z) + [(H + Z −G)η − η2/2− λ(G,H,Z)/2]I(H,Z,Z+)

−[(H −G)2/4]I(H,Z+, Z+) + [(H + η − Z)2/2− 2ηH]I(H,Z, η)

† The basis integrals I(0, 0, H), I(0,H, Z), I(0,H, Z+), and I(0,H, Z−) appear in individual diagram contributions,
but cancel completely in the total.
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+[(H − Z+)
2/2]I(H, η, Z+) + [ηH − η2/2−H2/4]I(H, η, η) − [3(H −G)2/4]I(H,H,H)

+[H/4− Z/2]A(Z)2 + [H/4− η/2]A(η)2 + [3(H −G)/8]A(Z+)
2

+[3(H −G)/8]A(H)2 + [(H + 2Z − η −G)/2]A(Z)A(Z+) + [(Z+ −H)/2]A(η)A(Z+)

+[(Z + η −H)/2]A(Z)A(η) + [(3Z −H +G)/2]A(H)A(Z)

+[(H + 2Z −G)/4]A(H)A(Z+) + [(H − Z −G)/2]A(H)A(η)

+Z[G+H + 2Z/3]A(Z) + 3Z2A(H) + Z2A(Z+)− Z2(2Z +H)
}
/φ2, (4.127)

where now Z− = η = ξZ and Z+ = η + G. This gauge has the nice property that all squared

mass arguments are real and positive as long as ξ is positive with ξZ > −G, in which case there

are no infrared problems for small G. However, as noted above, this gauge-fixing condition is not

respected by renormalization, as can be seen from eqs. (4.125) and (4.126), which clearly do not

preserve ξ = ξ̃ if imposed as an initial condition. Moreover, if the MS gauge fixing parameters obey

ξ = ξ̃ at some particular choice of renormalization scale, then the corresponding bare parameters

will not obey this condition.

C. The Standard Model

In this section we obtain the Standard Model results as a special case of the results above. The

parameters of the theory consist of the constant background Higgs scalar field φ, a field-independent

vacuum energy Λ, a Higgs scalar squared mass parameter m2, a Higgs self-interaction coupling λ,

gauge couplings g3, g, g
′, the top-quark Yukawa coupling yt, and gauge-fixing parameters ξγ , ξZ ,

ξ̃Z , ξW , ξ̃W . The 2-loop effective potential does depend on the QED gauge-fixing parameter ξγ ,

but not on the corresponding QCD SU(3)c gauge-fixing parameter ξQCD. There is no parameter

ξ̃γ , because the photon is massless. The Yukawa couplings of all fermions other than the top quark

are negligible, and neglected.

The field content with nG generations consists of:

Real vectors: A,Z,WR,WI , (4.128)

Real scalars: H,G0, GI , GR, (4.129)

2-component fermions: t, t̄, b, b̄, τ, τ̄, ντ + (nG − 1)×
(
u, ū, d, d̄, e, ē, νe

)
, (4.130)

and the color octet gluons, which do not pose any problems with respect to gauge fixing. The

charged W bosons and charged Goldstone scalars have been split into real and imaginary parts

WR, WI and GR, GI respectively. We now list all of the (non-QCD) interactions of the Standard

Model.‡

‡ The conventions for the couplings used in the present paper differ in certain minus signs from those listed in section
V.A [eqs. (5.2), (5.15)-(5.18), (5.20), (5.22), (5.23), (5.26), (5.28), and (5.29)] of ref. [7]. The two conventions are
related by field redefinitions, specifically, flipping the signs of WR, Z, A, and G0. The convention chosen here
avoids minus signs in eqs. (4.154) and (4.155) below. The resulting effective potential is of course independent of
this convention choice.
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The scalar cubic interactions are

λHHH = 6λφ, (4.131)

λHG0G0 = λHGRGR = λHGIGI = 2λφ, (4.132)

and the scalar quartic couplings are

λHHHH = λG0G0G0G0 = λGRGRGRGR = λGIGIGIGI = 6λ, (4.133)

λHHG0G0 = λHHGRGR = λHHGIGI = λG0G0GRGR = λG0G0GIGI = λGRGRGIGI = 2λ, (4.134)

with both of these lists supplemented by all cases dictated by the symmetry under interchange

of any two scalars. The Yukawa couplings (neglecting all fermion mass effects other than the top

quark) are given by

Y Htt̄ = −Y GRbt̄ = iY G0tt̄ = iY GIbt̄ = yt/
√
2, (4.135)

with symmetry under interchange of the fermion (last two) indices. The electroweak gauge boson

interactions with the fermions are given by couplings of the type gaJI :

gZf
f = IfgcW − Yfg

′sW , (4.136)

gZf̄

f̄
= Qfg

′sW , (4.137)

gAf
f = −gAf̄

f̄
= Qfe, (4.138)

where

e = gg′/
√
g2 + g′2, (4.139)

sW = g′/
√
g2 + g′2, (4.140)

cW = g/
√
g2 + g′2, (4.141)

and Qu = 2/3 and Qd = −1/3 and Qν = 0 and Qe = −1, and Iu = Iν = 1/2 and Id = Ie = −1/2,

and Yf = Qf − If for each f , and

gWRu
d = gWRd

u = gWRν
e = gWRe

ν = g/2, (4.142)

gWIu
d = −gWId

u = gWIν
e = −gWIe

ν = ig/2. (4.143)

The non-zero vector-scalar-scalar interaction couplings of the type gajk are

gAGIGR
= e, (4.144)

gZG0H
=
√
g2 + g′2/2, (4.145)

gZGIGR
= (g2 − g′2)/(2

√
g2 + g′2), (4.146)
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gWR

GRG0
= gWR

GIH
= gWI

G0GI
= gWI

GRH = g/2, (4.147)

with antisymmetry under interchange of the scalar (lowered) indices. The vector-vector-scalar-

scalar interactions are determined in terms of these [see eq. (2.28) and fig. 2.4], and so there is no

need to list them separately. The non-zero vector-vector-scalar couplings of the type Gab
j follow

from eqs. (2.31)-(2.33), and are given by:

GAWR

GR
= −GAWI

GI
= geφ/2, (4.148)

GZWI

GI
= −GZWR

GR
= g′eφ/2, (4.149)

GWRWR

H = GWIWI

H = g2φ/2, (4.150)

GZZ
H = (g2 + g′2)φ/2, (4.151)

and others determined by symmetry under interchanging the vector (raised) indices. Finally there

are the totally anti-symmetric vector-vector-vector couplings defined by:

gAWRWI = e, (4.152)

gZWRWI = g2/
√
g2 + g′2. (4.153)

The matrix F a
j of gauge boson masses, using the ordered bases (WR,WI , Z,A) and

(GI , GR, G0,H), is diagonal, and positive in the convention chosen here when φ is positive, with

non-zero entries:

FWR
GI

= FWI
GR

= MW = gφ/2, (4.154)

FZ
G0

= MZ =
√
g2 + g′2φ/2. (4.155)

The gauge-fixing part of the Lagrangian is:

L = − 1

2ξγ
(∂µA

µ)2 − 1

2ξZ
(∂µZ

µ − ξ̃ZMZG0)
2

− 1

2ξW
(∂µW

µ
R − ξ̃WMWGI)

2 − 1

2ξW
(∂µW

µ
I − ξ̃WMWGR)

2. (4.156)

As an aside, we note that our choice of basis for the gauge-fixing terms differs from the choice

made in ref. [43], in which the neutral bosons have a gauge fixing Lagrangian that is instead

equivalent to the form:

− 1

2ξ1
(∂µB

µ − ξ̃1MBG0)
2 − 1

2ξ2
(∂µW

µ
0 − ξ̃2MWG0)

2 (4.157)

where MB = g′φ/2 and Bµ = cWA
µ − sWZ

µ and W µ
0 = cWZ

µ + sWA
µ are the gauge-eigenstate

neutral vector fields for U(1)Y and SU(2)L respectively. Note that there is no redefinition of gauge-

fixing parameters that can make this choice equivalent to ours in general, because the cross-terms

are different; in particular, eq. (4.157) implies a mixing between the photon and the Z boson
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(unless ξ1 = ξ2) and between the photon and the neutral Goldstone boson (unless ξ1ξ̃2 = −ξ2ξ̃1).
We prefer our choice of a mass-eigenstate basis for the gauge fixing terms because it avoids this

tree-level gauge-dependent mixing of the photon. This inequivalence illustrates the general remark

made just before eq. (2.13) above, concerning the fact that the form of the gauge-fixing terms

depends on the choice of basis. (The equivalence could be restored if the gauge fixing parameter

ξa were generalized to a matrix ξab.)

The squared mass poles associated with the electroweak bosons and their ghosts are at 0 and

H = m2 + 3λφ2, (4.158)

Z = (g2 + g′2)φ2/4, (4.159)

Z± = ξ̃ZZ +
1

2

[
G±

√
G[G + 4(ξ̃Z − ξZ)Z]

]
, (4.160)

ηZ = ξ̃ZZ, (4.161)

W = g2φ2/4, (4.162)

W± = ξ̃WW +
1

2

[
G±

√
G[G+ 4(ξ̃W − ξW )W ]

]
, (4.163)

ηW = ξ̃WW, (4.164)

where

G = m2 + λφ2, (4.165)

which coincides the Landau gauge version of the common Goldstone squared mass. The only other

non-zero squared mass is that of the top quark,

T = y2t φ
2/2. (4.166)

Because there is no mixing among the Goldstone bosons or between them and H, the results

of subsection IVA apply. Using those results, and combining coefficients of basis functions, the

tree-level and one-loop results for the Standard Model in the MS scheme are

V (0) = Λ+m2φ2/2 + λφ4/4, (4.167)

V (1) = f(H)− 12f(T ) + 6fV (W ) + 2f(W+) + 2f(W−)− 4f(ηW )

+3fV (Z) + f(Z+) + f(Z−)− 2f(ηZ), (4.168)

and, using eqs. (3.108)-(3.172), the two-loop part V (2) can be written in the same form as

eq. (4.113), but now with:

A = {A(H), A(t), A(W ), A(W+), A(W−), A(ηW ), A(Z), A(Z+), A(Z−), A(ηZ)}, (4.169)
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and§

I = {I(H,T, T ), I(T, T, Z), I(T, T, Z−), I(T, T, Z+), I(0, T,W ), I(0, T,W−),

I(0, T,W+), I(0, 0,W ), I(0, 0, Z), I(0,W,W−), I(0,W,W+), I(0,W−,W+),

I(0, ηW ,W ), I(0, ηW ,W−), I(0, ηW ,W+), I(H,H,H), I(H,W,W ),

I(H,W,W−), I(H,W,W+), I(H,W−,W−), I(H,W−,W+), I(H,W+,W+),

I(H, ηW , ηW ), I(H,Z,Z), I(H,Z,Z−), I(H,Z,Z+), I(H,Z−, Z−), I(H,Z−, Z+),

I(H,Z+, Z+), I(H, ηZ , ηZ), I(W,W,Z), I(W,W−, Z), I(W,W−, Z−), I(W,W−, Z+),

I(W,W+, Z), I(W,W+, Z−), I(W,W+, Z+), I(W−,W−, Z), I(W−,W+, Z),

I(W−,W+, Z−), I(W−,W+, Z+), I(W+,W+, Z), I(ηW , ηZ ,W ), I(ηW , ηW , Z),

I(ηW , ηW , Z−), I(ηW , ηW , Z+), I(ηW , ηZ ,W−), I(ηW , ηZ ,W+)}. (4.170)

The coefficients in this result for V (2) are rather complicated, so they are again relegated to

an electronic ancillary file V2SM distributed with this paper, in a form suitable for evaluation by

computers. For convenience, we also include separate files V2SMFermi and V2SMbackgroundRxi and

V2SMLandau for the specializations to Fermi gauges (with ξ̃Z = ξ̃W = 0) and to background field

Rξ gauges (with ξ̃Z = ξZ and ξ̃W = ξW ) and Landau gauge (with ξA = ξ̃Z = ξZ = ξ̃W = ξW = 0),

respectively.

The check of renormalization group invariance of the effective potential can now be carried out

as in eq. (1.12), with the beta functions:

β
(1)
Λ = 2(m2)2, (4.171)

β
(2)
Λ = (12g2 + 4g′2 − 12y2t )(m

2)2, (4.172)

β
(1)
m2 = m2(6y2t + 12λ− 9g2/2− 3g′2/2), (4.173)

β
(2)
m2 = m2(40g23y

2
t − 27y4t /2 + 45y2t g

2/4 + 85y2t g
′2/12 − 72y2t λ+ (5nG − 385/16)g4

+15g2g′2/8 + (25nG/9 + 157/48)g′4 + 72g2λ+ 24g′2λ− 60λ2), (4.174)

β
(1)
λ = −6y4t + 12y2t λ+ 9g4/8 + 3g2g′2/4 + 3g′4/8− 9g2λ− 3g′2λ+ 24λ2, (4.175)

β
(2)
λ = −32g23y

4
t + 80g23y

2
t λ+ 30y6t − 8y4t g

′2/3− 3y4t λ− 9y2t g
4/4 + 21y2t g

2g′2/2

−19y2t g
′4/4 + 45y2t g

2λ/2 + 85y2t g
′2λ/6− 144y2t λ

2 + (497/16 − 4nG)g
6

−(97/48 + 4nG/3)g
4g′2 − (239/48 + 20nG/9)g

2g′4 − (59/48 + 20nG/9)g
′6

+(10nG − 313/8)g4λ+ 39g2g′2λ/4 + (229/24 + 50nG/9)g
′4λ+ 108g2λ2

+36g′2λ2 − 312λ3, (4.176)

β
(1)
g′ = (20nG/9 + 1/6)g′3, (4.177)

β(1)g = (4nG/3− 43/6)g3, (4.178)

§ The following basis integrals appear in individual diagram contributions, but cancel completely from the total:
I(0, 0,H), I(0, 0, T ), I(0, 0, ηW ), I(0, 0,W−), I(0, 0,W+), I(0,H,W ), I(0,H,W−), I(0,H,W+), I(0,H,Z),
I(0,H,Z−), I(0,H, Z+), I(0,W,Z), I(0,W,Z−), I(0,W,Z+), I(0,W−, Z), I(0,W−, Z−), I(0,W−, Z+),
I(0,W+, Z), I(0,W+, Z−), I(0,W+, Z+), I(0, ηW , ηZ), I(W−,W−, Z−), I(W−,W−, Z+), I(W+,W+, Z−),
I(W+,W+, Z+).
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β
(1)
φ =

[
−3y2t + 9g2/4 + 3g′2/4 + (ξ̃W − ξW/2)g

2 + (ξ̃Z/2 − ξZ/4)(g
2 + g′2)

]
φ, (4.179)

β
(2)
φ =

{
y2t [27y

2
t /4− 20g23 − 45g2/8− 85g′2/24] − 6λ2

+(511/32 − 5nG/2)g
4 − 9g2g′2/16− (25nG/18 + 31/96)g′4

−3y2t [ξ̃W g
2 + ξ̃Z(g

2 + g′2)/2] + ξW [(ξ̃W /4− 2− ξW /8− ξZ/4)g
4 + ξ̃Zg

2g′2/4]

+ξγ(ξ̃W − 3)e2g2/4 + ξZ [−g4c2W − e2g2/4 + ξ̃W e
2g′2/4 + ξ̃Z(g

2 + g′2)2/8]

+ξ̃W (17g4 + g2g′2)/4 + ξ̃Z(17g
4 + 4g2g′2 + g′4)/8

}
φ, (4.180)

β
(1)
ξW

= ξW g
2
[
25/3 − 8nG/3− ξW − c2W ξZ − s2W ξγ

]
, (4.181)

β
(1)

ξ̃W
= ξ̃W

[
6y2t + (41/6 − 8nG/3)g

2 − 3g′2/2 + ξγe
2/2 + (ξW /2− ξ̃W )g2

+ξZg
′2s2W/2− ξ̃Z(g

2 + g′2)/2
]
, (4.182)

β
(1)
ξZ

= ξZ
[
g2c2W (25/3 − 8nG/3 − 2ξW )− g′2s2W (1/3 + 40nG/9)

]
, (4.183)

β
(1)

ξ̃Z
= ξ̃Z

[
6y2t + (41/6 − 8nG/3)g

2c2W − (11/6 + 40nG/9)g
′2s2W − 6e2 + ξW e

2

−ξ̃W g2 + (ξZ − ξ̃Z)(g
2 + g′2)/2

]
(4.184)

β
(1)
ξγ

= ξγe
2 [8− 64nG/9− 2ξW ] . (4.185)

Equations (4.171) and (4.172) were obtained in ref. [7], and eqs. (4.173)-(4.178) and the parts of

eqs. (4.179) and (4.180) that do not depend on the gauge-fixing parameters ξW , ξZ , ξ̃W , ξ̃Z can

be found in the literature, for example in refs. [83]-[85]. The results dependent on the gauge-fixing

parameters in eqs. (4.179)-(4.184) were obtained here by requiring that Veff satisfies renormalization

group invariance. Again we note that any equality among any subset of the parameters ξW , ξZ , ξ̃W ,

ξ̃Z , and ξγ will not be preserved under renormalization group evolution, except in the special case

that the corresponding parameters vanish. Also, if the MS gauge fixing parameters obey ξW = ξ̃W
and/or ξZ = ξ̃Z at some particular choice of renormalization scale, then the corresponding bare

parameters will not obey these conditions, and vice versa.

V. NUMERICAL RESULTS FOR THE STANDARD MODEL

Consider the Standard Model with the following input parameters as a benchmark (the same

as in refs. [7, 19, 21–23], but with various other approximations for the effective potential):

Q = Mt = 173.34 GeV, (5.1)

yt(Q) = 0.93690, (5.2)

g3(Q) = 1.1666, (5.3)

g(Q) = 0.647550, (5.4)

g′(Q) = 0.358521, (5.5)

λ(Q) = 0.12597, (5.6)

m2(Q) = −(92.890 GeV)2 (5.7)

Λ(Q) = 0. (5.8)



41

Then, in the Landau gauge, the minimum of the (real part of the) 2-loop effective potential is at

v0 ≡ φ
(ξ=0)
min = 246.950 GeV, (5.9)

V
(ξ=0)
eff (v0) = −(105.560 GeV)4. (5.10)

With this choice of input parameters, the Landau gauge Goldstone boson MS squared mass is

G = −(30.763 GeV)2, so that Veff is actually complex at its minimum. For simplicity we do not

apply the Goldstone boson resummation procedure [10, 11] to eliminate the spurious imaginary

part here. Instead, we simply minimize the real part of Veff , and it should be understood below

that the spurious imaginary part is always dropped. As shown in ref. [10], the practical numerical

difference between the VEV obtained by minimizing the real part of the non-resummed effective

potential and the VEV obtained by minimizing the Goldstone boson-resummed effective potential,

which is always real, is very small.

In Figure 5.1, we show the results for v = φmin and Veff(v) as a function of ξ for the cases:

background field Rξ gauge : ξ ≡ ξW = ξ̃W = ξZ = ξ̃Z = ξγ , (5.11)

Fermi gauges : ξ ≡ ξW = ξZ = ξγ , and ξ̃W = ξ̃Z = 0. (5.12)

In the background field Rξ gauge, for small ξ one finds that M2
Z,+ and M2

W,+ are negative and

so Veff(v) has a spurious imaginary part, but M2
Z,+ becomes positive for ξ > 0.11112, and M2

W,+

is positive for ξ > 0.14388, so that there is no spurious imaginary part at the minimum of the

two-loop effective potential for ξ larger than this. (Very small cusps are visible on the background

field Rξ gauge curve for v, corresponding to the points where M2
Z,+ and M2

W,+ go through 0.) In

the Fermi gauge, M2
Z,+ and M2

W,+ are positive but M2
Z,− and M2

W,− are negative for all positive ξ,

so that the effective potential always has a spurious imaginary part, which again is ignored in the

minimization.

Although v is a non-trivial function of ξ, the minimum vacuum energy Veff(v) is a physical

observable (for example, by weakly coupling to gravity) and in principle should be completely

independent of ξ when computed to all orders in perturbation theory. In the second panel of

Figure 5.1, it can be seen that the latter property indeed holds in the background field Rξ gauge

to better than 1 part per mille for ξ ∼< 16 and to better than 1% for ξ ∼< 37, but the situation

rapidly deteriorates for larger ξ. In Fermi gauge, the deviation is larger, but Veff(v) differs from its

Landau gauge value by less than 1 part per mille for all ξ ∼< 1.88 and by less than 1% for ξ ∼< 14;

the deviation again grows rapidly for larger ξ. In the second panel of Figure 5.1 the results from

the 1-loop effective potential approximations are also shown, as dashed lines; the deviations are

significantly worse than at 2-loop order.

In Figure 5.2, we show results for the background field Rξ gauge for seven different choices of

the renormalization scale Q. In each case we show the deviation of Veff,min(ξ,Q) compared to the

benchmark value Veff,min(0,Mt) obtained in Landau gauge and with Q set equal to Mt = 173.34
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FIG. 5.1: The Higgs VEV (top panel), and the resulting fractional change in the vacuum energy compared
to the Landau gauge ξ = 0 result, in per cent (bottom panel), at the minimum of the 2-loop Standard Model
effective potential, as a function of the gauge-fixing parameter ξ. The solid blue (thicker) curves show the

result for the background field Rξ gauges (with ξ ≡ ξW = ξ̃W = ξZ = ξ̃Z = ξγ), and the solid red (thinner)

curves are the results for the Fermi gauges (with ξ ≡ ξW = ξZ = ξγ and ξ̃W = ξ̃Z = 0.) The other input
parameters are as given in eqs. (5.1)-(5.8) of the text. In the top panel, very small cusps are barely visible
in the background field Rξ gauge v curve at the points ξ = 0.11112 and 0.14388 below which M2

Z,+ and

M2
W,+, respectively, are negative. In the bottom panel, we also show for comparison the results from the

1-loop approximations, as dashed lines. The dependence of the VEV on ξ is expected, but in principle the
minimum value of the vacuum energy is an observable and should be independent of ξ. The significant
deviation from this idealized behavior shown in the bottom panel is due to a breakdown in perturbation
theory truncated at 2-loop order for large ξ.
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FIG. 5.2: The fractional change in the vacuum energy in per cent, at the minimum of the 2-loop Standard
Model effective potential, as a function of the background Rξ gauge-fixing parameter ξ ≡ ξW = ξ̃W =

ξZ = ξ̃Z = ξγ . The comparison value Vmin(0,Mt) is the Landau gauge result with the input parameters of
eqs. (5.1)-(5.8) at Q = Mt. To find Vmin(ξ,Q), these parameters are then run using their 2-loop renormal-
ization group equations to the scale Q, the gauge fixing is then imposed with parameter ξ, and the 2-loop
effective potential is minimized. From top to bottom on the left, the curves are Q = 250 GeV, 225 GeV,
200 GeV, Mt = 173.34 GeV, 150 GeV, 125 GeV, and 100 GeV. On each curve, the black dot is the point to
the right of which the effective potential is real at its minimum; to the left of the dot, it is actually the real
part of the effective potential that is minimized.

GeV. To make this graph, the parameters in eqs. (5.1)-(5.8) are first run† according to their 2-

loop renormalization group equations to the scale Q, and then the minimum value of the two-loop

effective potential Veff,min(ξ,Q) is obtained. Since Veff,min(ξ,Q) is a physical observable, it should

in principle be independent of both ξ and Q if calculated to all orders. We see that for ξ less than

of order roughly 30, in the 2-loop approximation the dependence on ξ is much smaller than the

dependence on the renormalization scale, but for larger ξ this is no longer true as perturbation

theory breaks down.

The increasingly strong deviation of Veff,min(ξ)/Veff,min(0) from 1 is evidently due to the failure

of the 2-loop truncation of the perturbative expansion for large ξ. The fact that the ξ → ∞ limit

of the effective potential is problematic when calculated at finite loop order in Fermi gauges has

been noted already in [45, 50, 53]. In ref. [45], it was shown how a resummation of a class of

diagrams to all orders in perturbation theory restores the gauge-fixing independence within Fermi

gauges. The Fermi gauge fixing also has IR divergence problems [35, 37, 45] in the limit that

the minimum of the tree-level potential coincides with the minimum of the full effective potential.

Ref. [50] showed that the same resummation that fixes the IR problems of Fermi gauges also cures

† Background field Rξ gauge is not respected by renormalization group running, so we do not run ξ. Instead, the
value of ξ is the one imposed at Q. Also, note that the running of Λ is crucial for getting the correct Veff,min(ξ,Q).
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the gauge dependence issue. We expect that a suitable resummation of higher-order diagrams will

also eliminate the problematic behavior for large ξ in more general gauge-fixing schemes, including

the background field Rξ gauge-fixing scheme illustrated here. However, this is beyond the scope

of the present paper. In any case, it is worth noting that for a range of reasonable values of ξ

(say, 0.25 < ξ < 10) the background field Rξ gauge does not have infrared subtleties or spurious

imaginary parts (which can occur at smaller ξ, depending on Q) and the minimum value does not

have a significant dependence on the gauge-fixing parameter (which occurs at larger ξ).

VI. OUTLOOK

In this paper, we have obtained the two-loop effective potential for a general renormalizable

theory, using a generalized gauge fixing scheme that includes the Landau gauge, the Fermi gauges,

and the background-field Rξ gauges as special cases. The essential results are given as 37 loop

integral functions in eqs. (3.108)-(3.144), with special cases arising for vanishing vector boson

masses given in eqs. (3.145)-(3.172). For convenience, these results are also provided in an ancillary

electronic file called functions.

In the most general case, these 37 functions contribute to the two-loop effective potential as

in eqs. (3.4)-(3.26). The practical implementation of this result is sometimes complicated by

the fact that the squared masses appearing as arguments of the loop integral functions can be

complex. As far as we know, a complete treatment of the two-loop vacuum integral basis functions

I(x, y, z) for complex arguments does not yet exist, and would be a worthwhile subject of future

investigations. In favorable cases such as the Standard Model or the Abelian Higgs model, the

absence of Goldstone mixing with other scalars allows a significant simplification, as given in

eqs. (4.23)-(4.45), because the squared masses are then always solutions of quadratic equations.

However even in these simplified cases the squared masses can still be complex, depending on the

choice of gauge-fixing parameters. In the numerical examples of the present paper, we simply

avoided choices that could lead to complex squared masses.

For softly broken supersymmetric theories the results above will need to be extended. This

is because the MS scheme based on dimensional regularization introduces an explicit violation of

supersymmetry. For applications to the Minimal Supersymmetric Standard Model or its extensions,

it will be necessary to instead use the DR
′
scheme based on dimensional reduction, which respects

supersymmetry. This will require a slightly different calculation than the one here, as has already

been done [5] in the Landau gauge special case.

In our numerical study of the Standard Model case, we found that fixed-order perturbation

theory breaks down for sufficiently large ξ (although moderately large choices ξ ∼< 10 seem to be

fine, and introduce a smaller variation than does the choice of renormalization scale, at least for

the minimum vacuum energy as a test observable). This is not unexpected, and given the results

of e.g. refs. [45, 50] it seems likely that some appropriate resummation to all orders in perturbation

theory of selected higher-order corrections will cure that problem in the most general cases. This

could also be a worthwhile subject of future work.

However, an alternate point of view, to which we are sympathetic, is that the complications

associated with generalized gauge-fixing schemes provide a strong motivation to simply stick to

Landau gauge. This avoids all possibilities of complex squared masses, kinetic mixing between
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Goldstone scalars and massive vector degrees of freedom, as well as the non-trivial running of the

gauge-fixing parameters. By sticking only to Landau gauge, one does lose the checks that come from

requiring independence of physical observables with respect to varying gauge-fixing parameters, but

there are other powerful checks within Landau gauge coming from the cancellations of unphysical

Goldstone contributions to physical quantities, as shown for example in refs. [20]-[23]. From that

point of view, the present paper might serve as a pointed warning about the difficulties to be faced

for those who would dare to venture outside of Landau gauge.

Appendix A: Basis integrals

In this Appendix, we review the conventions and notations for the 1-loop and 2-loop basis

integrals, which follow refs. [5, 7, 8].

Define the Euclidean integral notation in

d = 4− 2ǫ (A.1)

dimensions:

∫

p

≡ (16π2)
µ2ǫ

(2π)d

∫
ddp. (A.2)

Here µ is the regularization scale, related to the MS renormalization scale Q by

4πµ2 = eγEQ2. (A.3)

Then the basis integrals appearing in the two-loop effective potential in terms of bare parameters

are defined as:

A(x) =

∫

p

1

p2 + x
= x(eγEQ2/x)ǫΓ(−1 + ǫ), (A.4)

I(x, y, z) =

∫

p

∫

q

1

[p2 + x][q2 + y][(p − q)2 + z]
. (A.5)

Expanding in small ǫ, we write:

A(x) = −x
ǫ
+A(x) + ǫAǫ(x) + . . . , (A.6)

with

A(x) = xln(x)− x, (A.7)
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where

ln(x) = ln(x/Q2), (A.8)

and Aǫ(x) is known, but we won’t ever need its explicit form and it won’t appear in the final

expressions for the renormalized effective potential. Sometimes the following identities can be

useful:

d

dx
A(x) = A(x)/x+ 1, (A.9)

d

dx
Aǫ(x) = [Aǫ(x)−A(x)]/x. (A.10)

We also expand:

I(x, y, z) = −(x+ y + z)/2ǫ2 + [A(x) +A(y) +A(z) − (x+ y + z)/2]/ǫ

+I(x, y, z) +Aǫ(x) +Aǫ(y) +Aǫ(z) +O(ǫ), (A.11)

where I(x, y, z) is known in terms of dilogarithms. The basis integrals needed for the 2-loop effective

potential contribution written in terms of MS parameters are just the non-bold-faced integrals A(x)

and I(x, y, z). In any 2-loop quantity written in terms of MS parameters, all of the Aǫ functions

always cancel against 1-loop contributions; this is a useful check.

Below, define for convenience:

D = [p2 + x][q2 + y][(p − q)2 + z]. (A.12)

Then a useful integral table is:

∫

p

∫

q

1

D
= I(x, y, z), (A.13)

∫

p

∫

q

p2

D
= A(y)A(z) − xI(x, y, z), (A.14)

∫

p

∫

q

p · q
D

=
1

2
[(z − x− y)I(x, y, z) −A(x)A(y) +A(x)A(z) +A(y)A(z)] , (A.15)

∫

p

∫

q

(p2)2

D
= x2I(x, y, z) − (x+ y + z)A(y)A(z), (A.16)

∫

p

∫

q

p2q2

D
= xyI(x, y, z)− xA(x)A(z) − yA(y)A(z), (A.17)

∫

p

∫

q

p2(p · q)
D

=
1

2

[
x(x+ y − z)I(x, y, z) + xA(x)A(y) − xA(x)A(z)

−(x+ 2y)A(y)A(z)
]
, (A.18)

∫

p

∫

q

(p · q)2
D

=
1

4

[
(x+ y − z)2I(x, y, z) + (x+ y − z)A(x)A(y)
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+(z − 3x− y)A(x)A(z) + (z − x− 3y)A(y)A(z)
]
, (A.19)

∫

p

∫

q

(p2)3

D
= −x3I(x, y, z) +

[
x2 + y2 + z2 + xy + xz + (2 + 4/d)yz

]
A(y)A(z), (A.20)

∫

p

∫

q

(p2)2q2

D
= −x2yI(x, y, z) + x2A(x)A(z) + y(x+ y + z)A(y)A(z), (A.21)

∫

p

∫

q

(p2)2(p · q)
D

=
1

2

[
x2(z − x− y)I(x, y, z) − x2A(x)A(y) + x2A(x)A(z)

+[x2 + 2xy + 2y2 + (2 + 4/d)yz]A(y)A(z)
]
, (A.22)

∫

p

∫

q

p2q2(p · q)
D

=
1

2

[
xy(z − x− y)I(x, y, z)− xyA(x)A(y) + x(2x+ y)A(x)A(z)

+y(x+ 2y)A(y)A(z)
]
, (A.23)

∫

p

∫

q

p2(p · q)2
D

=
1

4

[
−x(x+ y − z)2I(x, y, z) + (x2 + 3xy + 4y2 − xz + 4yz/d)A(y)A(z)

+x(z − x− y)A(x)A(y) + x(3x+ y − z)A(x)A(z)
]
, (A.24)

∫

p

∫

q

(p · q)3
D

=
1

8

[
(z − x− y)3I(x, y, z)

+[−x2 − y2 − z2 − (2 + 4/d)xy + 2xz + 2yz]A(x)A(y)

+[7x2 + y2 + z2 + 4xy + (4/d − 4)xz − 2yz]A(x)A(z)

+[7y2 + x2 + z2 + 4xy + (4/d − 4)yz − 2xz]A(y)A(z)
]
, (A.25)

and others obtained by p↔ q and x↔ y. Other integrals can be obtained from the above by e.g.

1

p2(p2 + x)
=

1

x

[
1

p2
− 1

p2 + x

]
. (A.26)

We also make use of the notation:

λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz. (A.27)

Appendix B: Derivatives with respect to the renormalization scale

In this Appendix, we collect the derivatives of the loop integral functions with respect to the

MS renormalization scale Q.

Q
∂

∂Q
fSS(x, y) = −2yA(x)− 2xA(y), (B.1)

Q
∂

∂Q
fSSS(x, y, z) = 2[x+ y + z −A(x)−A(y)−A(z)], (B.2)

Q
∂

∂Q
fV S(x, y) = −4xy − 6yA(x)− 6xA(y), (B.3)
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Q
∂

∂Q
fV S(x, y) = −2yA(x)− 2xA(y), (B.4)

Q
∂

∂Q
fSSV (x, y, z) = −2x2 − 12xy − 2y2 − 6xz − 6yz + 10z2/3 + 6xA(x) + 6yA(y)

+(6x+ 6y − 2z)A(z), (B.5)

Q
∂

∂Q
fSSV (x, y, z) = 2[−(x− y)2 + (y − x+ z)A(x) + (x− y + z)A(y)

+(x+ y)A(z)], (B.6)

Q
∂

∂Q
fV V S(x, y, z) = 9x/2 + 9y/2− z − 9A(x)/2 − 9A(y)/2 − 6A(z), (B.7)

Q
∂

∂Q
fV V S(x, y, z) = [x+ 3y + 6z − 3A(x) − 3A(y)]/2, (B.8)

Q
∂

∂Q
fV V S(x, y, z) = 3x/2 + 3y/2− z −A(x)/2 −A(y)/2− 2A(z), (B.9)

Q
∂

∂Q
fSSG(x, y, z) = 2(y − x)(x+ y + z) + 2(x− y − z)A(x) + 2(x− y + z)A(y), (B.10)

Q
∂

∂Q
fGGS(x, y, z) = (z − x− y)(x+ y + z) + xA(x) + yA(y) + (2x+ 2y − z)A(z), (B.11)

Q
∂

∂Q
fSGG(x, y, z) = 2[(x− y)(x− z)(x+ y + z)− yzA(y)− yzA(z)

+(2xy + 2xz − x2 − yz − y2 − z2)A(x)], (B.12)

Q
∂

∂Q
fGSV (x, y, z) = x2 + 6xy + y2 + 3xz + 3yz − 5z2/3 − 3xA(x) − 3yA(y)

+(z − 3x− 3y)A(z), (B.13)

Q
∂

∂Q
fGSV (x, y, z) = (x− y)(2x+ z) + 2(y − x− z)A(y)− (x+ y)A(z), (B.14)

Q
∂

∂Q
fGGG(x, y, z) = (x− y)(x+ y − z)(x+ y + z) + x(y − x+ 2z)A(x)

−y(x− y + 2z)A(y) + (x− y)zA(z), (B.15)

Q
∂

∂Q
fGGV (x, y, z) = −x3 − y3 − 5z3/3 + x2y + x2z + xy2 + y2z + 3xz2 + 3yz2

+6xyz + x(x− 3y − 3z)A(x) + y(y − 3x− 3z)A(y)

+z(z − 3x− 3y)A(z), (B.16)

Q
∂

∂Q
fV GG(x, y, z) =

[
y2 + 6yz + z2 + 3xy + 3xz − 5x2/3− 3yA(y) − 3zA(z)

+(x− 3y − 3z)A(x)
]
/2, (B.17)

Q
∂

∂Q
fV GG(x, y, z) = [y2 − 2yz + z2 − xy − xz − x2 + yA(y) + zA(z)

+(x− y − z)A(x)]/2, (B.18)

Q
∂

∂Q
fV V G(x, y, z) = [(y − x)(22x + 22y + 27z)/3 + (8x− 9y − 9z)A(x)

+(9x− 8y + 9z)A(y)]/2, (B.19)

Q
∂

∂Q
fV V G(x, y, z) = [−x2 + xy + 3y2 + xz + 6yz + z2 + (x− 3y − 3z)A(x)

−3yA(y)− 3zA(z)]/2, (B.20)
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Q
∂

∂Q
fηηS(x, y, z) = 2[−x− y − z +A(x) +A(y) +A(z)], (B.21)

Q
∂

∂Q
fηηG(x, y, z) = (x− y + z)(x+ y + z)− xA(x) + (y − 2x− 2z)A(y) − zA(z), (B.22)

Q
∂

∂Q
fV V (x, y) = −45xy/2− 27yA(x)/2 − 27xA(y)/2, (B.23)

Q
∂

∂Q
fV V (x, y) = −9xy/2− 9yA(x)/2 − 9xA(y)/2, (B.24)

Q
∂

∂Q
fV V (x, y) = −xy/2− 3yA(x)/2 − 3xA(y)/2, (B.25)

Q
∂

∂Q
fV V V (x, y, z) = (−28x2 − 243xy − 28y2 − 243xz − 243yz − 28z2)/6

+(25x+ 18y + 18z)A(x) + (18x+ 25y + 18z)A(y)

+(18x+ 18y + 25z)A(z), (B.26)

Q
∂

∂Q
fV V V (x, y, z) = x2 + 4xy − 6y2 + 4xz + 9yz − 6z2 + (6y + 6z − x)A(x)

+3(3x− 2y + 3z)A(y)/2 + 3(3x+ 3y − 2z)A(z)/2, (B.27)

Q
∂

∂Q
fV V V (x, y, z) = [xy − xz − yz − 6z2 + 3(y + z)A(x) + 3(x+ z)A(y)]/2, (B.28)

Q
∂

∂Q
fηηV (x, y, z) = x2 + 6xy + y2 + 3xz + 3yz − 5z2/3 − 3xA(x) − 3yA(y)

+(z − 3x− 3y)A(z), (B.29)

Q
∂

∂Q
fηηV (x, y, z) = x2 − 2xy + y2 − xz − yz − z2 + xA(x) + yA(y)

+(z − x− y)A(z), (B.30)

Q
∂

∂Q
fFFS(x, y, z) = 2[(z − x− y)(x+ y + z) + xA(x) + yA(y)

+(2x+ 2y − z)A(z)], (B.31)

Q
∂

∂Q
fFFS(x, y, z) = 4[−x− y − z +A(x) +A(y) +A(z)], (B.32)

Q
∂

∂Q
fFFV (x, y, z) = z(6x+ 6y + 8z/3) + (6x+ 6y − 4z)A(z), (B.33)

Q
∂

∂Q
fFFV (x, y, z) = −8xy − 2xz − 2yz + 4xA(x) + 4yA(y) + 2(x+ y)A(z), (B.34)

Q
∂

∂Q
fFFV (x, y, z) = −4(x+ y + 3z) + 12A(x) + 12A(y) + 12A(z), (B.35)

Q
∂

∂Q
fFFV (x, y, z) = 4[−x− y − z +A(x) +A(y) +A(z)], (B.36)

Q
∂

∂Q
fFFG(x, y, z) = 2[(x− y − z)(x+ y + z) + (2y + 2z − x)A(x)

+yA(y) + zA(z)]. (B.37)
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