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a b s t r a c t

This paper investigates stability for a class of switched nonlinear systems evolving on

a non-uniform time domain. The studied class of systems switch between a nonlinear

continuous-time and a nonlinear discrete-time subsystem. This problem is formulated

using time scale theory where the latter is formed by a union of disjoint intervals with

variable lengths and variable gaps. Using Gronwall’s inequality and properties of the

time scale exponential function, sufficient conditions are derived to ensure exponential

stability. The results can be applied to cases where the continuous-time subsystem or

the discrete-time subsystem is not necessarily stable, and the state matrices of each

subsystem are not necessarily pairwise commuting. To illustrate the effectiveness of the

proposed scheme, the consensus problem for general linear multi-agent systems under

intermittent information transmissions is studied under this framework.

© 2019 Published by Elsevier Ltd.

1. Introduction

Switched systems consists of a family of subsystems and a switching rule that orchestrates the switching between

them. They can be found in many areas such as network control systems, computer science, electrical engineering, etc.

Stability and stabilization of this class of systems are one of the most important studied problems. During the last two

decades, a number of approaches have been proposed [1–4]. They usually consider either continuous-time subsystems [5]

or discrete-time subsystem [6,7], but are studied separately.

However, there are many applications of switched systems where their temporal nature cannot be represented by the

continuous line or a discrete uniform time domain. Indeed, a closed-loop system consisting of a continuous-time system

and an intermittent controller is one application. The class of impulsive systems with non-instantaneous jumps can also

be considered. The consensus problem under intermittent information due to communication obstacles and limitations

of sensors is another example [8,9]. One can note that the network control systems with data packet dropout due to

unreliable transmissions, can be modeled as a linear system with time-varying delay. For time delay systems, usually,

based on Lyapunov–Krasovskii theory some LMI-based conditions are derived. However, the required communication time

rate conditions are quite complex to compute [10,11]. To reduce such limitations, time scale theory was introduced in our

previous works [9,12], where the consensus problem with intermittent information transmissions was converted to an

asymptotic stabilization problem of switched systems which evolve on a mixed continuous/discrete time domain. In [9],
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the problem was studied assuming the commutativity condition of the matrices of the dynamical subsystems. In [12],
it was studied using a common Lyapunov function, which cannot be easily computed, and requires that all subsystems
are exponentially stable. Motivated by these results, in this paper, new conditions for exponential stability of this class of
switched systems are derived by removing the commutativity condition of the matrices and without assuming exponential
stability of all subsystems.

Time scale theory is a very useful theory, since it is an appropriate tool to study continuous-time and discrete-time
systems in a unified framework [13–15]. In general, the continuous and the discrete dynamical systems are studied
separately and most of the results have to be proved for each case (using continuous analysis or discrete analysis). Time
scale theory can unify the continuous and the discrete analysis in one formula. Hence, we can prove a result only once
and that will be true for the continuous case and the discrete one. In addition, this theory extends the study of dynamical
systems on any non-uniform time domain (discrete non-uniform or a combination between discrete points and continuous
intervals), which is very useful in the study of complex dynamical systems. It allows analyzing the stability of dynamical
systems on non-uniform time domains which are closed subsets of R. Using this theory, time scale dynamic equations
become continuous differential equations when time domain R is considered and difference equations when time domain
hZ (h > 0) is considered. Recently, the stability of dynamic equations on time scale has been investigated in many works.
For instance, in [16–19], the authors used the generalized exponential function to study linear systems on an arbitrary
time domain. Uncertain dynamic equations [20,21] and a class of nonlinear systems [22] were also studied using time
scale theory. A stochastic approach has been proposed in [23,24]. However, the extension of these results to the class of
switched nonlinear systems is not trivial.

Using a common quadratic Lyapunov function, a class of switched normal linear systems, consisting of two subsystems
evolving on the continuous-time and discrete uniform time domains was studied in [25]. Recently, using time scale
theory, sufficient conditions were proposed for the analysis of a class of switched linear systems which consists of a
set of linear continuous-time and discrete-time subsystems in [9,12,26–28]. In [29], necessary and sufficient conditions
for exponential stability for this class of switched systems were derived by determining a region of exponential stability
using the generalized exponential function properties. Nevertheless, it is required in these papers that the matrices of
each subsystem are pairwise commuting. The case of simultaneously triangularizable switched systems evolving on an
arbitrary time domain was considered in [30] using a common Lyapunov function. However, the approaches proposed
in [12,26,30,31] fail if one subsystem is not exponentially stable. In [28], a class of switched systems where all subsystems
are unstable was studied.

The objective of this paper is to extend the results in [12], where the stability analysis of a class of nonlinear switched
systems consisting of an exponentially stable continuous-time and exponentially stable discrete-time subsystems, evolv-
ing on a time domain formed by a union of disjoint intervals with variable lengths and gaps is studied by introducing a
common quadratic Lyapunov function (CQLF). The existence of a CQLF requires that all subsystems are stable and in several
cases, the CQLF may not exist. In order to overcome these restrictions, existing results will be generalized to a large class
of nonlinear systems, where the matrices of the nominal linear system are not commutative and/or unstable. Sufficient
conditions are proposed to ensure stability using the solution of the system and by introducing the Gronwall’s inequality
and properties of the generalized exponential function. One should highlight that similarly to previous results [9,12,27],
the switching times are supposed to be known. This means that the time scale is given. To illustrate the effectiveness
of the proposed method, the consensus problem for general linear multi-agent systems under intermittent information
transmissions is considered.

The rest of this paper is organized as follows. Section 2 recalls some preliminaries on time scale theory. The studied
class of systems is described in Section 3. In Section 4, sufficient conditions which ensure the exponential stability of
the nonlinear switched systems are introduced using the Gronwall’s inequality and some properties of the time scale
exponential function. To illustrate the effectiveness of the proposed scheme, the consensus problem for general linear
multi-agent systems under intermittent information transmissions is studied in Section 5.

2. Preliminaries

We recall some basics on time scale theory (for more details see [14,30]). A time scale T is any closed subset of
R. The discrete set hZ (h > 0) with fixed step h, N, the real numbers R, any discrete subset or any combination of
discrete points and closed intervals, are examples of time scales. The forward jump operator σ : T → T is defined by
σ (t) := inf{s ∈ T : s > t}. If sup(T) = M < ∞ (i.e, finite), σ (M) = M . The backward jump operator ρ : T → T is defined
by ρ(t) := sup{s ∈ T : s < t}. The graininess function µ : T → R

+, is defined by µ(t) = σ (t) − t (µ measures the
distance between two consecutive points). A point t ∈ T is right-scattered if σ (t) > t , left-scattered if ρ(t) < t , right-dense
if σ (t) = t and left-dense if ρ(t) = t (Fig. 1). If supT = m is left-scattered, then T

κ := T − {m}; otherwise T
κ = T. The

∆-derivative of f : T → R at t ∈ T
κ is defined by

f ∆(t) = lim
s→t

f (σ (t)) − f (s)

σ (t) − s
. (1)

The ∆-derivative generalizes the derivative in the continuous sense and the difference operator in the discrete sense.
If T = R, σ (t) = t and f ∆(t) = ḟ (t). If T = hZ, σ (t) = t + h and f ∆(t) =

f (t+h)−f (t)

h
. In particular, if h = 1,

f ∆(t) = f (t + 1) − f (t) = ∆f (t), the difference operator.
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Fig. 1. (a) t is right-scattered and left-dense. (b) t is right-dense and left-scattered. (c) t is dense. (d) t is isolated.

A function f : T → R is rd-continuous, if it is continuous at every right-dense point in T and its left-hand limit exists

at every left-dense points in T. We say that a function f : T → R is regressive, if 1+µ(t)f (t) ̸= 0, ∀t ∈ T
κ and f is called

positively regressive if it satisfies 1 + µ(t)f (t) > 0, ∀t ∈ T
κ . The set of all rd-continuous and regressive (respectively.

positively regressive) functions is denoted by R (resp. R+). Similarly, a matrix function A : T → R
n×n is called regressive,

if I + µ(t)A(t) is invertible, ∀t ∈ T
κ , where I is the identity matrix. Equivalently, A(t) is regressive if and only if all its

eigenvalues λi(t) are regressive (i.e, 1 + µ(t)λi(t) ̸= 0, ∀1 ≤ i ≤ n, ∀t ∈ T). The set R together with the circle addition

⊕ defined by (p ⊕ q)(t) = p(t) + q(t) + µ(t)p(t)q(t), p, q ∈ R, t ∈ T is an Abelian group. The neutral element is zero and

the inverse element of p is ⊖p(t) =
−p(t)

1+µ(t)p(t)
. The circle subtraction is defined by (p ⊖ q)(t) = p(t) ⊕ (⊖q(t)) =

p(t)−q(t)

1+µ(t)q(t)
.

Note that if p, q ∈ R, then ⊖p, p ⊕ q, p ⊖ q, q ⊖ p ∈ R.

The generalized exponential function of p ∈ R on time scale T is expressed by

ep(t, s) = exp

(∫ t

s

ξµ(τ )(p(τ ))∆τ

)

, s, t ∈ T (2)

where ξµ(t)(z) =

{

log(1+µ(t)z)

µ(t)
if µ(t) ̸= 0

z if µ(t) = 0.
The log is the principal logarithm function and the delta integral is used [32].

The generalized exponential function ep(t, t0) generalizes the standard real exponential, since for T = R and p constant,

we have ep(t, t0) = ep(t−t0) and for a non uniform discrete time scale with graininess function µ(t), the exponential

function is given by ep(tk, t0) =
∏k

i=0(1 + µ(ti)p(ti)).

The exponential function has the properties, for p, q ∈ R, t, s ∈ T

ep(t, s) =
1

ep(s, t)
= e⊖p(s, t), ep(t, s)eq(t, s) = ep⊕q(t, s).

If p ∈ R
+ such that p(t) ≤ q(t), then ep(t, s) ≤ eq(t, s), ∀t ≥ s, t, s ∈ T.

Let A be a regressive matrix. The unique matrix-valued solution of

x∆(t) = A(t) x(t), x(t0) = x0, t, t0 ∈ T,

is the generalized exponential function denoted by eA(t, t0)x0.

Let T be an arbitrary time scale. Since we are interested in an asymptotic theory, T is supposed to be unbounded

above, and the graininess function µ is assumed to be bounded [33]. Consider the dynamical system

x∆(t) = R(t, x), x(t0) = x0, t, t0 ∈ T, (3)

with R : T × R
n → R

n is rd-continuous function in the first argument with R(t, 0) = 0 and satisfies all conditions such

that (3) has a unique solution x(t) with x(t0) = x0 (see [33] for more details). System (3) is said to be exponentially stable,

if there exists a constant β = β(t0) ≥ 1 and a negative constant α with α ∈ R
+, such that the corresponding solution

satisfies

∥x(t)∥ ≤ β∥x0∥eα(t, t0), ∀t, t0 ∈ T, t ≥ t0. (4)

If β can be chosen independently of t0, then system (3) is said to be uniformly exponentially stable [20]. This charac-

terization is a generalization of the definition of exponential stability for dynamical systems defined on R or hZ. More

specifically, the condition that α < 0 and α ∈ R
+ in this characterization is reduced to α < 0 for T = R, and to

0 < 1+µ(t)α < 1, ∀t ∈ T, for any discrete time scale T with graininess function µ(t). Since the generalized exponential

function can be negative, the positive regressivity of α is needed (see [13]).

Remark 1. Note that, there are several definitions of exponential stability of dynamical systems on time scales in

the literature. In [19] (respectively [16] and [34]), the authors have defined the exponential stability via the standard

exponential function eα(t−t0) (respectively e−α(t, t0) and e⊖α(t, t0)). Nevertheless, we have the following relationship

between the different exponential functions (see [34]),

e−α(t, t0) ≤ e−α(t−t0) ≤ e⊖α(t, t0), for t, t0 ∈ T; t ≥ t0; α > 0 and − α ∈ R
+,

Hence, in this paper, we will use the exponential function eα(t, t0) for the exponential stability, which gives a better

exponential decay estimate of x(t).
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For the stability analysis of the linear dynamic system on time scale T,

x∆(t) = Ax(t), x(t0) = x0, t, t0 ∈ T, (5)

a set of exponential stability is determined in [19] (using the definition of the exponential stability via the standard

exponential function eα(t−t0)) as,

S(T) := {λ ∈ C : lim sup
T→∞

1

T − t0

∫ T

t0

lim
s→µ(t)

log |1 + sλ|

s
∆t < 0}.

However, since S(T) can be difficult to compute on general time scales, other more tractable sufficient conditions for the

exponential stability of (5) have been explored. We define the Hilger disc for all t ∈ T as

Hµ(t) :=

{

z ∈ C : |1 + zµ(t)| < 1, z ̸= −
1

µ(t)

}

.

When µ(t) = 0, we define H0 = {z ∈ C : Re(z) < 0} = C
−, the open left-half complex plane. The smallest Hilger disc

(denoted Hmin) is the Hilger disc associated with µmax = supt∈T µ(t) < ∞. A regressive constant matrix A is called Hilger

stable if spec(A) ⊂ Hmin (i.e all eigenvalues of A are in Hmin) [30]. In [35] it is shown that the Hilger disc Hmin is a subset of

the region of exponential stability S(T). Notice that Hilger discs are not all required to be subset of S(T), but Hmin ⊂ S(T).

Let us recall some basics on nonlinear dynamical systems on time scale. Let T be an arbitrary time scale. The function

f : T → R
n is said to be rd-continuous, if each component of f is rd-continuous. The function f : T × R

n → R
n

is said to be rd-continuous, if g(t) = f (t, x(t)) is rd-continuous for all continuous function x : T → R
n. The function

f is said to be Lipschitz continuous, if there exist a constant L > 0, such that, |f (t, x1) − f (t, x2)| ≤ L|x1 − x2|, for all

(t, x1), (t, x2) ∈ T × R
n.

Theorem 1 (Variation of Constants [13]). Let A ∈ R be an n × n matrix-valued function on T. Suppose that f : T → R
n is

rd-continuous. Let t0 ∈ T and x0 ∈ R
n. Then, the initial value problem

x∆(t) = A(t)x(t) + f (t), x(t0) = x0 (6)

has a unique solution x : T → R
n given by

x(t) = eA(t, t0)x0 +

∫ t

t0

eA(t, σ (s))f (s)∆s. (7)

We have the following property [13]:
∫ σ (tk)

tk

f (s)∆s = µ(tk)f (tk). (8)

Let us present the Gronwall inequalities on time scale.

Theorem 2 (Gronwall Inequality on Time Scale [36]). Let x, f , p be rd-continuous functions and p ≥ 0. Then,

x(t) ≤ f (t) +

∫ t

t0

x(s)p(s)∆s, ∀t, t0 ∈ T

implies that

x(t) ≤ f (t) +

∫ t

t0

ep(t, σ (s))f (s)p(s)∆s, ∀t, t0 ∈ T.

Corollary 1 ([36]). Let x, p be rd-continuous functions, x0 ∈ R and p ≥ 0. Then,

x(t) ≤ x0 +

∫ t

t0

p(s)x(s)∆s, ∀t, t0 ∈ T

implies that

x(t) ≤ x0 ep(t, t0), ∀t, t0 ∈ T.

3. Problem statement

This paper is concerned with the stability analysis of a class of switched nonlinear systems evolving on the time

scale, formed by a union of disjoint intervals with variable lengths and gaps. Let {tk}k∈N be a monotonically increasing



F.Z. Taousser, M. Defoort, M. Djemai et al. / Nonlinear Analysis: Hybrid Systems 33 (2019) 195–210 199

sequence without accumulation points. Let tk < τk < tk+1, ∀k ∈ N
∗, (N∗ = N/{0}) and τ0 = t0. Consider the time scale

T = ∪∞
k=0[τk, tk+1]. So, the forward jump operator σ (.) and the graininess function µ(.) of T are given by, ∀k ∈ N,

σ (t) =

{

t, for τk ≤ t < tk+1

τk+1, for t = tk+1
and µ(t) =

{

0, for τk ≤ t < tk+1

τk+1 − tk+1, for t = tk+1

Let us rewrite T by using its forward jump operator σ (.) as follows,

T = P{σ (tk),tk+1} = ∪∞
k=0[σ (tk), tk+1], (9)

The system considered is described by

x∆(t) =

{

Acx(t) + f (t, x(t)) for t ∈ ∪∞
k=0[σ (tk), tk+1[

Adx(t) + g(t, x(t)) for t ∈ ∪∞
k=0{tk+1}

(10)

where t0 = σ (t0) = 0 is the initial time, x(t) ∈ R
n is the state, Ac ∈ R

n×n and Ad ∈ R
n×n are constant regressive

matrices. One can notice that there are perturbations (or uncertainties) which act on the continuous and discrete parts

of the switched system and are modeled by the rd-continuous functions f : T × R
n → R

n and g : T × R
n → R

n. Let

Fx : T → R
n, be defined by

Fx(t) =

{

f (t, x(t)) for t ∈ ∪∞
k=0[σ (tk), tk+1[

g(t, x(t)) for t ∈ ∪∞
k=0{tk+1},

(11)

where x at the index of F is the state of the switched system (10), which indicates dependence of the perturbation function

F on x. Suppose that the conditions of existence and uniqueness of the solution of each subsystem in (10) are satisfied

(i.e, f and g are rd-continuous, bounded and Lipschitz continuous [13]).

The first equation of (10) describes the continuous-time dynamics of the system, and the second one describes the

discrete-time dynamic of the non instantaneous state jumps. One should notice that at times t = tk+1, k ∈ N, the

discrete-dynamic of the state is determined by the ∆-derivative, such that

x∆(tk+1) =
x(σ (tk+1)) − x(tk+1)

σ (tk+1) − tk+1

=
x(σ (tk+1)) − x(tk+1)

µ(tk+1)
= Adx(t) + g(t, x(t)), ∀k ∈ N,

where µ(tk+1) corresponds to the time needed for the state to jump from x(tk+1) to x(σ (tk+1)). Hence, the dynamical

system commutes between a continuous-time subsystem and a discrete-time subsystem. The switching times from the

continuous subsystem to the discrete one are {tk+1}k∈N and from the discrete subsystem to the continuous one are

{σ (tk+1)}k∈N.

Assumption 1. It is assumed throughout the paper that T is unbounded above and the graininess function is bounded

as follows,

0 < µmin ≤ µ(t) ≤ µmax < ∞, ∀t ∈ ∪∞
k=0{tk+1} (12)

and that

0 < τmin ≤ τk = tk+1 − σ (tk) ≤ τmax < ∞, ∀k ∈ N (13)

4. Stability analysis of the nonlinear switched system

Before studying the stability of the switched nonlinear system (10), the solution of (10) will be estimated. Then, the

stability of the switched nominal system (i.e. with Fx = 0) will be studied. Based on this result, sufficient conditions are

derived to ensure the exponential stability of the switched nonlinear systems (10).

4.1. Preliminary results

Consider the switched system (10). Using time scale theory, we can derive the general expression of the solution of

(10) as follows:

For t ∈ [σ (tk), tk+1[, k ∈ N,

x(t) = eAc (t−σ (tk))x(σ (tk)) +
∫ t

σ (tk)
eAc (t−s)f (s, x(s))ds

= eAc (t−σ (tk))x(σ (tk)) +
∫ t

σ (tk)
eAc (t−σ (s))f (s, x(s))∆s

For t = σ (tk), k ∈ N,

x(σ (tk)) = eAd (σ (tk), tk)x(tk) +
∫ σ (tk)

tk
eAd (σ (tk), σ (s))g(s, x(s))∆s

= (I + µ(tk)Ad)x(tk) + µ(tk)g(tk, x(tk))
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The solution of the nonlinear switched system (10) can be split as follows

• For t0 ≤ t ≤ t1, one gets

x(t) = eAc (t−t0)x0 +

∫ t

t0

eAc (t−s)f (s, x(s))ds

Thus, for t = t1

x(t1) = eAc (t1−t0)x0 +

∫ t1

t0

eAc (t1−s)f (s, x(s))ds

• For t = σ (t1), one has

x(σ (t1)) = (I + µ(t1)Ad)x(t1) + µ(t1)g(t1, x(t1))

= (I + µ(t1)Ad)

[

eAc (t1−t0)x0 +
∫ t1
t0

eAc (t1−s)f (s, x(s))ds

]

+ µ(t1)g(t1, x(t1))

• For σ (t1) ≤ t ≤ t2, we have

x(t) = eAc (t−σ (t1))x(σ (t1)) +
∫ t

σ (t1)
eAc (t−s)f (s, x(s))ds

= eAc (t−σ (t1))(I + µ(t1)Ad)e
Ac (t1−t0)x0 +

∫ t1
t0

eAc (t−σ (t1))(I + µ(t1)Ad)e
Ac (t1−s)f (s, x(s))ds

+ µ(t1)e
Ac (t−σ (t1))g(t1, x(t1)) +

∫ t

σ (t1)
eAc (t−s)f (s, x(s))ds

= eAc (t−σ (t1))(I + µ(t1)Ad)e
Ac (t1−t0)x0 +

∫ t1
t0

eAc (t−σ (t1))(I + µ(t1)Ad)e
Ac (t1−s)f (s, x(s))ds

+
∫ t

t1
eAc (t−σ (s))Fx(s)∆s.

By induction, one can show that for σ (tk) ≤ t ≤ tk+1, the solution of (10) can be expressed as

x(t) = eAc (t−σ (tk))
∏k−1

i=0 (I + µ(tk−i)Ad)e
Ac (tk−i−σ (tk−i−1))x0 + eAc (t−σ (tk))×

∑k−1

n=0

∫ tk−n

tk−n−1

∏n−1

i=0 (I + µ(tk−i)Ad)e
Ac (tk−i−σ (tk−i−1))(I + µ(tk−n)Ad)e

Ac (tk−n−σ (s)) Fx(s)∆s

+
∫ t

tk
eAc (t−σ (s)) Fx(s)∆s

(14)

In order to study the stability of the perturbed switched system (10), we will propose in the next subsection, sufficient

stability conditions for the nominal linear switched system (i.e. f = g = 0). These conditions will be derived where

the continuous-time subsystem or the discrete-time subsystem are not necessarily exponentially stable, and the state

matrices of each subsystem are not necessarily pairwise commuting.

4.2. Stability analysis of the nominal switched system

Suppose that f = g = 0. The corresponding nominal switched linear system becomes

x∆(t) =

{

Acx(t), for t ∈ ∪∞
k=0[σ (tk), tk+1[

Adx(t), for t ∈ ∪∞
k=0{tk+1}

(15)

From (14), the explicit solution of (15), for σ (tk) ≤ t ≤ tk+1, k ∈ N, is given by

x(t) = eAc (t−σ (tk))eAd (σ (tk), tk) . . . eAd (σ (t1), t1)e
Ac t1x0 (16)

Let us define the constants αc and αd ∈ R
+, with the corresponding constants βc, βd ≥ 1 such that, ∀k ∈ N, for

σ (tk) ≤ s ≤ t ≤ tk+1,

∥eAc (t, s)∥ ≤ βc eαc (t, s) = βc eαc (t−s)

∥eAd (σ (tk), tk)∥ ≤ βd eαd
(σ (tk), tk) = βd (1 + µ(tk)αd).

(17)

Remark 2. The constants αc , αd, βc and βd always exist. Indeed, they can be defined as αc ≥ ℜ(λc) = max1≤j≤n{ℜ(λ
j
c), λ

j
c ∈

spec(Ac)} and (1 + µ(t)αd) ≥ max1≤j≤n{|1 + µ(t)λ
j

d|, λ
j

d ∈ spec(Ad)}, ∀ t ∈ ∪∞
k=1{tk}, where spec(A) is the spectrum of

A and ℜ(λ) is the real part of λ (see [19]). The above two inequalities can be replaced by equalities, if Ac (resp. Ad) is

diagonalizable. Note that, the constants βc and βd can be computed using the eigenvectors of Ac and Ad.
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One can derive an upper bound for the solution of (16), as follows

∥x(t)∥ ≤ ∥eAc (t−σ (tk))∥∥eAd (σ (tk), tk)∥∥e
Ac (tk−σ (tk−1))∥ . . . ∥eAd (σ (t1), t1)∥∥e

Ac t1∥ ∥x0∥

≤ βk+1
c βk

de
αc (t−

∑k
i=1 µ(ti))eαd

(t, t0) ∥x0∥

= βk+1
c βk

de
αc (t−

∑k
i=1 µ(ti))

∏k

i=1(1 + µ(ti)αd) ∥x0∥

≤ β2k+1eαc (t−
∑k

i=1 µ(ti))
∏k

i=1(1 + µ(ti)αd) ∥x0∥

= β (β2)k eαc (t−
∑k

i=1 µ(ti))
∏k

i=1(1 + µ(ti)αd) ∥x0∥.

(18)

with β = max{βc, βd} ≥ 1. In the following, we will derive sufficient conditions for exponential stability of the switched

system (15) by investigating different cases depending on whether the continuous-time or the discrete-time subsystem

are Hilger stable or unstable.

Remark 3. In this paper, we deal with exponential stability defined in (4). Notice that if αc < 0, then Ac is exponentially

stable (which is equivalent to Hilger stable in the continuous case) and if αd < 0, with αd ∈ R
+, then Ad is exponentially

stable. This can be satisfied, if all the eigenvalues of Ad lies strictly in the Hilger disc Hmin (i.e Ad is Hilger stable). Ad is

unstable if it has at least one eigenvalue with positive real part or if all the eigenvalues of Ad have negative real part, and

there exists at least one eigenvalue λ
j

d such that |1 + µminλ
j

d| > 1. In this case αd > 0.

Theorem 3. Let the constants β , αc and αd be defined as in (18). Suppose that Assumption 1 is satisfied and one of the

following assumptions holds

(i) Ac and Ad are Hilger stable, with

max
i∈N

(1 + µ(ti)αd) <
1

β2
, (i.e, (1 + µminαd) <

1

β2
). (19)

(ii) Ac and Ad are Hilger stable and

αc <
− log(β2)

τmin

(20)

(iii) Ac is Hilger stable and Ad can be Hilger stable or unstable and

max
i∈N

(1 + µ(ti) αd) < e−[αc τmin +log(β2)] (21)

(iv) Ac is unstable, Ad is Hilger stable and

max
i∈N

(1 + µ(ti)αd) ≤ e[−αc τmax−log(β2)], (i.e, (1 + µminαd) < e[−αc τmax−log(β2)]). (22)

Then, the switched system (15) is exponentially stable.

Proof. To study the stability of the linear switched system (15), let us determine, α < 0 with α ∈ R
+, such that, the

solution x(t), for σ (tk) ≤ t ≤ tk+1, ∀k ∈ N, is bounded as follows,

∥x(t)∥ ≤ β eα(t−
∑k

i=1 µ(ti))

k
∏

i=1

(1 + µ(ti)α) ∥x0∥ = βeα(t, t0) ∥x0∥. (23)

(i) Suppose that Ac and Ad are Hilger stable and that condition (19) is satisfied. From (18), we have

∥x(t)∥ ≤ β eαc (t−
∑k

i=1 µ(ti))

k
∏

i=1

β2(1 + µ(ti)αd) ∥x0∥. (24)

with αc < 0 and 0 > αd ∈ R
+. We have ∀ti, i ∈ N,

0 < β2 (1 + µ(ti)αd) = β2 + µ(ti)β
2αd = 1 + β2 − 1 + µ(ti)β

2αd ≤ 1 + µ(ti)

[

β2 − 1

µmin

+ β2αd

]

.

From condition (19), we get

[

β2−1

µmin
+ β2αd

]

< 0, and from the above inequality, we have

[

β2−1

µmin
+ β2αd

]

∈ R
+. Let

α = max{αc,

[

β2−1

µmin
+ β2αd

]

} < 0, which yields (23) and implies the exponential stability of system (15).

Note that, if α = αc , we get 0 < β2 (1 + µminαd) < 1 + µminαc < 1, then α is negative and positively regressive.
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(ii) Let Ac and Ad be Hilger stable, such that condition (19) is not satisfied but condition (20) holds. From (18), we get

∥x(t)∥ ≤ β ek log(β
2)+αc (t−

∑k
i=1 µ(ti))

k
∏

i=1

(1 + µ(ti)αd) ∥x0∥.

We have k ≤
t−

∑k
i=1 µ(ti)

τmin
, and one can derive the following inequality

∥x(t)∥ ≤ β e

[

log(β2)
τmin

+αc

]

(t−
∑k

i=1 µ(ti))
k

∏

i=1

(1 + µ(ti)αd) ∥x0∥.

From (20), we get

[

log(β2)

τmin
+ αc

]

< 0. Let α = max

{[

log(β2)

τmin
+ αc

]

, αd

}

< 0, and the above inequality becomes

∥x(t)∥ ≤ β eα(t−
∑k

i=1 µ(ti))

k
∏

i=1

(1 + µ(ti)α) ∥x0∥ = βeα(t, t0) ∥x0∥,

which implies that the switched system (15) is exponentially stable.

Note that, if α =
[

log(β2)

τmin
+ αc

]

, we get, 1 > 1+µ(ti)

[

log(β2)

τmin
+ αc

]

> 1+µ(ti)αd > 0, which means that α is negative

and positively regressive.

(iii) Suppose that Ac is Hilger stable and Ad can be Hilger stable or unstable. From condition (21) we have

log(β2 max
1≤i≤k

(1 + µ(ti) αd)) + αc τmin < 0, ∀ti, i ∈ N.

with αc < 0. Let γ1 > 0 and γ2 > 0, satisfy the following equality

log(β2 max
1≤i≤k

(1 + µ(ti) αd)) + αc τmin = −γ1 − γ2 + log(β2 max
1≤i≤k

(1 + µ(ti) αd)) < 0,

such that, −γ2 + log(β2 max1≤i≤k(1 + µ(ti) αd)) < 0, which means that, 0 < β2e−γ2 (1 + µ(ti) αd) < 1, ∀ti, and by

considering αc τmin = −γ1 − γ2. So we get from (18), the following,

∥x(t)∥ ≤ β eαc (t−
∑k

i=1 µ(ti))
∏k

i=1 β2(1 + µ(ti)αd) ∥x0∥

= β eαc (t−
∑k

i=1 µ(ti))
∏k

i=1 β2e−γ2 (1 + µ(ti)αd)e
γ2 ∥x0∥

= β eαc (t−
∑k

i=1 µ(ti))ekγ2
∏k

i=1 β2e−γ2 (1 + µ(ti)αd) ∥x0∥.

Since k ≤
t−

∑k
i=1 µ(ti)

τmin
, it follows that:

∥x(t)∥ ≤ β e

[

αc+
γ2

τmin

]

(t−
∑k

i=1 µ(ti))
∏k

i=1 β2e−γ2 (1 + µ(ti)αd) ∥x0∥

≤ β e

[

−γ1
τmin

]

(t−
∑k

i=1 µ(ti))
∏k

i=1

(

1 + µ(ti)

[

β2e−γ2−1

µ(ti)
+ β2e−γ2αd

])

∥x0∥.

(25)

As previously, let α = max

{

−γ1
τmin

,

[

β2e−γ2−1

µmin
+ β2e−γ2αd

]}

< 0, if β2e−γ2 > 1, or α = max

{

−γ1
τmin

,

[

β2e−γ2−1

µmax
+

β2e−γ2αd

]}

< 0, if β2e−γ2 < 1.

Notice that, if α =
−γ1
τmin

, so 1 >

(

1 + µ(ti)

(

−γ1
τmin

))

> β2e−γ2 (1 + µ(ti)αd) > 0, and if α =
[

β2e−γ2−1

µmin
+ β2e−γ2αd

]

,

we have, 1 >

(

1 + µ(ti)

[

β2e−γ2−1

µ(ti)
+ β2e−γ2αd

])

> 0, which implies that α negative and positively regressive. So

inequality (25) yields (23), and implies the exponential stability of the switched system (15).

(iv) Suppose that Ac is unstable and Ad is Hilger stable. From condition (22), we have,

log(max
1≤i≤k

(1 + µ(ti)αd)) + αc τmax + log(β2) < 0

with αc > 0 and 0 < max1≤i≤k(1 + µ(ti)αd) < 1. Let the constants γ ′
1 > 0, γ ′

2 > 0 and γ ′
3 > 0, satisfy the following

equality

log(max
1≤i≤k

(1 + µ(ti)αd)) + αc τmax + log(β2) = −γ ′
1 − γ ′

2 + αc τmax + log(β2) < 0
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such that, −γ ′
2 + αc τmax + log(β2) = −γ ′

3 < 0, and by considering log(max1≤i≤k(1 + µ(ti)αd)) = −γ ′
1 − γ ′

2, we get

from (18) the following,

∥x(t)∥ ≤ β ek log(β
2)+αc (t−

∑k
i=1 µ(ti))

∏k

i=1(1 + µ(ti)αd) ∥x0∥

= β e−kγ ′
2
+k log(β2)+αc (t−

∑k
i=1 µ(ti))+kγ ′

2
∏k

i=1(1 + µ(ti)αd) ∥x0∥

= β ek(−γ ′
2
+log(β2))+αc (t−

∑k
i=1 µ(ti))ekγ

′
2
∏k

i=1(1 + µ(ti)αd) ∥x0∥

= β ek(−γ ′
2
+log(β2))+αc (t−

∑k
i=1 µ(ti))

∏k

i=1 e
γ ′
2 (1 + µ(ti)αd) ∥x0∥

≤ β ek(−αcτmax−γ ′
3
)+αc (t−

∑k
i=1 µ(ti))

∏k

i=1 e
γ ′
2 (1 + µ(ti)αd) ∥x0∥.

The inequalities, k ≥
t−

∑k
i=1 µ(ti)

τmax
and (−αcτmax − γ ′

3) < 0, yield:

∥x(t)∥ ≤ β e

[

−αc−
γ ′
3

τmax

]

(t−
∑k

i=1 µ(ti)) ∏k

i=1 e
γ ′
2 (1 + µ(ti)αd) ∥x0∥

≤ β e

[

−αc−
γ ′
3

τmax

]

(t−
∑k

i=1 µ(ti)) ∏k

i=1(1 + µ(ti)

[

e
γ ′
2−1

µmin
+ eγ ′

2αd

]

) ∥x0∥.

Let α = max

{

[

−αc −
γ ′
3

τmax

]

,

[

e
γ ′
2−1

µmin
+ eγ ′

2αd

]}

< 0, which gives ∥x(t)∥ ≤ β eα(t, t0), and implies the exponential

stability of the switched system (15).

Note that, if α =
[

−αc −
γ ′
3

τmax

]

, then 1 >

(

1 + µ(ti)

[

−αc −
γ ′
3

τmax

])

> eγ ′
2 (1 + µ(ti)αd) > 0, and if α =

[

e
γ ′
2−1

µmin
+ eγ ′

2αd

]

, we have 0 <

(

1 + µ(ti)

[

e
γ ′
2−1

µmin
+ eγ ′

2αd

])

< eγ ′
2 (1 + µ(ti)αd) < eγ ′

2e−γ ′
1
−γ ′

2 = e−γ ′
1 < 1. This

shows that α is negative and positively regressive. ■

Remark 4. The exponential functions of the upper bound of x(t) given by (18), depend on αc and αd, which are different.

So it is easier to study the exponential stability of the switched system (15) by using the exponential function eα(t, t0) as

in (23) than eα(t−t0).

Remark 5. Condition (21) means that the dynamics of the discrete-time subsystem (stable or unstable) are less significant

than the continuous-time subsystem dynamics to guarantee exponential stability of the switched system. In assumption

(iv), αc is strictly positive. Inequality (22) means that the unstable continuous-time subsystem dynamics are less dominant

than the stable discrete-time subsystem to guarantee exponential stability of the switched system.

Note that, the conditions of Theorem 3 can be checked easily, since we suppose that the time scale T is given, so

τmin, τmax, µmin and µmax are known, and the terms αc, αd and β are derived from the eigenvalues and eigenvectors of

the matrices Ac and Ad.

Example 1. To illustrate the effectiveness of Theorem 3, the following examples are presented.

First, let us consider the linear switched system described by

x∆(t) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

−3
2

1

1 −1

)

x(t), t ∈ ∪∞
k=0

[

2k + 1.5k
k+1.25

, 2(k + 1)
[

(

−1
2

1
10

0 −1

)

x(t), t ∈ ∪∞
k=0 {2(k + 1)}

(26)

evolving in time scale T =
⋃∞

k=0

[

2k + 1.5k
k+1.25

, 2(k + 1)
]

. It can be expressed as (15) with tk = 2k, σ (tk) = 2k + 1.5k
k+1.25

,
2
3

≤ µ(tk) = σ (tk) − tk = 1.5k
k+1.25

≤ 3
2
, ∀k ∈ N

∗, and 1
2

≤ (tk+1 − σ (tk)) ≤ 2, ∀k ∈ N. Note that Ac and Ad are Hilger stable.

Here one can easily check condition (19).

Let us now consider the same system on the time scale T =
⋃∞

k=0

[

5
2
k + 3k

2k+7
, 5

2
(k + 1)

]

, with tk = 5
2
k, σ (tk) =

5
2
k + 3k

2k+7
, 1

3
≤ µ(tk) = σ (tk) − tk = 3k

2k+7
≤ 3

2
and 1 ≤ (tk+1 − σ (tk)) ≤ 5

2
, ∀k ∈ N

∗. The discrete subsystem is still

Hilger stable on this time scale, but conditions (19) and (20) are not satisfied whereas condition (21) is verified. Hence

exponential stability holds.

Let the same time scale T =
⋃∞

k=0

[

5
2
k + 3k

2k+7
, 5

2
(k + 1)

]

with Ac =

(

−6 4

4 −4

)

and Ad =

(

1
6

−1
30

0 1
3

)

. Here,

the continuous-time system is exponentially stable whereas the discrete one is unstable. Nevertheless, Assumption (iii)

is satisfied.
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Fig. 2. Trajectories of the switched system (15) with Hilger stable subsystems. Left: Condition (19) is satisfied. Right: Condition (21) is satisfied.

Fig. 3. Trajectories of the switched system (15). Left: Ac is exponentially stable and Ad is unstable and condition (21) is satisfied. Right: Ac is unstable

and Ad is Hilger stable and condition (22) is satisfied.

Lastly, consider the time scale T =
⋃∞

k=0

[

2k + 1.5k
k+1.25

, 2(k + 1)
]

with Ac =

(

0.0643 0.0468

0.0331 0.0243

)

and Ad =
(

−1 0

0 −0.6

)

. Here, the system switches between an unstable continuous-time subsystem and an Hilger stable

discrete-time subsystem. Furthermore, condition (22) is satisfied.

The corresponding trajectories are given in Figs. 2 and 3 where the initial state is x0 = [0.5 2]T . One can see the

exponential stability of the switched system on the corresponding time scales T.

Based on Theorem 3, we derive sufficient conditions for exponential stability of the switched system (15), where

nonlinearities act on both the continuous-time and discrete-time subsystems.

4.3. Stability analysis of the nonlinear switched system

In this section, we will consider the nonlinear switched system (10).

Theorem 4. Suppose that Assumption 1 is satisfied and the following assumptions hold:

(i) The nominal switched system (15) is exponentially stable such that its solution satisfies

∥x(t)∥ ≤ β eα(t, t0) ∥x0∥ (27)

with β ≥ 1, α < 0 with α ∈ R
+.

(ii) There exists a constant L ≥ 0 such that

∥Fx(t)∥ ≤ L∥x(t)∥,

where Fx(t) is defined as in (11).

(iii) α + βL < 0

Then, the perturbed switched system (10) is uniformly exponentially stable.
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Proof. Suppose that the nominal switched system (15) is exponentially stable, such that, from assumption (i), one has

∥eAc (t−σ (tk))

k
∏

i=0

(I + µ(tk−i)Ad)e
Ac (tk−i−σ (tk−i−1))∥ ≤ β eα(t, t0),

with β ≥ 1, α < 0 and α ∈ R
+. From (14), one can derive an upper bound for the solution of the perturbed system (10),

as follows:

∥x(t)∥ ≤ βeα(t, t0)∥x0∥ +
∫ t

t0
βeα(t, σ (s)) ∥Fx(s)∥∆s.

It implies that

∥x(t)∥

eα(t, t0)
≤ β∥x0∥ +

∫ t

t0

β
eα(t, σ (s))

eα(t, t0)
L∥x(s)∥∆s

We have

eα(t, σ (s)) =
1

eα(σ (s), t)
=

1

(1 + µ(s)α)eα(s, t)
=

1

(1 + µ(s)α)
eα(t, s)

Hence,

∥x(t)∥

eα(t, t0)
≤ β∥x0∥ +

∫ t

t0

βL

(1 + µ(s)α)

eα(t, s)

eα(t, t0)
∥x(s)∥∆s

= β∥x0∥ +
∫ t

t0

βL

(1 + µ(s)α)
eα(t, s)eα(t0, t)∥x(s)∥∆s

= β∥x0∥ +
∫ t

t0

βL

(1 + µ(s)α)
eα(t0, s)∥x(s)∥∆s

= β∥x0∥ +
∫ t

t0

βL

(1 + µ(s)α)

∥x(s)∥

eα(s, t0)
∆s

Using Gronwall’s inequality given in Corollary 1, we obtain

∥x(t)∥

eα(t, t0)
≤ β∥x0∥ e βL

(1+µ(.)α)
(t, t0),

which implies that

∥x(t)∥ ≤ β∥x0∥ eα(t, t0) e βL
(1+µ(.)α)

(t, t0)

≤ β∥x0∥ e
α⊕

βL
(1+µ(.)α)

(t, t0)

We have

α ⊕
βL

(1 + µ(.)α)
= α +

βL

1 + µ(.)α
+

µ(.)αβL

1 + µ(.)α
= α + βL.

Therefore,

∥x(t)∥ ≤ β∥x0∥ eα+βL(t, t0)

Hence, from assumption (iii), the nonlinear switched system (10) is uniformly exponentially stable. ■

Remark 6. Note that, if α + βL < 0, then (α + βL) is positively regressive because, since α < 0 and α ∈ R
+, we have

0 < 1 + µ(t)α < 1. It implies that 0 < µ(t)βL < 1 + µ(t)(α + βL) < 1 + µ(t)βL, which means that (α + βL) ∈ R
+.

Example 2. To illustrate Theorem 4, the following example is presented.

Let us consider the first switched system given in Example 1, where condition (19) is satisfied. From Theorem 3, the

nominal switched system is exponentially stable with αc = −0.2192, αd = −0.5, β = 1.2198 and µmin = 2
3
. We have

[

β2−1

µmin
+ β2αd

]

= −0.0121 and α = max{−0.0121, −0.2192} = −0.0121.

Consider now the nonlinear switched system

x∆(t) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

−3
2

1

1 −1

)

x(t) + 0.0075 sin(x(t)), t ∈ ∪∞
k=0

[

2k + 1.5k
k+1.25

, 2(k + 1)
[

(

−1
2

1
10

0 −1

)

x(t) + 0.0098 sin(x(t)), t ∈ ∪∞
k=0 {2(k + 1)}

(28)
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Fig. 4. Convergence of the trajectory of switched system (28) with initial condition x0 = [5 1]T .

The conditions of Theorem 4 are satisfied since α+βL = −1.45.10−4 < 0. Therefore the exponential stability of perturbed

switched system (28) is established. The trajectory converges to zero as it is shown in Fig. 4 where the initial condition

is x0 = [5 1]T .

5. Application to consensus of multi-agent

To illustrate the effectiveness of the theoretical results, we consider in this section the consensus problem for linear

multi-agent systems (MASs) under intermittent information transmissions.

5.1. Problem formulation

The MAS consists of N agents whose model is described by the following linear dynamics,

ẋi = Axi + Bui, i ∈ {1, . . . ,N} (29)

where xi ∈ R
n (resp. ui ∈ R

m) is the state (resp. control input) of agent i and A ∈ R
n×n and B ∈ R

n×m are constant real

matrices.

The communication network among the N agents is described by a graph G which consists of a nonempty node set

V = {1, 2, . . . ,N} and an edge set E ⊆ V×V . Each edge (i, j) ∈ E in the directed graph [37] corresponds to an information

link from agent i to agent j, which means that agent j can receive information from agent i. The graph G is represented

by the adjacency matrix G = (aij) ∈ R
N×N defined by aij = 1 if (j, i) ∈ E and aij = 0, otherwise. The Laplacian matrix of G

is defined as M = (mij) ∈ R
N×N with mii =

∑N

j=1 aij and mij = −aij for i ̸= j. The graph G is connected if there is a path

between every two nodes of G.

It is assumed that local information is exchanged between neighboring agents through a communication channel

(which is subject to uncertainty, modeling quantization errors, noise) over some disconnected time intervals because

of possible sensor failures or communication obstacles.

Hereafter, the following hypotheses are made:

• The graph G is fixed and undirected.

• Each communication failure has a bounded duration, denoted by b ∈ R
+.

• There is no more than one communication failure over each time interval of length b.

• The communication channel is modeled with an additive uncertainty δ(t) ∈ R, bounded as:

|δ(t)| ≤ δmax, (30)

where δmax is a known positive constant.

• The pair (A, B) is stabilizable.

Since the graph G is undirected, there is a nonsingular matrix P such that M = PDP−1 where D is the diagonal matrix

containing the eigenvalues of M (which are non-negative and real).

Let {t0, t1, t2, t3, . . .} be a monotonically increasing sequence without finite accumulation points. Suppose that the

communication between agents will be interrupted at time instants tk, k ∈ N
∗. Based on the available local information,

the following decentralized intermittent controller is proposed, ∀i ∈ {1, . . . ,N},

ui(t) =

{

∑

j aij(1 + δ(t))K (xj(t) − xi(t)) if t ∈ ([t0, t1[) ∪ (∪∞
k=1[tk + b, tk+1[)

∑

j aij(1 + δ(tk+1))K (xj(tk+1) − xi(tk+1)) if t ∈ ∪∞
k=0[tk+1, tk+1 + b[

(31)
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with K ∈ R
m×n. Here, agents can communicate according to the communication topology, during ([t0, t1[) ∪ (∪∞

k=1[tk +
b, tk+1[). It should be noted that during the remaining intervals, the control (31) remains constant since a communication

failure has occurred at times tk, k ∈ N
∗.

The control objective is to design a matrix K in the protocol (31), using time scale theory, such that the consensus

problem is solved, i.e.

lim
t→∞

∥xi(t) − xj(t)∥ = 0, ∀i, j = {1, . . . ,N}, (32)

Let us denote the error between agents by ei(t) = xi(t) − xj(t) for i, j = {1, . . . ,N}. Let the vector e = (eT1, . . . , e
T
N )

T and

u = (uT
1, . . . , u

T
N )

T . The dynamic of the state error e(t) can be written in a compact form as follows:

ė(t) =

{

(IN ⊗ A)e(t) − (1 + δ(t))(M ⊗ BK )e(t) t ∈ ([t0, t1[) ∪ (∪∞
k=1[tk + b, tk+1[)

(IN ⊗ A)e(t) − (1 + δ(tk+1))(M ⊗ BK )e(tk+1), t ∈ ∪∞
k=0[tk+1, tk+1 + b[,

where ⊗ is the Kronecker product.

Defining y(t) = (P−1 ⊗ In)e(t), one has

ẏ(t) =

{

((IN ⊗ A) − (1 + δ(t))(D ⊗ BK ))y(t), t ∈ ([t0, t1[) ∪ (∪∞
k=1[tk + b, tk+1[)

(IN ⊗ A)y(t) − (1 + δ(tk+1))(D ⊗ BK )y(tk+1), t ∈ ∪∞
k=0[tk+1, tk+1 + b[.

(33)

Following [38,39], the consensus problem for system (29) with controller (31) can be reached iff the following N − 1

subsystems are asymptotically stable:

ż i(t) =

{

(A − λi(1 + δ(t))BK )z i(t), t ∈ ([t0, t1[) ∪ (∪∞
k=1[tk + b, tk+1[)

Az i(t) − λi(1 + δ(tk+1))BKz
i(tk+1), t ∈ ∪∞

k=0[tk+1, tk+1 + b[,
(34)

where λi are the nonzero eigenvalues of M and i = 2, . . . ,N .

Let us state the consensus problem using time scale theory since system (34) combines a discrete variable (i.e, z i(tk+1))

and a continuous variable (i.e, z i(t)). To facilitate the controller design, during communication failures, only the behavior

of the solution of (34) at times tk, k ∈ N
∗ is considered. Using the definition of the ∆-derivative and considering the

specific time scale T = ∪∞
k=0[σ (tk), tk+1], with

{

σ (tk) = tk + b, k ∈ N
∗

σ (t0) = t0 = 0.
(35)

The N − 1 subsystems (34) (i = 2, . . . ,N) can be expressed as,

(z i)∆(t) =

⎧

⎨

⎩

(A − λiBK )z
i(t) − λiδ(t)BKz

i(t), t ∈ ∪∞
k=0[σ (tk), tk+1[

Adz
i(t) −

1

b
[λiδ(t)

∫ b

0
eAsdsBK ]z i(t), t ∈ ∪∞

k=0{tk+1},
(36)

with Ad =
1

b

[

eAb − In − λi

∫ b

0
eAsdsBK

]

. Indeed, from the second equation of (34), we have for t ∈ [tk+1, σ (tk+1)[, k ∈ N,

z i(t) = eA(t−tk+1)z i(tk+1) −

∫ t

tk+1

eA(t−s)λi(1 + δ(tk+1))BKz
i(tk+1)ds.

Hence, for t = σ (tk+1), we get

z i(σ (tk+1)) = eA(σ (tk+1)−tk+1)z i(tk+1) − λi(1 + δ(tk+1))
∫ σ (tk+1)

tk+1
eA(σ (tk+1)−s)BKds z i(tk+1)

= eAbz i(tk+1) − λi(1 + δ(tk+1))
∫ b

0
eAsBKds z i(tk+1).

If we consider the behavior of z i only at times tk+1 and σ (tk+1), we get the ∆-derivative of z i(tk+1),

(z i)∆(tk+1) =
z i(σ (tk+1)) − z i(tk+1)

σ (tk+1) − tk+1

=

[

eAb − In − λi

∫ b

0
eAsBKds

]

z i(tk+1) −
[

λiδ(tk+1)
∫ b

0
eAsBKds

]

z i(tk+1)

b
.

System (36) switches between a continuous-time and a discrete-time subsystem due to the presence of interruption

of communication.

Remark 7. Using time scale theory, the consensus problem for single-integrator MASs has been analyzed in [40]. Some

sufficient conditions have been recently derived to solve the consensus problem [9,12] for linear MASs. However, in these

works, it is required that A and BK commute with each other. Here, we remove this restrictive condition to design the

controller gain.
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Fig. 5. Communication network G.

5.2. Numerical results

We consider a group of four agents (N = 4). The communication network is depicted in Fig. 5. From this graph, one

can get the Laplacian matrix M =

⎛

⎜

⎝

3 −1 −1 −1

−1 2 −1 0

−1 −1 2 0

−1 0 0 1

⎞

⎟

⎠
and deduce λ1 = 0, λ2 = 1, λ3 = 3 and λ4 = 4. The upper

bound of the additive uncertainty on the communication channel is δmax = 0.0027. The agent dynamics are described by

(29) with A =

(

0 1

0.1 0.05

)

and B =

(

0

1

)

. It is assumed that the neighboring agents exchange information only

when t ∈ ∪∞
k=0[σ (tk), tk+1[ with:

{

σ (t0) = t0 = 0

σ (tk) = tk + b, k ∈ N
∗

tk = 2(2k − 1) + 0.1 log k, k ∈ N
∗

(37)

An interruption of communication occurs at each time tk, k ∈ N
∗ and is bounded by b = 1

2
. The control gain of the

consensus protocol (31) is set as K =
(

1 0.5
)

. The objective is to verify that the decentralized control law (31)

solves the consensus problem under intermittent information transmission. According to the previous section, the three

subsystems (36) with i = 2, 3, 4 should be uniformly exponentially stable.

The subsystem 1, i.e. with i = 2 becomes

(z2)∆(t) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(

0 1

−0.9 −0.45

)

z2(t) + δ(t)

(

0 0

−1 −0.5

)

z2(t), t ∈ ∪∞
k=0[σ (tk), tk+1[

(

−0.2274 0.8905

−0.9151 −0.4323

)

z2(t) + δ(t)

(

0.2526 0.1263

1.0138 0.5084

)

z2(t), t ∈ ∪∞
k=0{tk+1}

For δ = 0, the associated eigenvalues of Ac and Ad are λc,1 = −0.225 + 0.92j, λc,2 = −0.225 − 0.92j, λd,1 = −0.3298 +

0.897j and λd,2 = −0.3298 − 0.897j. Here αc = −0.225 and maxi,j |1 + µ(ti)λd,j| = 0.9479 < 1, so αd = −0.1042.

We conclude that the continuous and discrete subsystems are Hilger stable. We have βc = 1.2809, βd = 1.1217, so

β = 1.2809. One can verify that condition (ii) of Theorem 3 is fulfilled since τmin = 2 and αc = −0.225 <
− log(β2)

2
=

−0.1205. It implies that the nominal subsystem is exponentially stable with α = max{
log(β2)

τmin
+ αc, αd} = −0.1045. The

perturbation term satisfies condition (ii) of Theorem 4 with L = 0.003. Therefore, condition (iii) of Theorem 4 is verified.

From Theorem 4, one can conclude that the uncertain switched subsystem 1 is uniformly exponentially stable.

For the subsystem 2, we have

(z3)∆(t) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(

0 1

−2.9 −1.45

)

z3(t) + δ(t)

(

0 0

−3 −1.5

)

z3(t), t ∈ ∪∞
k=0[σ (tk), tk+1[

(

−0.7326 0.6379

−2.9488 −1.4491

)

z3(t) +

(

0.7579 0.3789

3.0505 1.5252

)

z3(t), t ∈ ∪∞
k=0{tk+1}

For δ = 0, the associated eigenvalues of Ac and Ad are λc,1 = −0.725+1.54j, λc,2 = −0.725−1.54j, λd,1 = −1.09+1.32j

and λd,2 = −1.09 + 1.32j. Here αc = −0.725, maxi,j |1 + µ(ti)λd,j| = 0.803 < 1 and αd = −0.394, so as the subsystem

1, the continuous and discrete subsystems are Hilger stable. We have βc = 2.041, βd = 2.2684, so β = 2.2684. One can

verify that condition (iii) of Theorem 3 is fulfilled since τmin = 2 and maxi(1 + µ(ti)αd) = 0.803 < exp[−(−0.725 ×

2 + log(2.26842))] = 0.8285. It implies that the nominal subsystem is exponentially stable with γ1 = 0.02, γ2 = 1.43

and α = −0.0224. The perturbation term satisfies condition (ii) of Theorem 4 with L = 0.0099. Therefore, condition

(iii) of Theorem 4 is verified. From Theorem 4, one can conclude that, the uncertain switched subsystem 2 is uniformly

exponentially stable.
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Fig. 6. Trajectories of (a) position error (x1,2 − x1,1, x1,3 − x1,1, x1,4 − x1,1)
T ; (b) velocity error (x2,2 − x2,1, x2,3 − x2,1, x2,4 − x2,1)

T on the time scale

T =
⋃∞

k=0[σ (tk), tk+1].

The same conclusion holds for the subsystem 3, such that,

(z4)∆(t) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(

0 1

−3.9 −1.95

)

z4(t) + δ(t)

(

0 0

−4 −2

)

z4(t), t ∈ ∪∞
k=0[σ (tk), tk+1[

(

−0.9852 0.5116

−3.9656 −1.9576

)

z4(t) + δ(t)

(

1.0105 0.5052

4.0673 2.0337

)

z4(t), t ∈ ∪∞
k=0{tk+1}

For δ = 0, the eigenvalues of Ac and Ad are λc,1 = −0.975 + 1.717j, λc,2 = −0.975 − 1.717j, λd,1 = −1.47 + 1.33j and

λd,2 = −1.47−1.33j. So, αc = −0.975, maxi,j |1 + µ(ti)λd,j| = 0.719 < 1 and αd = −0.562, so as the previous subsystems,

the continuous and discrete subsystems are Hilger stable. We have βc = 3.0122 and βd = 2.2684, so β = 3.0122.

The condition (iii) of Theorem 3 is fulfilled since τmin = 2 and maxi(1 + µ(ti)αd) = 0.719 < exp[−(−0.975 × 2 +

log(3.01222))] = 0.7748, which implies that the nominal subsystem is exponentially stable with γ1 = 0.05, γ2 = 1.9

and α = −0.00485. The perturbation term satisfies condition (ii) of Theorem 4 with L = 0.012. Therefore, condition (iii)

of Theorem 4 is verified. From Theorem 4, one can conclude the uniform exponential stability of the uncertain switched

subsystem 3.

Since all the subsystems are exponentially stable, one can conclude that using the decentralized controller (31), the

consensus is achieved in spite of intermittent information transmission.

For each agent i, the state xi is denoted as xi = (x1,i, x2,i). The trajectories of the position error (x1,2 − x1,1, x1,3 −

x1,1, x1,4 − x1,1)
T and the velocity error (x2,2 − x2,1, x2,3 − x2,1, x2,4 − x2,1)

T on the time scale T =
⋃∞

k=0[σ (tk), tk+1] are

depicted in Fig. 6.

6. Conclusion

In this paper, the exponential stability of perturbed switched systems on the important time scale T = ∪∞
k=0[σ (tk), tk+1]

is studied. The system considered switches between linear continuous-time and linear discrete-time subsystems, in the

presence of nonlinear uncertainties. First, the nominal system is considered and sufficient conditions for exponential

stability are derived by considering the cases where unstable subsystems may be present. Using results on the exponential

stability of linear perturbed systems on time scales, sufficient conditions are derived to ensure the stability of the switched

uncertain system. Several illustrative examples are presented together with an application to multi-agent consensus

problem with intermittent communication, demonstrating the method’s validity.
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