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Abstract

Erd6s and Simonovits proved that the number of paths of length ¢ in an n-
vertex graph of average degree d is at least (1 — d)nd(d — 1)---(d — t + 1), where
6 = (logd)~1/2t°() as d — co. In this paper, we strengthen and generalize this
result as follows. Let T be a tree with ¢t edges. We prove that for any n-vertex
graph G of average degree d > t, the number of labelled copies of T" in G is at least

(1—e)nd(d—1)---(d—t+1)

where ¢ = (4t)®/d?. This bound is tight except for the term 1 — ¢, as shown by
a disjoint union of cliques. Our proof is obtained by first showing a lower bound
that is a convex function of the degree sequence of G, and this answers a question
of Dellamonica et. al.

1 Introduction

If H and G are graphs, let Ny (G) denote the number of labelled copies of H in G. More
precisely, Ng(G) is the number of injections ¢ : V(H) — V(G) such that ¢(u)p(v) € E(G)
for every edge uv of H. Let Ng(v) denote the neighborhood of vertex v in a graph G
and let dg(v) = |[Ng(v)|. Let (a), = ala—1)(a—2)...(a—b+1) whena > b > 1 and
a is real and b is an integer, and let (a)g = 1. Let T be a t-edge tree and G = (V, E)
be a graph with minimum degree at least ¢. In this paper, we obtain lower bounds on
N7(G). This is a basic question in combinatorics, for example, the simple lower bound
Y vev(d(v))y in the case when T is a star is the main inequality needed for a variety of
fundamental problems in extremal graph theory. Counting paths and walks in graphs has
numerous applications, such as finding bounds on the spectral radius of the graph and the
energy of a graph (see Taubig and Weihmann [6] and the references therein), as well as
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in standard graph theoretic reductions of combinatorial problems such as counting words
over alphabets with forbidden patterns.

Blakley and Roy [2] used elementary linear algebraic methods to show that if A is any
symmetric pointwise non-negative matrix and v is any pointwise non-negative unit vector,
then for any ¢t € N, <Atv, U> > <Av, U>t. If t is even, this is a simple consequence of the
fact that A is diagonalizable and Jensen’s Inequality applied to a convex combination of
the t-th powers of the eigenvalues of A. When A is the adjacency matrix of an n-vertex
graph of average degree d, this shows that the number of walks of length ¢ is at least
nd'. There are now a number of proofs of this result, for instance another approach to
counting walks was used by Sidorenko, using an analytic method and the tensor power
trick [5], as well as generalizations to various other inequalities involving walks (see [6]
and the references therein).

Alon, Hoory and Linial [1] showed that the number of non-backtracking walks in an n-
vertex graph G of average degree d and minimum degree at least two is at least nd(d—1)"1,
which is again tight for d-regular graphs. A key fact in their proof is that if one considers
a random walk of length ¢ on the graph, starting with a uniformly randomly chosen edge,
then the distribution of every edge of the walk is also uniform. The method of Alon,
Hoory and Linial [1] was generalized in Dellamonica et. al. [3] to show that the number
of homomorphisms of a t-edge tree T in G is at least nd [, d(v)~D4®)/nd_ By Jensen’s
Inequality, this is at least nd® when G has no isolated vertices.

In Problem 4 of [3], the question of finding similar lower bounds for N7 (G) when T is
a tree is raised. In the case T is a path with three edges, it was shown in [3] that
N7 (G) = nd[], oy (d — 2)?4)/ when G has minimum degree at least three. If P is a
t-edge path, and G is a d-regular graph, then clearly Np(G) > n(d),; with equality for
d >t if and only if every component of G is a clique. Erdds and Simonovits [4] showed
that if G is any graph of average degree d, then Np(G) = n(d — o(d)); as d — oco. In
this paper, we answer Problem 4 of [3], extend the result in [4] to arbitrary trees and
strengthen their lower bound to n(d — O(1/d)); as d — oc:

Theorem 1. If T is any t-edge tree and G is an n-vertex graph of average degree d > t,
and g4 = (4t)°/d?, then
N7 (G) = (1 —eq)n(d);.

This result is best possible up to the factor 1 — ¢4 in view of the graph comprising
n/(d+ 1) cliques of order d + 1 > ¢t + 1 when d + 1 is a positive integer dividing n, since
these graphs have exactly n(d); copies of T. Note that since ¢ = O(1/d?), Theorem 1
implies N7 (G) = n(d — O(1/d)); as d — ©.

Since we do not have an example of a graph G with n vertices and average degree d for
which N7 (G) < n(d):, we propose the following conjecture:

Conjecture 2. For every t > 1, there exists dy = dy(t) such that for any tree T" with ¢
edges and any n-vertex graph G with average degree d > do, N7(G) = n(d);.
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Once more the example of disjoint complete graphs of order d+1 shows that this conjecture
if true is best possible. Perhaps it is even true that if d is an integer, then this is the only
example where equality holds.

This paper is organized as follows. In the next section, we determine a lower bound on
N7 (G) for a t-edge tree T', as a function of the degree sequence of G. This answers Problem
4 of [3]. The proof of this result extends the method of [1] by carefully controlling the
distribution of the edges in a random embedding of a tree in a graph of average degree d.
The function of degrees is “almost” convex, and in Section 3 we give a suitable approximate
form of Jensen’s Inequality, which is used in Section 4 to derive Theorem 1.

2 Degree sequences and counting trees

As a stepping stone to Theorem 1, we are going to prove the following theorem, which
gives a lower bound for N7 (G) in terms of the degree sequence of GG, and addresses Problem
4 in [3]:

Theorem 3. Let T be a t-edge tree, and let G = (V, E) be an n-vertex graph with average
degree d and minimum degree k >t > 1. Then

t+1

d(v)—i+2 5.
ndHH ) — i+ 2)@- o 0: () (1)

veV i=3

where for 3 <1 <t+ 1,

—Z ) —i+2)0i(v) =d—i+2 (2)

veV

() <ow < () (3)

Proof. Let Q be the set of all labelled copies of T" in the graph . Fix a breadth-first
search ordering Z = (x1, oo, ..., x4 1) of the vertices of T', starting with a leaf x; of T'. For
2 <i<t+1, let a(i) be the unique h < 7 such that x, is the parent of z; in the ordering
Z. Note that a(2) = 1 and a(3) = 2. Let vyvy be a randomly and uniformly chosen
(oriented) edge of G and define ¢(z1) = v; and ¢(x3) = vo. Having defined ¢(x;) = v; for
all j <1, let x; be mapped to a uniformly chosen vertex of

Ni(Vai)) := N(Va@y) \{v1, V2, - ., Viz1 }

One can always define ¢ in this manner since d(vq@)) = k >t + 1 > ¢ and therefore

IN(va@y)l = IN(va@))] — Hv1, v, - - 01 P\ {Vag) }
= d(va(i)) —14+2>0.

and for 3 <1 <t+1,
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Here we noted that v, € {vi,va,...,v,_1}. Then ¢ gives a probability measure P on
the sample space €. Let ¢ denote a vector (vy,vs,...,v441) of vertices of G. We write
¢(Z) = U to denote the event that ¢(z;) = v; for all i € [t 4+ 1]. Then

1 1
P(¢(Z) =v) = — || i1 (4)
nd 1_! | Ni(Vai))|
By the inequality of arithmetic and geometric means
1
Nr(G) = Pp(%) =7) ——=—=
> [P = o) Fe@=n
veEN
t+1
— H HH|N @) |PE@=
vEQ vEQ i=3
t-+1
= nd H H | M(va(i))lp(‘z’(“?):"”
TeQ i=3

Let €, = {0 € Q : vy = v}. Since |N(vq@))| = d(va@)) — 1+ 2 for 3 <i <t +1,

t+1
Np(G) > nd- [T JTIN(va@) @@=
veN =3
t+1
= ”dHH H | Ny (Vae))| P O@=D)
1=3 vEV TEQ,,
t+1
nd- [T 11 (de(v) — i+ 2)P@@="
=3 veV e,
t+1
= nd- H H dG — i+ 2) veq,, P(@(F)=1)

=3 veV

= nd- [T [T(e(v) =i+ 2)P@aei=), (5)

WV

In the next two claims, we fix v € V. For i € [t + 1], define

gi(v) = P(o(xi) = v).

We observe that g;(v) = go(v) = dg(v)/dn. For 3 < i < t+ 1, we determine upper
and lower bounds on g;(v) relative to dg(v)/dn. We erte d( ) instead of dg(v) in what
follows.
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To bound the quantities g;(v), let T; be the subtree of T' consisting of the vertices
x1,%a,...,2; in order. Now consider a breadth-first search ordering v, s,...,y; of T;
such that y; = z; and y; = 1. For 2 < j <4, let b(j) be the unique h < j such that y, is
the parent of y; in the ordering y1,ys, ..., y; and let

N+(ub(j)) = NG<ub(j))\{u17 Uz, ... vujfl}'

As an example, if 7} is a path, then b(j) = j — 1 and N,(u;) = Ng(u;)\{u1, ua, ..., uj_1}.

Claim 1. Let 3 <i <t+1 and let v = uy2) = u;. Then

nd 2 D Hd il \nd PN Hdu (6)

ug €Ny (up(g)) ui€Np(up(s)) J=3 ug€Ny(up(g)) ui€Npup(yy) J b(

Proof of Claim 1. The number of choices of an embedding of T; with x; mapping to v

* Y Y .Y )

u2 € N(up(2)) us€Np(up(3)) i €Ny (up(s))

Here we are counting the images of T; according to the breadth-first search ordering
Y1, Y2, - -,y of T; with y; = x; and y; = xy, so that the image of y; is u; for j € [i]. At
the stage where y; is to be embedded, we have to select a vertex u; € Ng(upy(j)) such that
u; is not equal to any of v = wy,ug,...,u;—1, which have already been embedded By
definition of N,(us(;)), this is equivalent to u; € Ny(up(j))-

Suppose we fix such an embedding with vertices uq, us,...,u;. Let vy, ve,...,v; be the
re-ordering of uy, ug, . .., u; such that x; is mapped to v; for j € [i]. This fixed embedding
has probability

Piop(@) =)= — || 8
(¢(z) = 7) nd 1 | N(va(j))] )

Since d(va()) —t < [Ny(va()| < d(va(j)),
P =) < - Tl 5 ©)

nd e d(v nd e d(Va)) — ¢

We now prove {vg;) @ 3 < j < i} and {wyy) @ 3 < j < i} are equal as multisets.
For example, if T; is a path, then these multisets are sets, and {vq;) : 3 < j < i} =
{vo,v3, ..., vim1} = {ug, us, ..., uj—1} since uj = v;_j4 for j € [i]. For 2 < £ < i —1, the
number of times u, appears in the multiset {uy;) : 3 < j < 4} is the number of j with
3 < j < ¢ such that b(j) = ¢. In other words, it is the number of times u, is a parent
of some vertex u; in the ordering us, ..., u,;. This is precisely dr(y,) — 1. Similarly, the
number of times u; € {va,vs3,...,v,_1} appears in the multiset {vqg;) : 3 < j < i} is the
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number of times u, is a parent of some vertex v; in the ordering vy, ...

again dp(y,) — 1. We conclude {v,3;) : 3 < j < i} and {upy) : 3 < j
multisets. Therefore by (9),

||
=y

nd e d(up(j)) nd H d(uy(

Replacing the summand 1 in (7) with P(¢(Z) = ), we obtain Claim 1.

For each v € V and 3 < i < t+ 1, define 6;(v) by
d(v) —i+2

@it

Ga(i) (V) =

,0;, and this is
< i} are equal as

(10)

Note that since D i, g¢(v) = >,y P(@(2¢) =v) = 1 for all £ <t + 1, we have

_Z )—1+2)0;(v)=d—1+2

veV

and this verifies (2). The goal of the next claim is to verify (3).

Claim 2. For3 <i<t+1,

() <ot e ().

Proof of Claim 2. We only prove the upper bound, since the lower bound is similar.

For convenience, for 3 < £ <, and v = u; = uy(p), define

R SED SRR Db i

b
u2ENL(up(2)) us€ENp(upz))  ue€ENH(up(p)) J=3 )

Then g;(v) < f(i) by Claim 1. Since |N,(upq))| < d(ups)) and d(upsy) = k,
k

3 1 _ INlw)| _ d(ue)
UiEN-‘r(Ub('))

This shows f(i) < 7% f(i — 1). Continuing in this way we obtain

s <0 < (=)@
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For any j such that 3 < j <i<t+1,dw)/(dv)—j+2)<k/(k—j+2)<k/(k—1)
since d(v) > k > t+ 1 > j. Therefore

d(v)<d(v)—j+2‘ d(v) <d(v)—j+2‘ k
nd Sd—j+2n dv)—j12 Sd—j+2m k—t

Inserting this in the preceding upper bound for g;(v), we find for any j with 3 < 7 < i <
P,

dv)—j+2 k k \t=2 dv)—j+2 k o\t
sr2 k(R g (ko
(d—j+2n k—t \k—t (d—j+2n \k—t
This also holds for i = 2 as

d(v)<d(v)—j+2‘ d(v) <d(v)—j+2< k )
dn ~ (d—j+2n dv)—j+2  (d—j+2n\k—t/

9i(v) <

92(v) =

Replacing ¢ with a(i) > 2 and selecting j = 1,

dv) —i+2/ k \¢
%muo\(d—i+2M(k—t>
By the definition (10), this gives 0;(v) < (k/(k — t))*. The lower bound is similar: we

use the lower bound on g;(v) from Claim 1, together with the observation |N,(uy))| >
d(upy) — t and d(up)) = k to obtain

00> 1)

Then we use

dv) _dw)—j+2 d=j+2 _dw)—j+2 k-t
dn = (d—j+2)n d ~(d—j+2n k

for 3 < j <t+ 1, and as above this gives the required lower bound on 6;(v). O

Now we finish the proof of Theorem 3: (5) becomes

t+1 t+1

Np(@) = nd [ [](d(v) =i +2)%0® = nd [] [J(d(v) — i + 2) @550
veV =3 veV =3
where 0;(v) satisfies (2) and (3), by Claims 1 and 2. This proves (1). O

3 An Approximate Jensen’s Inequality

An approximate form of Jensen’s Inequality is used to prove Theorem 1 from Theorem 3:
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Lemma 4. Let 6, z;,y; € [0,00) for all i € [n], and suppose 37" x; = 237" yi =
and |z;/y; — 1| < 6 for all i € [n]. Then

7
Hx]” > (1—10)e’y.

i=1
Proof. The lemma is clear if § > 1 so we assume 0 € [0,1). This implies z;,y; € (0, c0).
Let f(y) = ylogy and % = ¢;. Since f is convex on (0, 00), Jensen’s Inequality gives:

%Zf(yi) > f(%Zy) = ylog .
=1

=1

Furthermore, y;log z; = f(y;) + yi log ¢;. Therefore

logﬁa:;:’ = LZyilogyci
i=1 =

= 5 a2V +ulze)

1(1 - 1 —
= —\= fyi>+_ yilog ¢
G2 Iw)) 0

1 n
logy + — E y; log ¢;
o =1

\%

1 < 1
= logy+— ) wilci—1)+— > willoge; —ci+1).
AT

Since Y cy; = > x; = yn, ¥ yi(c;—1) = 0. The function h(z) = logz —x on the interval
[1 — 4,1+ §] has one critical point, a maximum at x = 1, and therefore its minimum in
this interval occurs at one of its endpoints. We claim that h(1 — ) < h(1 + 0). Indeed,
this is equivalent to e < (140)/(1 —d) =1+ > 22, 267, Since €* =1+ 32 (25)7/5!
and (20)7 /4! < 267 for all j > 1 with strict inequality for j > 2, this proves that h(1—4) <
h(1+¢6) for 6 € [0,1). Therefore logc; —¢; +1 > log(1 — ) + 6 for all i € [n], which gives

longiﬁ > logy +log(l —§) + 0.
i=1

Exponentiating gives the lemma. O]

Remarks. As ¢ — 0, (1 —§)e® =1 — 162+ O(6%). If nis even, y; = 7 for all i < n and

z; = (14 6)y for i < $n and x; = (1 —0)7 for i > in, then as § — 0,

Y

[[o =(1— )iy =1- %52 +0(5%).

i=1
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This shows the bound in Lemma 4 is asymptotically tight as § — 0. Note that if 6 = 0,
then [[, 2%/ > « directly from Jensen’s Inequality.

=11

4 Proof of Theorem 1

We prove Theorem 1 by induction on n. Let G be an n-vertex graph with average degree
d > t. Theorem 1 states Np(G) = (1 — eq)n(d);. If t < d < 16t then 1 — g4 < 0 and
so Theorem 1 is true in this case. This also proves the theorem when n < 16t2. Suppose
d > 16t%. If k is the minimum degree of G, we consider the two cases k < d/8 and k > d/8
separately.

Case 1. k < d/8. In this case, remove from G a vertex of degree k to get a graph H with
n — 1 vertices and average degree at least

2 (d—n—c—l>>d+nd S >d+3—d-:d’.

n—1\2 8 -1 4(n-1) dn

By definition of d’,

(n—1d(d -1 = (n—1)(d+3%)(d—1+3)
= =)+ -
> nd(d—1)+ id®> — 1d&
> nd(d—1).
From the second to the third line, we used 3d/4n > 9d?/16n? since d < n, and 15d*/16n <

d*/n. Recall ¢4 = (4t)°/d*. Note also d’ > d > t, so by induction, and since 1 —e4 > 1—¢4
for d' > d,

NT(H) 1-— €d/) . (n — 1)(d/)t

(
(1—eq) (n—1)d'(d —1) (d—2)s
(
(

VoV WV

1—eq)-ndd—1)-(d—2);-9

The proof is complete in this case.

Case 2. k > d/8. We apply Lemma 4 and Theorem 3. By Theorem 3, shifting the range
of summation from 3 <i<t+1toje [t—1],

t—1 _
Nr(G) > nd [] [ (d(w) — )@, (11)

veV j=1

() < < (=)

J

By (3), for all j € [t — 1],
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Since (1—z)! >1—atfor0 <z <Tland (1+2) <1+ 2xtfor 0 <z <1/t

2 1 2t2

Since 2t%/(k —t) < 4t*/k is easily true for k > d/8 > 2t?, letting § = 4¢?/k we obtain

1
0j12(v)

for all j € [t — 1]. Now we use Lemma 4. Fixing j € [t — 1], let x,; = d(v) — j and let
Yo = (d(v) — 7)0j42(v) for v € V. Then

—1(<5

Ly,j ‘ _

y'l) ’j

Furthermore, from (2) in Theorem 3,

LS s = S w) ~ eal) =d == S (dw) ) = S

veV veV veV veV

Also 2, ; =2 d(v) —j > k—1t >0 and vy, ; = 0j42(v)z,; = 0. Therefore all the conditions
of Lemma 4 are satisfied, and so for each j € [t — 1], Lemma 4 with v = d — j gives

Yv,j

[[57" = @=6)e(d-j).

veV
Applying this for each j € [t — 1] to (11) gives

Np(G) > nd ﬁa —0)e’(d — j) = n(d)y - (1 — &) Lelt=19,

=1

Finally, using (1 —d0)e? > 1 — 62 and (1 —6%)""1 > 1 — ¢,

(1 . 5)t—1e(t—1)6 > (1 . 52)(15—1)
> 1-1t6°
5
_ g o2
k2
2 1-— Ed-
From the third line to the fourth, we used k > d/8. This completes the proof. U
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5 Concluding remarks

e Theorem 1 can be improved if structural information on G is given. For instance, if G
is an n-vertex triangle-free graph of average degree d, and T is the t-edge path, then one
can adapt the proof of Theorem 1 to obtain

Nr(G) > (1 - O(5)nd [~ [£])

A disjoint union of complete bipartite graphs K, 4 shows this is tight up to the factor
1— O(Z—Z). It is plausible as in Conjecture 1 that this construction has the fewest copies
of T amongst all triangle-free graphs of average degree d, when d is large enough.

e Fix a tree T' with t edges and degrees 1,dy, ds, ..., d; in a breadth-first labelling starting
with a leaf. A local isomorphism of T in a graph G is a neighbourhood preserving em-
bedding of 7" in G i.e. a map ¢ : V(T) — V(G) such that if ¢(z) = v for some z € V(T),
then ¢(y) # ¢(z) whenever y, z € Nr(x) are distinct. Using the method of Theorem 3,
one can show that the number of local isomorphisms of 7" in G is at least

nd TT T () — 1),

veV i=1

If G has minimum degree say at least 2¢, and average degree d, it is possible to show that
the above expression is at least

t—1
nd ] [(d = 1)4-1.
=1

If T is a path, then we recover the main result of [1] stating that the number of non-
backtracking walks of ¢ edges in G is at least nd(d — 1)'~'. Furthermore, the bound is
tight since equality is achieved for any d-regular n-vertex graph. Finally, if G has girth at
least diam(7"), then every local isomorphism of 7" in G is an isomorphism, so we obtain
the lower bound

t—1
N7 (G) = nd ] [(d = 1)4,-1.
=1

Again, this is tight for any d-regular graph of sufficiently large girth.
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