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Abstract
In this paper, we study a shape optimization problem in two dimensions where the objective function

is the convex combination of two sequential Steklov eigenvalues of a domain with a fixed area constraint.
We show the existence of the optimal domain and the nondecreasing, Lipschitz continuity, and convexity
of the optimal objective function with respect to the convex combination constant. On one-parameter
family of rectangular domains, asymptotic behaviors of lower eigenvalues are found. For general shapes,
numerical approaches are used to find optimal shapes. The range of the first two Steklov eigenvalues
are discussed for several one-parameter families of shapes including Cassini oval shapes and Hippopede
shapes.

Keywords: Steklov eigenvalues, extremal eigenvalue problem, shape optimization, spectral
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1 Introduction
Steklov eigenvalue problems have attracted many attentions lately due to their distinct properties from
Dirichlet-Laplacian eigenvalue problems and their potential applications in wave problems. Steklov eigen-
value problems arise in the study of real physical phenomena. For examples, Steklov problems were used to
model the vibrations of a vertical pendulum consisting of a bob suspended by a wire [1] and the oscillation
of the fluid inside a container [27, 26, 30, 24, 8, 12].

Let Ω ⊂ R2 be a bounded open set with Lipschitz boundary ∂Ω, and (λk, uk) denote the k−th eigenpair
of the Steklov eigenvalue problem {

4u(x) = 0 in Ω,
∂u
∂n = λu on ∂Ω,

(1.1)

where4 is the Laplace operator and ∂u
∂n = n̂·∇u is the directional derivative in the outward normal direction

n̂. The Steklov problem (1.1) has a countable infinite set of eigenvalues which are greater than or equal to
zero. We arrange them as 0 = λ0(Ω) < λ1(Ω) ≤ λ2(Ω) ≤ · · · ≤ λk(Ω) ≤ · · · → ∞ and denote uk as the
corresponding eigenfunction in the Sobolev space H1(Ω). The variational characterization of the eigenvalues
is given by

λk(Ω) = min
v∈H1

{∫
Ω
|∇v|2 dx∫
∂Ω
v2ds

:

∫
∂Ω

vui = 0, i = 0, . . . , k − 1

}
. (1.2)

The eigenfunctions uk are normalized so that ∫
∂Ω

u2
k = 1. (1.3)

∗E-mail: weaam.alhejaili@cgu.edu; Address: Institute of Mathematical Sciences, Claremont Graduate University, Claremont,
CA 91711; E-mail:waalhejali@pnu.edu.sa; Address: Department of Mathematical Sciences, College of Sciences, Princess Nourah
bint Abdulrahman University, Riyadh, Saudi Arabia.
†E-mail: ckao@cmc.edu; Address: Department of Mathematical Sciences, Claremont McKenna College, Claremont, CA

91711. This author’s work is supported in part by a collaboration grant for mathematicians from Simons Foundation 514210
in 2017-2018 academic year and a NSF grant DMS-1818948.

1



Furthermore, Steklov eigenvalues satisfy the homothety property λk(tΩ) = t−1λk(Ω). This gives λk(tΩ)
√
| tΩ | =

λk(Ω)
√
| Ω |. Instead of fixing the area | Ω |, we consider the γ−parameterized shape optimization problem

of maximizing the convex combination of sequential area-scaled Steklov eigenvalues,

Jk,γ(Ω) =:
{

(1− γ)λAk (Ω) + γλAk+1(Ω)
}

where λAk (Ω) = λk(Ω)
√
| Ω | (1.4)

for a given integer k and a given γ ∈ [0, 1].
Here we review some shape optimization results of Steklov eigenvalues for different objective functions.

In 1954, R. Weinstock [31] proved that

λ1(Ω) ≤ 2π

| ∂Ω |
(1.5)

where Ω is an open, bounded, and simply-connected domain in R2. The equality in (1.5) holds if and only
if Ω is a circle. Incorporating the classical isoperimetric inequality | ∂Ω |2≥ 4π | Ω | leads to

λA1 (Ω) = λ1(Ω)
√
| Ω | ≤

√
π.

For higher eigenvalues, Hersch, Payne, and Schiffer [23, Equation (3”)] proved that

sup{λk(Ω) | ∂Ω |} ≤ 2πk, k ∈ N.

This bound was proved to be sharp by Girouard and Polterovich [20] and it is attained by a sequence of
simply connected domains degenerating into a disjoint union of k identical balls. In 2011, the isoperimetric
inequality was generalized to arbitrary Riemannian surfaces by Fraser and Schoen [16].

The sum of squared reciprocal Steklov eigenvalues
∑∞
k=1 λ

−2
k for simply connected domains with a fixed

perimeter is also minimized by a disk [15]. In [22], it was proved that the ball maximizes the product of the
first n nonzero Steklov eigenvalues in Rn. In 2015, Girouard, Laugesen, and Siudeja [19] found the sharp
isoperimetric upper bound for the sum of the first k-th eigenvalues, partial sums of the spectral zeta function,
and heat trace for star-like and simply-connected domains via the quasi-conformal mapping. In [11], Brock
proved that, among domains of Rn of prescribed volume, the ball maximizes the first Steklov eigenvalue.

All of these optimization results are achieved by identifying the optimal shape and proved that it is the
desired optimizer. The existence of optimal domains that maximize general objective functions that depend
on Steklov eigenvalues is studied in [10]. However, for most of shape optimization problems, even when the
optimal shape exists, it cannot be identified explicitly in general. This motivates numerical approaches to
find the optimal shapes.

Recently, Bogosel [9] used fundamental solutions to compute the Steklov, Wentzell, and Laplace-Beltrami
eigenvalues and demonstrated that the ball is the maximizer for a variety of shape optimization problems.
Akhmetgalyev, Kao, and Osting [3] considered the problems of maximizing λAk among star-shaped domains
via boundary integral methods. Alhejaili and Kao [5] proposed an efficient spectral method to find the
Steklov eigenpairs and maximizes λAk based on conformal mappings.

To the author’s best knowledge, the convex combination of Steklov eigenvalues problem (1.4) has not
been studied. When γ = 0 or 1, it reduces to the maximization problem of Steklov eigenvalues studied in
[9, 2, 5]. In the case of Dirichlet-Laplacian eigenvalues λDk , the minimal convex combination was studied in
[32, 28, 29, 25]. It was found that the range of the first two Dirichlet-Laplacian eigenvalues are bounded by
two rays and a curve connecting their endpoints which were determined by studying the convex combination
of the first two Dirichlet-Laplacian eigenvalues.

The aim of this paper is to study the convex combination of Steklov eigenvalues problem (1.4). Theo-
retically, we investigate the existence of optimal domain and the nondecreasing, Lipschitz continuity, and
convexity of the optimal objective function with respect to the convex combination constant γ. To explain
the properties of (1.4) clearly and concisely, we study the behaviors of lower eigenvalues on a one-parameter
family of rectangular domains and corresponding shape optimization problems. For general star-shape do-
mains, we use numerical approaches including boundary integral methods [3] and spectral methods based on
conformal mappings [5] to find optimal shapes of (1.4) for k = 1 to 5. In addition, we explore numerically the
range of the first two Steklov eigenvalues (λA1 (Ω), λA2 (Ω)) for several families of simply-connected domains
including Cassini oval shapes and Hippopede shapes.
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The rest of the paper is organized as follows. In section 2, we present some analytical properties of (1.4)
and study Steklov eigenvalues on a one-parameter family of rectangular domains. In section 3, we study the
shape optimization problem (1.4) for two sequential Steklov eigenvalues λAk , λ

A
k+1 over a class of star-shaped

domains numerically. In section 4, we explore numerically the range of the first two Steklov eigenvalues
(λA1 (Ω), λA2 (Ω)) for several families of simply-connected domains. At the end, a brief discussion and possible
future directions are given.

2 Sequential Eigenvalues Problems
Here we first study several analytical properties of sequential Steklov eigenvalue problems on general domains
and then discuss Steklov eigenvalues on rectangles in particular and their asymptotic properties. We show
that, among all rectangular domains, the first area-scaled eigenvalue λA1 is maximized by a unit square and
the limit of the ratio of first two eigenvalues is 4 when the aspect ratio of width and length goes to zero.
The optimal rectangular shapes of (1.4) were found for k = 1 to 5 for a given set of γ ∈ [0, 1].

Proposition 1. For the admissible set, A =
{

Ω | Ω ⊂ R2 , bounded and Lipschitz, has finite perimeter, and
|Ω| = m} where m is a given constant and the objective function (1.4), define

J∗k,γ = sup
Ω∈A

Jk,γ(Ω) and Ω∗k,γ =
{

Ω ∈ A : Jk,γ(Ω) = J∗k,γ
}
.

1. (Existence of the optimal domain). For given k and γ, this maximization problem has at least one
solution Ω∗k,γ which is given by the union of at most p disjoint Jordan domains whose closures intersect
pairwise in at most one point. Moreover, every optimal set is bounded and contained in an optimal domain
satisfying the aforementioned properties.

2. The optimal value, J∗k,γ , is a nondecreasing, Lipschitz continuous, and convex function of γ.

Proof. (1) This proof can be obtained by adapting the results in [10, Theorem 6.4] by checking the objective
function

Jk,γ(Ω) = m ((1− γ)λk(Ω) + γλk+1(Ω))

which is not decreasing in λk and λk+1 and upper semi-continuous for any given γ ∈ [0, 1].
(2) (a) Let 0 ≤ γ1 < γ2 ≤ 1 and Ωγ1 ∈ Ω∗k,γ1 . Assume that J∗k,γ1 > J∗k,γ2 . Then J∗k,γ1 > J∗k,γ2 ≥

Jk,γ2(Ωγ1) ≥ Jk,γ1(Ωγ1) since Jk,γ is nondecreasing in γ. However, this contradicts that Ωγ1 ∈ Ω∗k,γ1 . Thus
J∗k,γ is nondecreasing in γ.

(b) Assume Ω1 ∈ Ω∗k,γ1 and Ω2 ∈ Ω∗k,γ2 , respectively. Since

J∗k,γ2 − J
∗
k,γ1 = Jk,γ2(Ω2)− Jk,γ1(Ω1)

= Jk,γ2(Ω2)− Jk,γ1(Ω2) + Jk,γ1(Ω2)− Jk,γ1(Ω1)

≤ Jk,γ2(Ω2)− Jk,γ1(Ω2)

= (γ2 − γ1)
(
λAk+1(Ω2)− λAk (Ω2)

)
which shows that J∗k,γ is Lipschitz continuous with Lipschitz constant λAk+1(Ω2)− λAk (Ω2).

(c) The proof of convexity is done by contradiction. Let γα = (1− α) γ1 + αγ2 for α ∈ (0, 1) and note
that for any Ω,

Jk,γα(Ω) = (1− α) Jk,γ1(Ω) + αJk,γ2(Ω).

Let Ωα ∈ Ω∗k,γα and suppose that
J∗k,γα > (1− α) J∗k,γ1 + αJ∗k,γ2 .
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Then

Jk,γ2(Ωα) =
1

α
Jk,γα(Ωα)− (1− α)

α
Jk,γ1(Ωα)

≥ 1

α
Jk,γα(Ωα)− (1− α)

α
J∗k,γ1

>
1− α
α

J∗k,γ1(Ω) + J∗k,γ2 −
(1− α)

α
J∗k,γ1(Ω)

= J∗k,γ2

which contradicts the optimality of J∗k,γ2 . This shows that J
∗
k,γ2

is a convex function of γ.

2.1 Steklov Eigenvalues and Eigenfunctions on Rectangular Domains
Consider a class of one parameter rectangular domains Ra := (−1, 1)× (−a, a) ⊂ R2. The aspect ratio of the
rectangle is a ∈ (0, 1] and the area of the rectangle is given by | Ra |= 4a. As discussed in [6] by using the
method of separation of variables, Steklov eigenpairs (λk, uk) of (1.1) on Ra can be found and summarized
in eight difference cases which are listed in Table 1. Steklov eigenvalues and eigenfunctions are arranged
according to the symmetry of eigenfunctions with respect to variables x and y. In Table 1, eigenfunctions
are listed in the second column, eigenvalues are listed in the fourth column in which each ν > 0 has to
satisfy the corresponding condition listed in the third column. The last column indicates the corresponding
eigenvalue curve colors and styles in Figure 2.4(A). It is interesting to see that, when a→ 0, IV(2) (blue solid
curves) give odd eigenvalues while I(2) (red solid curves) give even eigenvalues. When a → 1, eigenvalues
of I(2) (red solid curves) and III(2) (green solid curves) are asymptotically close to each other. In addition,
eigenvalues of IV(2) (blue solid curves) and II(2) (black solid curves) are asymptotically close to each other
for odd k ≥ 3. In Figure 2.1, we show the first ten eigenfunctions for R0.2.

Class Eigenfunctions uk Condition on ν Eigenvalues λk Curves in Figure 2.4(A)
I(1) cosh(νx)cos(νy) tan(aν) = -tanh(ν) ν tanh(ν) red dash
I(2) cos(νx) cosh(νy) tan(ν) = -tanh(aν) ν tanh(aν) red solid
II(1) sinh(νx) sin(νy) tan(aν) = tanh(ν) ν coth(ν) black dash
II(2) sin(νx) sinh(νy) tan(ν) = tanh(aν) ν coth(aν) black solid
III(1) cosh(νx) sin(νy) tan(aν) = coth(ν) ν tanh(ν) green dash
III(2) cos(νx)sinh(νy) tan(ν) = -coth(aν) ν coth(aν) green solid
IV(1) sinh(νx)cos(νy) tan(aν) = -coth(ν) ν coth(ν) blue dash
IV(2) sin(νx)cosh(νy) tan(ν) = coth(aν) ν tanh(aν) blue solid

Table 1: The eigenfunctions and eigenvalues on rectangles Ra.

Figure 2.1: The first ten eigenvalues and their corresponding eigenfunctions on the rectangle R0.2.

When a = 1, Ra is a square. Due to symmetry, the aforementioned eight cases can be reduced to
four cases as discussed in [17]. The results are summarized in Table 2 and the first ten eigenvalues and
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eigenfunctions are shown in Figure 2.2. In this case, there is an additional eigenfunction xy corresponding
to the eigenvalue 1.

Eigenfunctions uk Condition on ν Eigenvalues λk
xy 1

cosh(νx)cos(νy)
tan(ν) = − tanh(ν) νtanh(ν)

cos(νx) cosh(νy)
sinh(νx) sin(νy)

tan(ν) = tanh(ν) νcoth(ν)sin(νx) sinh(νy)
cosh(νx) sin(νy)

tan(ν) = coth(ν) ν tanh(ν)sin(νx)cosh(νy)
cos(νx)sinh(νy)

tan(ν) = − coth(ν) ν coth(ν)
sinh(νx)cos(νy)

Table 2: The eigenfunctions and eigenvalues on the square R1.

Figure 2.2: The first ten eigenvalues and their corresponding eigenfunctions on the square R1.

Lemma 2. The first eigenvalue λA1 of rectangle Ra, a ∈ (0, 1] is determined by case IV(2) in Table 1.

Proof. To explain the idea clearly, in Figure 2.3, we plot the functions that are used to determine the
conditions on ν in Table 1 for a = 0.1. It is observed that the first intersection ν1 > 0 of two curves
happens when IV(2) tan (ν1) = coth (aν1) is satisfied for ν1 ∈ (0, π/2). This is true because, for a sufficiently
small ε, there is a unique ν1 ∈ [ε, π2 − ε] such that tan (ν1) = coth (aν1) due to the Intermediate Value
Theorem and monotonicity. Furthermore, it is observed the rest of intersection happens at ν > ν1. Since
tanh (aν) ≤ tanh (ν) < 1 < coth(aν) ≤coth(ν) for all ν and a ∈ (0, 1], this implies that

νtanh (aν) ≤ νtanh (ν) < ν < νcoth(aν) ≤νcoth(ν)

for all ν and a ∈ (0, 1]. This ordering property tells us that the first eigenvalue λ1 is determined by IV(2) so
does the first area-scaled eigenvalue λA1 . To show that the rest of intersection happens at ν > ν1, we discuss
each case. For cases I(1), I(2), III(2), and IV(1), there is no intersection on (0, π/2) due to the positivity
of tan(ν) and tan(aν) and negativity of − coth(ν) and − coth(aν). For case II(2), there is no intersection
on (0, π/2) because tan(ν) − tanh(aν) is a monotone increasing function. For case III(1), the intersection
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Figure 2.3: The conditions on ν as defined in Table 1 for a = 0.1.

of tan(aν) and coth(ν) is monotone decreasing in a. When a = 1, ν = ν1. Thus if a < 1. ν > ν1. For
case II(1), the intersection of tan(aν) and tanh(ν) is monotone decreasing in a too. Furthermore, there is
no intersection when a = 1 and ν < π

2 . In this case, the intersection must only occur when ν > ν1. This
concludes the proof.

Lemma 3. The first non-zero area-scaled eigenvalue λA1 of Ra is a monotone increasing function on the
interval (0, 1]. The square R1 maximizes the first Steklov eigenvalue λA1 among all rectangular shapes Ra
where a ∈ (0, 1].

Proof. From Lemma 2, we know that, for a sufficiently small ε, there is a unique ν ∈ [ε, π2 − ε] such that
tan (ν) = coth (aν) due to the Intermediate Value Theorem and monotonicity. The determining condition of
ν can be rewritten as ν tanh(aν)− ν coth(ν) = 0 which can be easily linked to the first non-zero eigenvalue
λ1 = ν tanh(aν).

Let 1 ≥ a1 > a2 > 0 and define D(a, ν) = νtanh(aν)− νcot(ν). Denote ν1 and ν2 ∈ (0, π/2) are roots of
D(a, ν) = 0 for different a1 and a2. Thus, D(a1, ν1) = 0 and D(a2, ν2) = 0. It is clear that D is a monotone
increasing function of a when ν is fixed. Similarly, D is a monotone increasing function of ν when a is fixed.
Since a1 > a2, and D(a1, ν1) = 0, this implies that D(a2, ν1) < 0. Furthermore, D(a2, ν2) = 0, thus ν1 < ν2.
Since λ1 = νtanh(aν) =νcot(ν) and ν cot(ν) is a monotone decreasing function, we have λ1(ν1) > λ1(ν2).
Thus, λ1(a) is a monotone increasing function on the interval (0, 1] so is λA1 as the square root of the area√

4a is also an increasing function of a.

Inspired by this lemma, we conjecture that n−cube is the maximizer among n−orthotope (hyperrectan-
gles) in Rn. Note that Brock [11] proved that, among domains of Rn of prescribed volume, the ball maximizes
the first Steklov eigenvalue.

2.2 Asymptotic Behavior of λAk for Rectangles
Based on Figure 2.4(A), we notice that when a is small enough, the lower eigenvalues are determined by
either case IV(2) (blue solid curves) or case I(2) (red solid curves) and these eigenvalues approach to zero
when a → 0. For the eigenvalues which are determined by other cases, the values seem divergent. In the
following, we explore asymptotic properties of eigenvalues in cases IV(2) and I(2).

Lemma 4. For any given k ∈ N+, the eigenvalues λAk of rectangular shapes Ra satisfy the following asymp-
totic expansion

λAk =
k2a

3
2π2

2
+O(a

5
2 ), a→ 0.
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Proof. We discuss odd eigenvalues determined by case IV(2) and even eigenvalues determined by case I(2),
respectively. For case IV(2) in Table 1, the determining condition tan(ν) = coth(aν) is equivalent to

tanh(aν) = cot(ν). (2.1)

When a is small, the first zero ν1 > 0 will be close to π
2 due to monotonicity of cot(ν) and cot(π2 ) = 0.

Due to the periodicity of cot(ν), the rest of roots νn will be close to (2n−1)π
2 . The νn tan(aνn) gives λ2n−1

eigenvalues.
Denote yb = bπ

2 − νn with b = 2n− 1 and compute the Taylor expansion of (2.1) near yb = 0 and a = 0.
The second order expansion leads to a linear equation for yb

(1 + a)yb −
abπ

2
= 0

which gives

yb =
abπ

2(1 + a)
.

Since λA2n−1 =
√

4a νn tanh(aνn) ≈ 2a
3
2 ν2
n, we obtain

λA2n−1 ≈ 2a
3
2

(
bπ

2
− abπ

2(1 + a)

)2

≈ a
3
2 b2π2(1− 2a)

2

in which we use 1
1+a ≈ 1− a as a→ 0. This gives

λA2n−1 =
(2n− 1)

2
a

3
2π2

2
+O(a

5
2 ), a→ 0.

For case I(2) in Table 1, the determining condition is

tan(ν) + tanh(aν) = 0. (2.2)

When a is very small, the roots νn are close to nπ and νn tanh(aνn) gives λ2n eigenvalues. Denote yc = cπ−νn
with c = n ∈ N+ and compute the Taylor expansion of (2.2) near yc = 0 and a = 0. The second order
expansion leads to a linear equation of yc

(1 + a)yc − acπ = 0

which gives
yb =

acπ

1 + a
.

Since λA2n =
√

4a νn tanh(aνn) ≈ 2a
3
2 ν2
n, we obtain

λA2n ≈ 2a
3
2

(
cπ − acπ

1 + a

)2

≈ 2a
3
2 c2π2(1− 2a)

in which we use 1
1+a ≈ 1− a as a→ 0. This gives

λA2n =
(2n)

2
a

3
2π2

2
+O(a

5
2 ), a→ 0. (2.3)

In summary, for any given k ∈ N+, the eigenvalues λAk of rectangular shapes Ra satisfy the following
asymptotic expansion

λAk =
k2a

3
2π2

2
+O(a

5
2 ), a→ 0.
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Lemma 5. The ratio of the first and second Steklov eigenvalues satisfies the following asymptotic expansion

lim
a→0

λA2
λA1

= 4.

Proof. This result follows immediately as

lim
a→0

λA2
λA1

=
22π2a3/2

2
12π2a3/2

2

= 4.

2.3 Combination of Sequential Eigenvalues on Rectangles
In this section we study the γ−parameterized shape optimization problem of maximizing the convex com-
bination of two sequential Steklov eigenvalues in the class of one parameter rectangular domains Ra. Based
on Table 1, eigenvalues λk for rectangles Ra with different values of a can be determined by a root finding
algorithm. In Figure 2.4(A) the area-scaled eigenvalues λAk (Ra) = λk(Ra)

√
4a are plotted for different values

of a. The curve colors and styles that are listed in Table 1 are used to visualize the behavior of eigenvalues
with respect to a ∈ (0, 1]. It is interesting to see that, when a is small enough, the lower odd eigenvalues are
determined by case IV(2) indicated by blue solid curves while the lower even eigenvalues are determined by
case I(2) indicated by red solid curves. We verify numerically that these eigenvalues follow the asymptotic
expressions which were proved in Lemma 4.

In Figure 2.4(B), the range of λAk is taken to be smaller than 2.4(A) in order to show clearly the lower
eigenvalues λAk , k = 1, . . . , 6. We recolor the curves in Figure 2.4(B) and labeled each λAk on top of each
curve. It is observed numerically that λA1 is a monotone increasing function which was proved in Lemma 3.

0 0.2 0.4 0.6 0.8 1

a

0

5

10

15

20

25

30

35

A

(a) (b)

Figure 2.4: (A) Eigenvalues λAk for rectangular domains Ra with a ∈ (0, 1] as defined in Table 1. (B)
The lower eigenvalues λAk . The black lines indicate the optimal values

(
a, J∗k,γ (Ra)

)
for k = 1, . . . , 5, and

γ ∈ [0, 1].

Now for a given γ ∈ [0, 1], we maximize the convex combination of two sequential Steklov eigenvalues λk
and λk+1 over a class of a−parameter rectangles. In Table 3, the optimal values J∗k,γ and the optimal aspect

ratios a are summarized. In Figure 2.4(B), black lines indicate optimal values
(
a, J∗k,γ (Ra)

)
for k = 1, . . . , 5.

In Figure 2.5(A-E), we plot optimal values J∗k,γ , k = 1, . . . , 5 with respect to different values of γ ∈ [0, 1]
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and their corresponding optimal rectangles. It is observed that a square is sometimes, but not alway, the
optimal rectangle. The red rectangles and red dots are used to highlight multiple optimal rectangles R∗a
which achieve the same optimal value J∗k,γ for the specific γ.

γ J∗1,γ a J∗2,γ a J∗3,γ a J∗4,γ a J∗5,γ a

0 1.3765 1 2.4297 0.4063 3.1291 0.2513 4.6473 1 4.7225 0.9718
0.1 1.3765 1 2.4297 0.4063 3.1292 0.2513 4.6473 1 4.7225 0.9718
0.2 1.3765 1 2.4297 0.4063 3.1293 0.2513 4.6473 1 4.7226 0.9717
0.3 1.3765 1 2.4297 0.4063 3.1294 0.2513 4.6473 1 4.7226 0.9717
0.4 1.3765 1 2.4314 0.4158 3.1301 0.2517 4.6473 1 4.8435 0.6084
0.5 1.5384 0.4063 2.4396 0.4158 3.3236 0.2517 4.6474 0.9718 5.0425 0.6084
0.6 1.7166 0.4063 2.4833 0.2513 3.5884 1 4.6623 0.9718 5.2415 0.6084
0.7 1.8949 0.4063 2.6448 0.2513 3.8531 1 4.6773 0.9718 5.4404 0.6084
0.8 2.0732 0.4063 2.8062 0.2513 4.1178 1 4.6922 0.9718 5.6394 0.6084
0.9 2.2514 0.4063 2.9677 0.2513 4.3825 1 4.7071 0.9718 5.8384 0.6084
1 2.4297 0.4063 3.1291 0.2513 4.6473 1 4.7220 0.9718 6.0374 0.6084

Table 3: The optimal values J∗k,γ and the maximizers R∗a for k = 1, . . . , 5 and γ ∈ [0, 1].
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Figure 2.5: The optimal values J∗k,γ for k = 1, . . . , 5 and γ ∈ [0, 1] are indicated as dots in the figures. For
each dot, its corresponding optimal rectangle R∗a is shown. The red rectangles and red dots are used to
highlight multiple optimal rectangles R∗a which achieve the same optimal value J∗k,γ for the specific γ.

2.3.1 Numerical Results and Observations

From Table 3 and Figure 2.5(A-E), we obtain the following conclusions. The optimal value, J∗k,γ , k = 1, . . . , 5
exists and is a nondecreasing, Lipschitz continuous, and convex function of γ as discussed in Proposition 1.
The optimal rectangle R∗a may not be unique. In Table 4, the values of γ are reported when several different
optimal rectangles R∗a exist and give the same optimal value J∗k,γ . For k = 1, . . . , 5, it is observed that the
optimal value, J∗k,γ is a constant function in the beginning of the interval γ ∈ [0, 1].
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k γ J∗γ,k a

1 0.4092 1.3765 0.4063 & 1
2(i) 0.3789 2.4297 0.4063 & 0.4158
2(ii) 0.5768 2.4459 0.2513 & 0.4158
3 0.4268 3.1301 0.2517 & 1
4 0.4989 4.6473 0.9718 & 1
5 0.3393 4.7225 0.6084 & 0.9718

Table 4: The optimal values (γ, J∗k,γ) , k = 1, . . . , 5 which are shown as red dotes in Figures 2.5 and their
corresponding optimal rectangles with different aspect ratios of a.

3 Shape Optimization Approach
In this section we study the shape optimization problem (1.4) for two sequential Steklov eigenvalues λk, λk+1

over a class of star-shaped domain Ωn.We solve the forward problem by finding the eigenpair (λk, uk) of (1.1)
using boundary integral methods [2, 13] for a given domain. To evolve a domain to the optimal shape, we
apply gradient-based optimization methods that require to compute the sensitivity of the objective function
with respect to the variation of parameters which are used to present the star-shaped domains.

We choose boundary integral methods due to their computational efficiency and spectral accuracy. Unlike
finite element methods [21, 7, 9] which require to discretize a given domain, boundary integral methods only
discretize the boundary of the domain. Furthermore, the optimization problems require changing of domains
which results in moving meshes in finite element approaches or incorporating other techniques to handle
moving domains.

3.1 Numerical Approaches
We consider a class of star-shaped domains which are parametrized as

Ω = {(r, θ) : 0 ≤ r 6 ρn(θ), θ ∈ [0, 2π]}, where ρn(θ) = a0 +
n∑
j=1

ajcos(jθ) + bjsin(jθ). (3.1)

Thus the initial shape that we choose depends on coefficients a0, aj , and bj for j ≥ 1. Given these coefficients,
we use boundary integral methods [13, 2, 3] to find Steklov eigenvalues and eigenfunctions. Instead of
discretizing the equation directly, boundary integral methods for solving Steklov problems represent an
eigenfunction u(x) based on a modified single layer potential and rewrite (1.1) into an integral eigenvalue
equation. The numerical quadrature rules which can provide spectrally accuracy are used to take care of
logarithmic singularity in the integral. See [13, 2, 3] for more details.

To find the optimal coefficients which represent the optimal domain, we first find the derivatives of Jk,γ
with respect to coefficients and then apply gradient-based optimization methods to minimize Jk,r by using
the optimization approach discussed in [3]. These derivatives are given in the following proposition.

Proposition 6. The derivatives of Jk,γ with respect to Fourier coefficients are

∂Jk,γ
∂aj

= (1− γ)
∂λAk (Ω)

∂aj
+ γ

∂λAk+1(Ω)

∂aj
,

∂Jk,γ
∂bj

= (1− γ)
∂λAk (Ω)

∂bj
+ γ

∂λAk+1(Ω)

∂bj
,

where
∂λAk (Ω)

∂aj
=
√
|Ω|
∫ 2π

0

((
|∇uk|2 − 2λ2

ku
2
k − λkκu2

k

)
+ λk(Ω)

1

2|Ω|

)
ρ(θ) cos(jθ)dθ,

∂λAk (Ω)

∂bj
=
√
|Ω|
∫ 2π

0

((
|∇uk|2 − 2λ2

ku
2
k − λkκu2

k

)
+ λk(Ω)

1

2|Ω|

)
ρ(θ) sin(jθ)dθ.

11



Proof. Consider the perturbation x 7→ x + tV where V is a vector field in the Sobolev space W 3,∞(Ω,R2)
and denote Vn = V · n̂ where n̂ is the outward unit normal vector. Assume that λk and λk+1 are simple,
based on the formula of shape derivative of λAk given in [14, 3, 5, 4] and the addition rule of derivatives, the
shape derivative of the combination of area-scaled sequential Steklov eigenvalues satisfies

J ′k,γ(Ω) = (1− γ)
(
λAk (Ω)

)′
+ γ

(
λAk+1(Ω)

)′
where ′ denotes the shape derivative and(

λAk (Ω)
)′

=
√
|Ω|
∫
∂Ω

((
|∇uk|2 − 2λ2

ku
2
k − λkκu2

k

)
+ λk(Ω)

1

2|Ω|

)
Vnds

where κ is the curvature of ∂Ω and uk is the corresponding normalized eigenfunction satisfying the normal-
ization condition (1.3). Since the velocities V corresponding to a perturbation of the j−th cosine and sine
coefficients are given by

∂x(θ)

∂aj
· n̂ =

ρ(θ) cos(jθ)√
ρ2(θ) + (ρ′(θ))

2
,

∂x(θ)

∂bj
· n̂ =

ρ(θ) sin(jθ)√
ρ2(θ) + (ρ′(θ))

2
,

the proposition is proved by using the chain rule and changing the integral in the polar coordinates along
boundary ∂Ω.

3.2 Numerical Results and Observation
In this section, we apply aforementioned computational methods to study the convex combination of sequen-
tial Steklov eigenvalues problem (1.4) among general star-shaped domains. We parametrize the boundary
with N = 256 points with a uniform grid in θ direction. In our calculation, we use 61 modes, i.e. ρ30 with
a0, aj and bj ,j = 1, . . . , 30. We initialize the shape with parameters a0 = 2.5, ak+1 = 0.5 and perturb
all coefficients by small random numbers to generate initial random shapes. The optimal values, J∗k,γ , for
k = 1, . . . , 5 are listed in Table 5 and the corresponding optimal shapes are shown in Figures 3.1, 3.2 and 3.3.
From these results, we confirm that the function J∗k,γ is a nondecreasing, Lipschitz continuous, and convex
function of γ as discussed in Proposition 1. For k = 1, . . . , 5, it is observed that the optimal value, J∗k,γ is a
constant function in the beginning of the interval γ ∈ [0, 1]. When γ = 0 or 1, we obtain optimal domains for
maximizing k−th eigenvalues that were presented in [9, 3, 5]. When k = 1, the optimal shape Ω∗1,γ is a circle
for a small enough γ and a two-fold symmetric shape for a large enough γ. When k = 4, the optimal shape
Ω∗4,γ has either 4-fold or 5-fold symmetry. For k = 2, 3, and 5, there is a transition from k−fold symmetry
to (k + 1)-fold symmetry on the optimal domains.

γ \ k 1 2 3 4 5
0 1.7725 2.9161 4.1453 5.2844 6.4964
0.1 1.7725 2.9161 4.1453 5.2844 6.4964
0.2 1.7725 2.9161 4.1453 5.2844 6.4964
0.3 1.7725 2.9161 4.1453 5.285 6.4964
0.4 1.7725 2.9161 4.1453 5.3073 6.4964
0.5 1.8775 2.9573 4.1453 5.3298 6.4964
0.6 2.0782 3.0185 4.1453 5.326 6.4964
0.7 2.2834 3.2412 4.2372 5.3755 6.5016
0.8 2.4919 3.5384 4.5552 5.599 6.6271
0.9 2.703 3.8402 4.9184 6.0439 7.1244
1 2.9161 4.1453 5.2844 6.4964 7.644

Table 5: The optimal values J∗k,γ for k = 1, . . . , 5 and γ ∈ [0, 1] for maximizing (1.4).
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Figure 3.1: J∗k,γ for k = 1, 2 and γ ∈ [0, 1].
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Figure 3.2: J∗k,γ for k = 3, 4 and γ ∈ [0, 1].
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Figure 3.3: J∗k,γ for k = 5 and γ ∈ [0, 1].

4 The Range of the First Two Steklov Eigenvalues (λA1 (Ω), λA2 (Ω))

This section focuses on estimating the range of the first two Steklov eigenvalues (λA1 (Ω), λA2 (Ω)) for a simply-
connected domain Ω. This range could be useful to obtain the bound of functions depending on λA1 and λA2 .
The range of the first two Dirichlet-Laplacian eigenvalues (λD1 (Ω), λD2 (Ω)) was discussed in [32] and found
to be bounded by two semi-infinite straight lines and a curve joining their end points. The curve can be
determined by investigating the convex combination of the first two Laplacian eigenvalues. In order to find
the range of the first two Steklov eigenvalues, we consider several one-parameter families of shapes including
Cassini oval shapes and Hippopede shapes.

4.1 Cassini Oval Shapes
The Cassini oval shapes are generated by using the conformal mapping

f(w) = αw(
2

1 + α2 − (1− α2)w2
)

1
2

that maps the unit circle to the Cassini oval. Here we show (λA1 (Ωα), λA2 (Ωα)) for α = 0.1 : 0.1 : 1.
When α = 1, f(ω) = ω which implies that the shape becomes a unit circle. The numerical estimation
of eigenvalues were obtained by solving the Steklov eigenvalue problem (1.1) for each shape via spectral
methods based on conformal mappings ([5]) instead of boundary integral methods [3] since the conformal
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mapping is provided. We summarize the results in Table 6 and show the corresponding optimal shapes at
each point (λA1 (Ωα), λA2 (Ωα)) in Figure 4.1(A).

λAk \ α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
λA1 0.3273 0.4864 0.6510 0.8216 0.9942 1.1648 1.3297 1.4867 1.6345 1.7725
λA2 2.0850 2.3963 2.6889 2.8885 2.6739 2.4565 2.2551 2.0744 1.9141 1.7725

Table 6: (λA1 (Ωα), λA2 (Ωα)) of the Cassini oval shapes for different α.

4.2 Hippopede Shapes
We generate Hippopede shapes by using the mapping

f(w) =
2αw

1 + α+ (1− α)w2

where α ∈ {1/100, 1/16, 1/9, 1/4, 1/2, 3/4, 1}. This example was discussed in [18]. The Hippopede is a circle
when α = 1 while it approaches to two touching disks when α → 0. By using the same methods that were
applied to Cassini oval shapes, the eigenvalues (λA1 (Ωα), λA2 (Ωα)) for the Hippopede shapes are shown in
Table 7 and the corresponding optimal shapes are shown at each point (λA1 (Ωα), λA2 (Ωα)) in Figure 4.1(B).

λAk \ α 1/100 1/16 1/9 1/4 1/2 3/4 1
λA1 0.4782 0.6988 0.8138 1.0490 1.3536 1.5866 1.7725
λA2 2.5098 2.5307 2.5362 2.4720 2.2139 1.9646 1.7725

Table 7: (λA1 (Ωα), λA2 (Ωα)) of Hippopede shapes for different α.
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Figure 4.1: (A) (λA1 (Ωα), λA2 (Ωα)) for Cassini oval shapes . (B) (λA1 (Ωα), λA2 (Ωα)) for Hippopede shapes.

In Figure 4.2, in addition to the points we get from Cassini and Hippopede shapes, we plot the first two
Steklov eigenvalues (λA1 (Ω), λA2 (Ω)) of the optimal shapes that maximized the k−th Steklov eigenvalue in the
class of star-shaped domains [3, 5, 9]. This gives λA1 ≤ 1.7725 which is achieved by a disk and λA2 ≤ 2.9161
which is achieved by a two-fold symmetry shape. For the optimal shape that maximized the k−th Steklov
eigenvalue, the first two eigenvalues are the same, i.e. λA2 = λA1 , for k ≥ 3. It is observed that the Cassini
oval and Hippopede shapes provide points in between upper bounds of λA1 and λA2 . Furthermore, we plot the
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eigenvalues (λA1 (Ra), λA2 (Ra)) corresponding to the rectangular domain Ra that were found in section 2.1
and confirm numerically that the ratio of the first two eigenvalues λA2 (Ra)/λA1 (Ra) of rectangles approach
to 4 when a→ 0. We also observe that λA2

λA1
≈ 6.3703 is achieved by Cassini oval shapes when α = 0.1. Note

that the shape that consists of two disjoint balls has λ0 = λ1 = 0, and λ2 =
√

2π. Unlike the Dirichlet-
Laplacian eigenvalue problem, the maximization of the ratio of the first two Steklov eigenvalue problems is
not a well-posed problem.

In the beginning of this project, we thought that studying convex combination of first two Steklov
eigenvalues will reveal precisely the range for the first two Steklov eigenvalues as people found out the
range of the first two Dirichlet-Laplacian eigenvalues λDk . It turns out that the optimizers shown in 3.1(A)
are either a circle or a peanut shape which provides eigenvalues (λA1 (Ω), λA2 (Ω)) close to (1.7725, 17725) or
(0.7771, 2.9161). We can only obtain numerical bounds which are given by (1 − γ)λA1 (Ω) + γλA2 (Ω) = J∗1,γ
without knowing all possible shapes that lie on the boundary of the range of (λA1 (Ω), λA2 (Ω)). See gray lines
in Figure 4.2 and the numerical approximation of optimal shapes for max J1,γ which are indicated by green
triangles. It would be interesting to determine the precise range of (λA1 (Ω), λA2 (Ω)) and the corresponding
shapes that lie on the boundary of the range which will be pursued in future study.
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