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ABSTRACT 
Alcoholics Anonymous (AA) is the largest grassroots peer sup-
port group for any health condition. While AA meeting attend-
ance is particularly important for people who are newly sober, 
newcomers often have trouble finding meetings because of a lack 
of global up-to-date meeting list due to preference for regional 
autonomy in AA’s organizational structure. Detection of region-
al webpages containing meetings and extraction of day, time, 
and address of meetings from those pages are essential steps in 
making the information available and up-to-date in a global 
meeting list. However, varied structure of the webpages and the 
meetings pose challenges in achieving the goal with traditional 
information retrieval methods. In this paper we propose HAIR: a 
semi-automated human-aided information retrieval technique 
and explore its potential to solve this problem. We describe fu-
ture directions in developing this critical tool and discuss major 
implications of our work in pointing to the importance of con-
text-specific rather than context-agnostic semi-automated in-
formation retrieval techniques by conceptualizing the proposed 
methods and results in a broader context. 

CCS CONCEPTS 
• Information systems → Information retrieval → Users 
and interactive retrieval • Human-centered computing → 
Collaborative and social computing 
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1 INTRODUCTION 
Jane just got out of a rehab. As a next step, her counselor 

has suggested that she attend multiple AA meetings per week 
in her first year of recovery. She finds a meeting finder app, in-
stalls it on her phone, and searches for a nearby meeting. She 
drives for 30 minutes only to find out that the meeting is not 
happening there anymore (turns out the meeting information 
in the app was gathered over a year ago)! Frustrated and con-
fused, Jane even thinks that maybe it’s a “sign” that she should 
go back to drinking. Luckily, she doesn’t give up, after some 
more search, calling a hotline, and finding an updated webpage 
of meetings in her town she is finally able to find and attend 
another meeting. “How many people aren’t as lucky?” she 
thinks. 

Alcohol Use Disorder (AUD) is a prevalent and high-impact 
health condition. It is estimated to cost the United States $249 
billion per year, with 6.2% of Americans developing an AUD 
[50]. Treatments for recovery from AUD are most effective when 
clinical intervention is coupled with long-term maintenance 
programs [19]. Alcoholics Anonymous (AA) is one of the most 
effective and popular maintenance programs [12]. It is a free 
peer-based social support program that offers over fifty thou-
sand face-to-face group meetings worldwide for people strug-
gling with AUD. While AA meetings have the potential for posi-
tive impact on people’s chances of long-term recovery [31], the 
illustrative scenario above depicts a critical problem that could 
be encountered by anyone new to recovery or new to a geo-
graphic location. There is evidence that approximately 90% of 
alcoholics are likely to experience at least one relapse over the 4-
year period following treatment [3], and Jane could have easily 
been one of them if she had given after being misdirected with 
outdated meeting data. 

Individual AA groups value autonomy, and they typically op-
erate at a local level (e.g. county, city, town, etc.). One conse-
quence of this level of autonomy is inconsistency in how local 
groups make their meeting information available (e.g., different 
regional AA websites contain meeting information in different 
formats and structures) and a lack of a national or global meet-
ing list [36,48]. Designing a static meeting finder will not solve 
the problem since it would soon become outdated whenever any 
of the regional websites updates any meeting details. Our long-
term goal is to create and maintain a searchable global “self-
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updating” AA meeting list by retrieving meeting information 
from all the regional websites, making it available in a searchable 
format, and having a systematic way for the list to self-update 
automatically at a regular interval. 

In this paper, we approach the technical challenges in ex-
tracting meeting information from all regional websites to 
achieve this goal. Although there has been extensive research on 
information retrieval from heterogeneous unstructured sources, 
the automated techniques may fall short in this context due to 
the diversity in the format and structure of the regional websites. 
Additionally, retrieving complete information often requires 
contextual knowledge. Integration of human computation 
(crowdsourcing) with automated IR approaches have produced 
better-quality results in knowledge acquisition tasks, and thus 
have the potential to be applied in solving the problem under 
consideration. In this paper we investigate the following re-
search questions:  

RQ1: What are the information retrieval challenges of devel-
oping a global self-updating AA meeting list? 

RQ2: How can we combine human computation with exist-
ing IR algorithms to provide a more accurate and scalable solu-
tion to develop the list? 

We answer these questions by proposing and evaluating a 
semi-automated Human-Aided Information Retrieval 
(HAIR) approach to information retrieval in community con-
texts like AA, that may empower the members of the community 
to work in concert with automated classification and retrieval 
algorithms.  

2    RELATED WORK 
The process of retrieving meetings from regional AA web-

sites includes classification to identify webpages that contain 
meeting lists and information retrieval to extract meeting details. 
We incorporated human computation techniques with the auto-
mated processes of classification and information retrieval. In 
this section, we describe relevant research in these three fields 
(classification, information retrieval, and human computation), 
and situate the opportunities for expanding on and combining 
these approaches in a single solution. 

2.1    Classification of Webpages 
Our proposed method includes classifying a regional AA 

website page as a “meeting page” (a page containing information 
about one or more AA meeting) or a “non-meeting page” (a page 
that does not). 

There have been extensive investigations in classifying dif-
ferent types of webpages using machine learning [29,43]. Most 
common models built to identify, categorize, and filter infor-
mation from webpages use supervised learning techniques (neu-
ral networks [2], support vector machines [18,38], etc.). In ser-
vice of better online search and web content management, re-
searchers constructed features based on the text content of URL 
addresses [11], structure and content of webpages (e.g., [6,34]), 
and aspects of neighboring pages [33,41]. We primarily followed 
methods from the first two categories to generate features for 
our machine learning model, as those are more relevant in this 
context. For the classification task (i.e., distinguishing a webpage 
containing a meeting list from a page that does not) we applied 
Random Forest with Bagging, since research suggests that this 
might be the most accurate technique in this kind of imbalanced 
binary classification problems [1].  

However, applying these techniques off-the-shelf is unlikely 
to provide expected accuracy in developing a self-updating glob-
al meeting list due to two reasons. The first reason is the diversi-
ty in the structure of local AA websites. There are many differ-
ent examples of structures, such as regional AA domains having 
seven different meeting pages (one for each day of the week) 
that need to be classified correctly to get a complete set of meet-
ing pages for that area. However, these pages may seem dissimi-
lar when fed to a model for classification, since there may be a 
day with dozens of meetings versus another day with just one or 
two meetings. The second reason involves contextual challenges 
in identifying meeting pages. AA meetings are not the only type 
of information page that includes addresses and times1 (e.g., of-
fice hours, non-recurring organizational meetings which are not 

                                                                 
1 Example: http://www.utahaa.org/calendar/calendar.php  

 
(a) Meetings represented as markers on a 
map. Clicking on a marker provides de-

tailed information about the meeting 

 
(b) Meeting list on a calendar 

 
(c) List of meetings on a webpage 

(each meeting consists of multiple 
rows of an HTML table) 

 
(d) Scanned image of a meeting list (uploaded 
as an image on one of the regional websites) 

Figure 1: Different structures of meeting pages on different regional domains 

http://www.utahaa.org/calendar/calendar.php


 

open to all, etc.). Automated processes do not contain domain 
knowledge and may fail to classify these pages accurately. 

2.2 Information Extraction from Unstructured 
and Semi-Structured Sources 

To extract meeting information (e.g., day, time, address) from 
meeting pages, we build on prior work from Information Re-
trieval (IR), particularly pattern detection techniques. Regional 
pages vary drastically in the type and structure of meetings on 
them (see Figure 1 for examples), necessitating our work to be 
situated in research on IR techniques from heterogenous un-
structured sources. 

Previously researchers have used natural language processing 
(NLP) [14], pattern matching [28], and machine learning 
[5,13,22], etc. for extracting data from heterogeneous semi-
structured or unstructured sources. Popular applications of these 
techniques, “named entity recognition” [30] and “temporal in-
formation extraction [26],” are relevant here, since we want to 
extract specific temporal entities (i.e., address, day, and time) 
associated with each AA meeting. Researchers have recently 
used natural language to extract temporal information (e.g., 
events) from unstructured text in social networking sites [35] or 
Wikipedia [20,44]. We followed and extended a modified version 
of the algorithm developed by Chang et al.  [5], in which the 
treelike structure of webpages and repetitive patterns were uti-
lized to extract multiple records of similar type. 

The above techniques may be used as a potential solution for 
retrieving meeting information, however two challenges reduce 
the success of off-the-shelf solutions. The first challenge is in the 
diversity in the format structures of each “meeting page.” Meet-
ings may be represented in different structures on different pag-
es, such as an HTML table row or combination of table rows, an 
event on a calendar, or even text on a scanned image. Automated 
algorithms may struggle to find and relate the correct details to a 
specific meeting. The second challenge involves the role of con-
text. Complete retrieval often depends on knowing how the page 
was accessed. For instance, some meeting pages provide an op-
tion of a dynamic search; relevant information about a meeting 
(e.g., time, area, type, etc.) may come from a selected option of a 
dropdown list. Existing methods may fail to understand this con-
text. 

2.3 Combining Human & Machine Intelligence 
Due to the limitations discussed in the previous subsections, 

we propose to combine human computation and machine intelli-
gence to get a better result than either could achieve alone. To 
leverage the “wisdom of the crowd,” we suggest recruiting 
crowd workers from a crowdsourcing marketplace to verify both 
the classified webpages and the automatically extracted meeting 
information and to identify missing information [39]. 

Human computation is a computer science technique in 
which a computational process performs its function by out-
sourcing certain steps to humans [46]. Recent research has been 
particularly interested in systems that leverage human and ma-

chine intelligence independently and/or in sequence, combining 
results from both sources [40,47]. For example in the field of ma-
chine learning, crowd workers have been employed to generate 
ground truth data and features and to validate results after clas-
sification [7,9]. Alternatively, other systems have utilized ma-
chine learning and classification techniques to filter low quality 
crowdsourced data [25,42,45]. However, it is not until recently 
that crowdsourcing has been combined with machine computa-
tions to improve accuracy of tasks that are difficult for either to 
perform independently [10]. This combination has been proved 
efficient in solving problems like video-captioning [16], cheating 
detection [24], acquiring street-level accessibility information 
[15], and building intelligent environments [21]. Researchers 
have also considered utilizing crowdsourcing to improve results 
in solving problems like data wrangling [17], collating data from 
multiple sources [8], and knowledge acquisition [27,47]. This 
process of pipelining computation results with human verifica-
tion is similar to the concept of “centaur chess” where each hu-
man player reviews possible results of candidate moves generat-
ed by a machine intelligence “teammate” before making the final 
decision and selecting the team’s move [4]. Centaur chess teams 
outperform both humans and computers acting alone. 

The limitations of existing automated IR techniques make our 
problem a good fit for combining human computing with ma-
chine intelligence. Classifying webpages and retrieving infor-
mation from probable meeting pages through algorithms may 
not always provide accurate and expected results, when such 
information is crucial. Moreover, incorporating human input 
with machine results has proven effective in cases where contex-
tual knowledge is important. Therefore, we propose HAIR: a 
human-aided information retrieval technique to address infor-
mation retrieval challenges in the context of developing a global 
self-updating peer support meeting list for AA.  

3 HAIR: HUMAN-AIDED INFORMATION 
RETRIEVAL 
In this section, we describe the process of obtaining the initial 

dataset (i.e., pages from regional AA websites), followed by the 
two steps of HAIR to develop the meeting list: classification of 
pages and retrieval of meeting records from meeting pages. 

3.1. Obtaining the Initial Webpages 
The official website of AA lists the homepage URLs for all re-

gional AA domains by the US state names [51]. Each of these 
domains usually consists of pages describing the AA program, 
weekly meetings in that region, non-recurring events, resources 
for newcomers in recovery, etc. We wrote a web scraping script 
using the Python Selenium library that:  
1. Extracts homepage URLs of the regional websites 
2. Recursively traverses through the links referenced by each 

homepage using depth-first search up to three levels. By 
manual inspection, we determined that meeting pages ap-
peared within three levels of the homepage 



 

 

3. Determines the MIME type for each of the pages and saves 
the URLs along with their types in a MySQL database  

Following this method, we obtained over 10,000 URLs by 
scraping 385 domains. This number does not match with the to-
tal number of AA regions throughout the US, since 207 regions 
listed their hotline numbers only. After filtering and removal of 
duplicates, we ended up with 9468 pages in total.  

3.2 Classification of Pages 
This phase consists of automatic classification of pages as 

“meeting page” or “non-meeting page” using a machine learning 
classifier and integrating human computation with the output of 
the classification model. 

3.2.1 Classification of Pages using Machine Learning 
Since AA websites contain other resources for recovery, only 

a small subset of the extracted URLs would refer to a meeting 
list. In order to efficiently reduce the number of pages to look for 
meeting records we developed a binary classification model. 

Ground Truth and Features. We selected a random subset 
containing 642 pages to train the classifier, making sure to pick 

at least one page from each regional domain. Each page was 
classified manually and independently by at least two research-
ers, with a 0 (non-meeting page) or a 1 (meeting page) value as 
the class. Cases of disagreement were discussed among research-
ers until consensus was reached. 452 and 190 pages were classi-
fied as nonmeeting pages and meeting pages respectively. 

From our experience of manually classifying hundreds of 
pages, we developed a list of possible page features to use in the 
classification. The set of final features included:  
• presence of the word “meeting” in the URL (e.g., 

http://aaminneapolis.org/meetings) 
• number of occurrences of word “meeting” in the text 
• proportion of occurrences of text structured as a time 
• proportion of occurrences of text structured as an address 
• number of occurrences of weekday names in the text 

We considered the proportions of days, times, and addressed 
since meeting pages often contain a larger number of times and 
addresses than the non-meeting pages regardless the format of 
the page. We considered proportions instead of raw numbers 
since number of meetings on a page can vary from very few to a 

 
Figure 2: Pipeline of HAIR (the page classification phase is on left, and the meeting information retrieval phase is on right) 

http://aaminneapolis.org/meetings


 

few hundreds. A Python script extracted these features from the 
9468 pages and saved them in the database. We applied appro-
priate methods for scraping different formats of webpages based 
on the MIME type. We considered eight different formats: 
HTML, PDF, Google Calendar, Google Map, Document (.doc, 
.docx, .xls, or .xlsx), Google doc, Google sheet, and images.  

Classification. This is an imbalanced classification problem 
[23] and we determined that the recall of the model is more im-
portant to consider in this context than precision. Misclassifying 
a meeting page may result in multiple meetings missing in the 
final global list. If a meeting page is misclassified with a high 
confidence (more on section 3.2.2), this page will not further be 
sent for crowdsourcing and hence this error cannot be recovered 
in latter stages of the pipeline. On the other hand, a misclassified 
non-meeting page will be either sent to crowd workers (if confi-
dence is low) or checked for presence of meetings in the next 
stage and eventually removed from consideration. Therefore, we 
cannot overlook the cost of misclassifying the meeting pages 
which are a small subset of the test instances. We tried out sev-
eral classification algorithms [1] using the Python WEKA wrap-
per to determine which one performs better with respect to re-
call and overall F1 score, selecting random bagging with forest. 

3.2.2 Integrating Human Computation 
Determining Which Pages to Send to Crowd Workers. We 

used a prediction margin with each classified instance, rating the 
confidence of the classifier associated with that prediction. We 
selected a cutoff value where the set of instances below the mar-
gin were sent for crowdsourcing and the remaining were accept-
ed as correct classification. We sorted the pages by prediction 
margin, inspected them to determine a threshold confidence that 
minimizes both the size of the set below the threshold (needing 
crowdsourcing) and the number of errors above the threshold 
(number of missed meetings), and selected the cutoff to be 90%. 

Interface of the Page Classification Task. We created a 
HIT (Human Intelligence Task) on Amazon Mechanical Turk 
(mTurk) [52], a crowdsourcing internet marketplace. The HIT 
description included instructions, examples of meeting and non-
meeting pages, and a link to the web interface that we developed 
for the crowd workers to label meeting pages (see the interface 
for page classification task in Figure 2). The web interface was 
developed using the Python Flask framework. For each HIT, it 
showed 20 random pages sequentially and asked the worker if it 
was a meeting page with “yes”, “no”, and “not sure” options. If 
workers selected “not sure,” they had to answer two or three 
additional questions to help us determine the label. 

Recruiting Workers and Filtering Results. We conducted 
several pilot experiments (both with mTurkers and non-
mTurkers who were undergraduate students) to refine the task 
design and description, to determine the pay per task, and to de-
fine a reasonable minimum time of task completion. 

Based on the number of pages needing to be crowdsourced 
(section 4.1), we had 971 assignments of the task. Each HIT had a 
payment of 50 cents to fulfill the minimum state wage require-
ment. We followed the majority voting scheme, with five differ-
ent workers labeling each page to determine the final class [10]. 

For ensuring label quality, we used best practices from previous 
work [49]. We only accepted answers from workers with greater 
than 50% accuracy. Additionally, we considered the amount of 
time (a minimum of 120 seconds based on the pilot experiments) 
a worker took to complete a HIT to avoid answers from un-
trustworthy workers. We disregarded and reassigned 51 HITs 
that did not meet this requirement. 

3.3 Retrieval of Meeting Information 
This phase consists of an automated pattern detection ap-

proach to retrieve meeting records from the pages obtained from 
the previous phase and crowdsourcing to identify missed meet-
ings if any and to validate the retrieved meetings. 

There is an absence of confident ground truth of meeting 
records for the global list, since there are about 60 thousand 
meetings overall. As a proof of concept, we applied the retrieval 
and crowdsourcing to the meeting pages from five different re-
gional websites in Minnesota. The ground truth consisted of 
1892 meetings from eight meeting pages in these domains. 

3.3.1. Automated Approaches for Meeting Retrieval 
We applied a pattern detection-based approach for identify-

ing meeting location on meeting pages and a regular expression 
approach to extract corresponding meeting records.  

Identification of Meeting Location on Meeting Pages. We 
used a combination of pattern detection techniques from existing 
Python libraries and from prior literature. This step was neces-
sary for pinpointing individual meeting records in a list of meet-
ings. For the webpages identified as meeting pages, we applied 
repetitive pattern detection technique described in [5]. The 
HTML content of the webpages was represented as a tree of 
HTML tags and similar patterns were extracted. About 60% of 
the meeting pages were of this type. For PDFs we used the Py-
thon PDFMiner library to determine text segments along with 
their coordinates. Any other types of document files were con-
verted to PDF and the same approach was followed. We utilized 
the Calendar API to extract multiple events from the meeting 
pages where a Google Calendar was located. We analyzed the 
image files using the Python Tesseract library and extracted co-
ordinates of text segments along with their content. 

Extraction of Meeting Information. We checked for pres-
ence of regular expressions of time, day, or address in the repeti-
tive patterns. If any of these aspects was missing from a pattern 
(e.g., the page may be accessed by selecting a particular day from 
a dropdown and we have to associate the day record with each 
of the meetings on the page), we searched that aspect in the sib-
lings and then in the parent of that pattern recursively in the 
pattern tree. All events from Google Calendars were initially 
considered as meetings. The text segments were checked with 
regular expressions from PDFs and images. We considered the 
coordinates of the neighboring text segments for missing aspect 
and assigned it from the segment that is in nearest (Euclidean) 
distance. All records were saved in the database.  

3.3.2 Integrating Human Computation 
We integrated crowdsourcing to edit incorrectly fetched in-

formation by the automated approach (validation) and to retrieve 



 

 

 Accuracy (%) Recall (%) F1 score (%) #of meeting pages 

ML 68 90.5 73.8 4268 
ML+HC 80.4 94 77.8 1275 

Table 1: Performance of the page classification 
  Classification Result <90% Confidence 

Meeting pages 4268 3569 
Non-meeting pages 4558 312 

Table 2: Number of pages needing human input 
 

 Accurately 
Identified 
Meetings 

Meetings identified with par-
tially correct info (e.g., wrong 

time, day, or address)  

Unidenti-
fied Meet-

ings 
IR 72.2 (1366) 10.9 (206) 16.9 (320) 
IR+HC 94.8 (1794) 3.2 (60) 2.0 (38) 

Table 3: % (number) of meetings from the Minnesota domains 
 

meetings that were not detected (identification). We created two 
different HITs on mTurk and developed corresponding interfaces 
using the Python Flask framework. 

Meeting Validation. The interface sequentially showed 10 
random meetings highlighted in yellow on corresponding 
webpages and asked the worker if it was a meeting record, with 
“yes” and “no” options (Figure 2). If workers selected “no” for a 
meeting, they were advanced to the next record. Otherwise, they 
were prompted to edit the automatically extracted details of the 
meeting if these did not match with highlighted record. 

Meeting Identification. The interface sequentially showed 
20 random meeting pages with the retrieved meetings highlight-
ed in yellow and asked the workers if they noticed any meeting 
as not highlighted, with “yes” and “no” options. If workers se-
lected “no” for a page, they were advanced to the next page. 
Otherwise, they would be asked to select a rectangle around any 
un-highlighted single meeting. We then retrieved corresponding 
information from the answers and fed this record to the valida-
tion task. Therefore, the next worker who seeing this page 
would have this meeting highlighted. We continued the task un-
til three workers had selected “no” for all the meeting pages, 
meaning all meetings on those pages were retrieved.  

Recruiting Workers and Filtering Results. After a round 
of pilot experiments we established the pay per task to be 60 
cents for both types of HIT, and the minimum HIT completion 
time to accept an answer to be 150 seconds for the meeting vali-
dation HIT and 120 seconds for the meeting identification HIT. 
We had 410 assignments of the meeting validation HIT and 75 
assignments for the meeting identification HIT. We followed 
majority voting scheme where three different workers labeled 
each meeting. However, for edited meeting information from the 
validation task, we considered both majority votes and com-
pleteness (e.g., a meeting address with vs without a zip). We had 
to disregard and reassign answers from 20 validation HIT and 31 
identification HIT that did not meet this requirement. 

4 Results 
We discuss the results of classification of pages and retrieval 

of meeting information and compare the results before and after 
enhancing with crowdsourcing. Additionally, we explain the 
results in terms of the effects in the context of AA. 

4.1 Classification of Pages 
The classifier reduced the number of pages to send to the 

crowd workers for meeting retrieval, while crowdsourcing sub-
stantially improved the accuracy of the classifier. 

We classified 8826 test pages (since 642 of the 9468 pages 
were used as training instances) with the supervised machine 
learning model (ML). The classifier output 4268 pages as “meet-
ing pages” (with ≥90% confident about 699 pages). The accuracy 
of the model is not as high as recall since we tried to maximize 
recall. Similarly, the classifier labels pages as non-meeting with 
more confidence so that there is a very low probability of mis-
classifying a meeting page (Table 2). Nonetheless, when we 
looked for sources of errors we noticed that many of the misclas-
sified meeting pages had very few meeting records and the pro-
portions of time and address present in the text content of those 
pages were lower compared to other meeting pages. Moreover, 
non-meeting pages listing events or other details that look like 
meetings (e.g., office hours) were misclassified as meeting pages.   

For enhancing the model with human computation (HC), we 
selected the 3569 meeting pages and 312 non-meeting pages for 
which the classifier’s confidence was less than 90%. We noticed 
that the “not sure” option was very infrequent in the answers 
and we did not observe any cases where we had to consider this 
option. After filtering the crowdsourced answers, the number of 
total meeting pages was reduced to 1275. Therefore, the workers 
labeled 576 pages out of 3881 pages as meeting pages. The per-
formance of the combined approach showed significantly better 
results in terms of recall and F1 score (see Table 1). However, we 
found out that the list of meeting pages still included pages with 
non-recurring organizational event pages, or statistics. Possible 
reasons for this are workers not being enough careful, or their 
lack of contextual knowledge. 

There was a synergistic effect of combining the ML and HC. 
First, the automated classification reduced the number of pages 
needing human input from 8826 to 3881 (by about 56%), thus re-
duced the cost of crowdsourcing. If we reduced the confidence 
threshold, there would be even fewer pages, however, we may 
have missed more meeting pages. Second, the ML only approach 
would result in misclassification of more than 30% of the pages, 
resulting in missing a relatively high number of meetings.  

Explanation in terms of the Context of Recovery 
The ML only approach would have missed more than 800 

meeting pages, completely making their meetings unavailable to 
people who need the help desperately. Although these pages 
usually consist of relatively small number of meetings, even pag-
es with one meeting is important since it might be the only 
meeting happening in a rural area. Crowdsourcing helped identi-
fy many of these pages. On the other hand, many non-meeting 
pages were misclassified with ML only approach, potentially 
confusing, frustrating, and misdirecting people at a critical stage 
of their recovery. Crowdsourcing reduced this impact substan-
tially by detecting 2993 such non-meeting pages. 



 

 
Figure 3: Summary of results 

 

4.2 Retrieval of Meeting Information 
 We applied pattern-detection- and regular-expression-based 

approaches to identify and retrieve meeting records from pages 
obtained from the previous phase. Crowdsourcing complement-
ed the automated approaches by validating information and 
identifying missed records. 

Websites of the five regions from Minnesota had almost same 
variety in format of pages as the set of all pages and thus can be 
considered as a representative sample. Page classification phase 
produced 11 meeting pages from these five. However, while ex-
tracting ground truth meetings, we discarded three pages that 
had zero meetings. The pattern detection approach (IR) was able 
to detect 1572 meetings (correctly or with partially correct in-
formation) out of 1892 meeting records. However, while looking 
for sources of probable errors, we noticed that in the cases of 
attaching information present in nearby co-ordinates or in a 
neighboring node in the HTML tree (e.g., meetings listed by days 
on a page) the pattern detection often failed resulting in 16.9% of 
the meetings unidentified (Table-3).  

Due to the variety in representation of time, day, and address 
and due to meetings with incomplete address information or 
simply listing a church as the address, regular expression did not 
work accurately in every case, resulting the number of correctly 
identified meetings to be 1365. Although only 11% of the meet-
ings fell in the category of partially identified, it is very high if 
considered in the context of recovery, which we describe shortly. 

Human computation (HC) substantially improved the per-
centage of correctly identified meetings by recognizing 282 addi-
tional meetings and reduced the percentage of meetings with 
wrong information by updating 146 meeting records (see the 
bottom row of Table 3). 

There was a synergistic effect of combining the two tech-
niques. First, the results from the combined techniques could 
enhance the accuracy of the page classification step. For exam-
ple, there were pages where no record was marked in the IR or 
HC as meeting information. Clearly these are misclassified meet-
ing pages and there is a potential for feeding the pages back to 
the previous phase. Second, the IR only approach would have 

missed relatively high number of meetings and included many 
meetings with potentially wrong information. 

Explanation in terms of the Context of Recovery 
The 3rd column of Table 3 may be considered as the most im-

portant metrics to evaluate the proposed approach in terms of 
effect on people in recovery. For example, the unidentified meet-
ings could include the only meeting or a very popular meeting in 
a particular area and failure to find that is frustrating. However, 
the 2nd column refers to the fact that, after automated extraction 
about 11% meetings would consist of wrong information, creat-
ing confusion and potentially sending people to a location where 
there is no meeting. In other words, going back to the hypothet-
ical example that we started with, this result implies that Jane 
has a good chance of ending up in a wrong location regardless. 
The results from both phases are summarized in Figure 3. 

5 DISCUSSION 
In this section, we conceptualize this work in a broader IR 

context and discuss future directions towards developing the 
global self-updating meeting list. 

5.1 Leveraging the Specifics of Context 
Prior work has investigated different IR techniques that con-

sider human-in-the-loop (e.g., [8,27]). However, most work takes 
a context-agnostic approach to include human computation and 
make decisions about information retrieval strategies. In con-
trast, recovery is a high-impact context where specific decisions 
and approaches may lead to significant positive or negative im-
pact on people’s lives. We considered the context in: 

Prioritizing errors. The classification model was selected to 
prioritize recall over precision. This idea is espoused in many 
imbalanced classification problems particularly involving fraud 
detection (e.g., [32]). In the context of AA, obtaining all the 
meeting pages was essential, even though it added extra pages to 
send for human input. We designed the latter phases in a way 
that eventually discarded those misclassified non-meeting pages. 

Additionally, we considered what the percentage of unidenti-
fied meetings and the percentage of meetings identified with 
partially correct information would mean to someone in recov-
ery. The latter one (while conceptually “partially correct”) may 
have a bigger negative impact on members of AA, since it might 
send someone at a time or to a place where there is no meeting. 
That is why we took both into consideration and designed the 
“meeting validation” and the “meeting identification” tasks sepa-
rately to ensure correctness of the extracted meetings as well as 
to minimize the number of unidentified meetings.   

Designing for eventual user value. Our long-term goal is to 
provide substantial value to AA members. While in a less critical 
context, it would be reasonable to simply identify and catalog 
local pages, that may not provide sufficient value for newcomers 
who may already be experiencing information overload [37]. 
Our motivation for including the meeting retrieval phase is to 
produce a complete list of searchable meetings and to present 
them in a navigational interface that provides information in a 
more scalable, geographically, and temporally relevant way.  



 

 

Overall, this points to the idea of moving away from context-
agnostic IR methods towards ones bespoke to work better in this 
specific high-impact context. Building on this design insight, we 
plan to involve people in recovery instead of mTurk workers for 
human computation. One significant source of error in page 
classification was both the classifier and the mTurkers failing to 
distinguish organizational (area) meetings and the actual weekly 
AA meetings. Since people in recovery are more familiar with 
the distinction between these two, involving them will potential-
ly improve the performance of the crowdsourcing step. 

5.2 Assumptions about Ground Truth 
Currently, we assume that the meeting information on any 

regional website is accurate, while reality may not reflect this. 
One possible future direction to solve this problem is to extend 
the human-in-the loop part of the HAIR into the physical world. 
Although this paper does not focus on the sustainability of the 
developed meeting list (more in next section), we hope to devel-
op a meeting finder app from the extracted meetings and make it 
public and available for use by people in recovery. We will then 
have opportunities to send the app users on physical world “mis-
sion” in their local area to identify and modify possible inaccura-
cies on regional pages. For instance, while periodically extracting 
meeting information, we may note that a page has not been up-
dated in over six months, pointing to the possibility of the page 
being outdated. The app may ask users searching for meetings in 
that area to volunteer to validate information by going to a listed 
meeting and confirming if that is still existent. The idea of this 
future work implies that human-aided information retrieval can 
be implemented not only online but also in the real world. 

5.3 Sustainability of HAIR 
This work focuses on the technical challenges of developing 

the meeting list. However, in future, we need to consider the 
sustainability of the obtained list since we are not only interest-
ed in getting a snapshot of meetings at a single point in time, but 
also plan to enable it to sustainably self-update. 

5.3.1 Future Direction in Allowing the List to “Self-update” 
To make the list self-updating one approach is to automati-

cally run the proposed methods in a regular interval and obtain 
the most recent version of the meetings. We plan to update the 
meeting information once a month by applying the following 
approaches that reduce the cost of crowdsourcing: 
1. Instead of classifying all webpages, we will first look for 

new pages added to the regional websites and pages that 
have changed since the last update, and send only those 
pages to the ML model. 

2. Instead of all the pages from the previous version of the list, 
we will now send only the set of pages for crowdsourcing 
that are obtained from step 1 above. 

3. After automated extraction of meeting records we will 
match with crowd answers from the previous version and 
select appropriate subset to crowdsource. 

4. Before crowdsourcing, we will check the day, time, address 
of all meetings in a region to remove possible duplicates. 

Additionally, to make information more accessible, we have de-
veloped a web API that external applications or websites can 
send request to fetch the set of current meeting pages and the 
extracted meetings from the database. 

5.3.2 Consequences of Self-Updating 
Some errors may disappear with time when continual up-

dates are performed (e.g., if the crowd workers identify a wrong 
meeting page or a wrong meeting once, the next time the same 
page or meeting will possibly be evaluated by a different set of 
workers, creating a probability of amending the error). On the 
contrary, if a meeting page remains unidentified and does not 
change frequently, we will not consider it in subsequent self-
updating processes, and the error will compound. 

As we transition to involve volunteers (AA members) in 
crowdsourcing reducing the monetary cost to zero, the projected 
cost must be calculated in terms of human time. If we continue 
to update the list in a one-month interval, considering the cur-
rent average task completion time of mTurkers, the cost would 
be about 96 hours human-time per update. However, it will be 
significantly reduced when we incorporate the steps described 
above in subsequent updates. AA members who have many 
years in recovery perform service work for the community, 
which creates opportunities for us to offer the crowdsourcing as 
a service that could enhance their recovery while also providing 
valuable information for newcomers. 

6 CONCLUSION 
Due to tradition of regional autonomy in its organizational 

structure, AA currently lacks a global or national meeting list. 
This makes it difficult for newcomers in recovery or people trav-
eling to a new area to find the support they need. With a goal of 
creating a navigational meeting finder app which includes all AA 
meetings throughout the United States, we propose HAIR: a 
semi-automated information retrieval approach that classifies 
webpages of different structures and formats and extracts meet-
ing information from them combining machine learning, pattern 
detection, and crowdsourcing techniques. We conclude that 
crowdsourcing has potential to be applied in concert with IR 
techniques in this high-impact context, as it substantially im-
proves the accuracy of the automated approaches by being able 
to identify many meeting pages and to modify wrong meeting 
information. Additionally, a major implication of our work is 
pointing to the importance of context-specific rather than con-
text-agnostic semi-automated IR methods. 
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