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ABSTRACT: Crystallization requires the organization of matter into structures with 
long-range translational order. However, because crystal growth exhibits non-Arrhenius 
kinetics, it is not possible to apply classical transition state theory to decipher 
mechanistic details of the crystallization process. With our recently discovered 
transition zone theory of crystallization, for the first time, it is possible to extract 
enthalpic and entropic activation parameters for crystal growth from which chemically/ 
physically meaningful mechanistic information is obtained. Here, we measured the 
respective temperature-dependent crystal growth rates for c10, d„ d9, and d„ 
isotopomers of the halozeotype CZX-1 to explore how the templating cation impacts 
the rate of crystal growth. The isotopic dependence of the Kauzmann temperature, TK, 
and the enthalpic and entropic activation parameters reveal that the mechanism of 
crystal growth is controlled by both inertial (mass) effects of the template and hydrogen 
bonding between the template and the metal—halide network. In addition to revealing the role of template—framework 
interactions for crystal growth of the specific CZX-1 material, this detailed isotope effect study provides an experimental and 
theoretical framework with which to evaluate details of other condensed-matter reactions. 

III INTRODUCTION 

Whether for purposes of aesthetics or diverse applications from 
pharmaceuticals to advanced electronic materials, the mecha-
nistic processes involved in crystal growth have been of major 
interest to scientists and engineers for centuries.1-6  However, 
deciphering the physical/chemical processes that determine 
crystal growth is complex, being the result of cooperative, as 
opposed to individual, particle interactions, as well as both 
intrinsic and extrinsic factors. 

To understand crystallization, it is important to deconvolute 
intrinsic and extrinsic effects. Extrinsic control of crystallization 
has been achieved by functional group modification of 
nucleation templates or growth modifiers,7'8  solvent ef-
fects,9-11  or with the use of physical masks, confined 
environments, or deposition of layered superstructures.12'13  
Intrinsic effects, including the size and shape of the species 
crystallizing and the corresponding intermolecular interactions, 
primarily control the crystal structure itself; e.g., ionic radius 
ratios determine NaCl versus CsCI structure types, secondary 
building units direct metal—organic framework structures,14  
and templates determine diverse zeolite structures.15  

While it is generally accepted that intrinsic bonding/packing 
factors should impact the rate and thus mechanism of 
crystallization, they are frequently masked by extrinsic effects 
(e.g., rate-limiting solvent—solute interactions16-19). To 
eliminate as many extrinsic influences as possible, so as to 
decipher intrinsic atomic and molecular control of crystal-
lization, we have focused on crystallization of congruent 
melts.20,21 However, only using congruently melting systems 
imposes strict limits with respect to possible modifications to  

test hypotheses regarding the influence of specific structures 
and bonding features on the mechanism of crystal growth. 

Herein, we suggest that kinetic isotope effect (KIE) 
investigations can provide a unique window into intrinsic 
control of crystal growth. Isotopic changes to components of a 
system that are directly involved in its transition configurations 
significantly change the rate of the reaction22  although 
comparatively few studies of isotope effects are reported for 

'6,23-25 crystallization. 
KIEs traditionally are determined by the ratio of rate 

constants when atoms in the reactant are substituted with their 
isotopes, e.g., kalcD, which is valid when considering reactions 
that follow Arrhenius or Eyring-type kinetics26  for which 
reaction rates monotonically increase with increasing temper-
ature. This tends to be the case for reactions in dilute media, 
i.e, gas phase or dilute solution. However, crystal growth from 
the melt, a condensed-matter reaction, exhibits notably non-
Arrhenius behavior, with a maximum in the rate observed at 
T„,„, between the glass-transition temperature, Tg, and the 
melting temperature, Tm.27'28  As such, the ratio of relative rates 
of isotopically substituted materials depends significantly on 
the temperature range over which the rates are measured. 
Thus, to understand the chemical/physical significance of any 
isotope effects on crystal growth rates, it is necessary to 
evaluate relative activation parameters rather than relative rate 
constants. Furthermore, to extract meaningful isotope effects 
from reaction rate measurements, it is critical to independently 
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evaluate singular processes, i.e., crystal growth or nucleation. 
Different extents of nucleation for otherwise equivalent 
reaction conditions dramatically change apparent crystalli7a-
tion rates. Herein, we exploit temperature-/time-resolved 
synchrotron X-ray diffraction (TtXRD) methods, along with 
differential scanning calorimetry (DSC) methods, to measure 
the isotope effect on the rate of crystal growth, independent of 
the rate of nucleation. 

The halozeotype CZX-1, [HNIvIe3][CuZn5Cli2],29  provides 
an excellent system with which to use isotope effects to 
decipher the intrinsic role of a templating cation on the 
mechanism of crystallization. CZX-1 exhibits a sodalite-type 
structure, with the [1-1NMe3r cation disordered about four 
tetrahedrally distributed orientations, hydrogen-bonded to sets 
of three chlorides in the interior of the cages; Figure 1. By 

Figure 1. Structure of CZX-1 aHNMe3][CuZn5C112]) showing (a) 
the metal—halide network structure with the methylanunonium 
templates represented as large blue spheres and (b) a single /3-cage 
with one orientation of the template shown for which hydrogen 
bonding is indicated by green lines and the three other possible 
template orientations represented by blue arrows. (Cu/Zn atoms and 
framework, magenta; M—Cl bonds, turquoise; chloride, yellow; 
carbon, red; nitrogen, blue; hydrogen, white.) 

systematic H/D isotopic substitution, the d0-[HN(CH3)3], 
[DN(CH3)3]4-, d9-[HN(CD3)3r, and d10-[DN(CD3)3] tem-
plates make it possible to probe the influence of the moment of 
inertia for template reorientation on the rate of crystallization 
by comparing the do  versus d9  and d1  versus do)  isotopomers 
and probe the influence of template—framework hydrogen 
bonding on crystallization by comparing the do  versus d1  and 
d9  versus d10  isotopomers. 

Synchrotron X-ray and neutron scattering studies of CZX-1 
reveal that even in the amorphous state, >5 rim structural 
signatures of the sodalite-type network remain.30'3I  In this 
system, as also observed for numerous MX2  network phases,32  
there is no significant difference in the observed average short-
range contacts of crystalline and liquid phases (D—Cl = 2.6 A, 
M—CI = 2.3 A, or Cl—C1 = 3.8 A). The near equivalence of 
short-range order between the crystal and melt phase is 
predictable given the less than 10% decrease in density 
between crystals at room temperature and a melt. Note that a 
10% reduction in density corresponds to a maximum increase 
in average short-range contacts of 3.2%, which is an order of 
magnitude less than 36% increase required to break Zn—C1 
bonds (the Zn—CI distance in CZX-1 is 2.3 A and the sum of 
the Zn and Cl van der Waals radii (1.39 A + 1.75 A) is 3.14 A). 
As such, molten CZX-1, like other MX2-type network 
materials, exhibits what has been described as a chemically 
and topologically ordered netw0r1c32  

A critical consequence of the high structural similarity 
between the liquid and crystalline structures of CZX-1 is that 
no clearly defined interface between the melt and crystal can 
exist, i.e., the difference between a melt and a crystal is defined 
relative to the long-range order since the short- and 
intermediate-range orders of the melt and crystal are essentially 
equivalent. Recognition that there is no clearly defined 
interface between the melt and crystal phases requires a re-
examination of classical models of crystal growth, which 
presume crystallization to be controlled by the attachment/ 
detachment of matter across a liquid/crystal interface. Upon 
melting, the density reduction is simply not sufficient to break 
the Zn—Cl network bonding, a requirement for "detachment." 
Therefore, unlike crystallization from dilute media, for melt 
crystallization there is nothing to attach to or detach from. 
Instead, crystallization must be controlled by the reorganiza-
tion of the intermediate-range-ordered molten network into a 
long-range-ordered crystalline network. 

We suggest that the process of developing long-range order 
from the intermediate-range order must be governed by the 
entropy of activation. An understanding of the entropic control 
of crystal growth led to our recent development of the 
transition zone theory of crystallization, TZT„2  a condensed-
matter analog to Eyring's transition state theory.26  This theory 
originates from an incorporation of Kauzmann's description of 
the temperature dependence of configurational entropy33  and 
Adam and Gibbs' description of the temperature dependence 
of cooperativity34  into classical conceptions of activated 
processes. Importantly, TZT, yields both enthalpic and 
entropic activation parameters for crystal growth, which, for 
the first time, allows a detailed analysis of the isotope effects of 
the rate of crystal growth from a melt. 

Before applying TZT, to the evaluation of the isotope effects 
of the crystal growth rate of CZX-1, it may be useful to briefly 
review the classical interface controlled growth (ICG) model 
and contrast it with TZT„ which we suggest addresses 
numerous drawbacks of the classical model. 

• BACKGROUND THEORY 
Interface Controlled Growth (ICG) Model. In the classic 

review of the theory describing "crystal growth from a melt",28  
the rate of crystal growth is described based on a presumption 
of the competition between the rate of attachment (ra  = v 
exp(—AGIRT)) and the rate of detachment (rd  = v 
exp(—(AG, + AG)/RT)), where v is an attempt frequency, 
R is the gas constant, T is temperature in Kelvin, AGat and 
AG, are the free energy differences between the liquid and 
activated state, and the crystal, respectively. The growth rate, Y, 
then is said to be the product of these, multiplied by the 
thickness per molecular layer, ao, and by the fraction of the 
sites on the crystal surface available for attachment, f yielding 
the general rate (eq 1) 

Y = faov exp(—AG!/RT)[1 — exp(—AGIRT)] (1) 

Notably describing the rate of crystal growth to be the product 
of attachment and detachment presumes crystallization to be a 
thermodynamically reversible process. However, that assump-
tion is only correct at the liquidus temperature. At any lower 
temperatures, crystallization is an irreversible first-order 
process. The microscopic reversibility assumption of an 
attachment/detachment model is based on an individual 
particle-based perspective and does not take the collective 
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effect of the lattice into account. Furthermore, even in 
molecular systems, the relationship of the forward and reverse 
rate constants (equivalent to the said attachment/detachment 
of crystal growth) determines the equilibrium constant, but it 
does not change the rate of the reaction. In addition, f and ao  
are not measurable parameters with respect to crystal growth 
from a melt since, as noted above, neither a "molecular layer" 
nor "sites for attachment" can be defined when the melt is 
already a chemically and topologically ordered network 

A version of the ICG model suggests that at large 
undercooling, AG, can be presumed to be large with respect 
to RT, simplifying eq 1 to eq 2, for which a plot of In(Y) versus 
1/T is suggested to afford the enthalpy of activation, AHat, and 
if f, ao, and v are known, the entropy of activation, AV, 
analogous to the Eyring analysis of transition state theory.35  

Y = faov exp(—AHVRT) exp(A4/R) (2) 

The simplifying assumption of AG, being large with respect to 
RT becomes less valid for systems with small, AG, i.e., those 
whose liquid and crystalline structures are most similar. 
Furthermore, the temperature-independent enthalpic and 
entropic parameters of eq 2 are inconsistent with Kauzmann's 
description of configurational entropy33  and Adam and Gibbs' 
description of cooperativity.34  

A modification to eq 1 was introduced by Turnbull and 
Cohen,36  suggesting that the activated term can be related to 
the diffusion coefficient for transport across a melt—crystal 
interface. Using the Stokes—Einstein relationship to define the 
diffusion, the growth rate is alternatively described by eq 3. 

Y ficBT (  —AG, 
= 1 exp 

3 
[ 

7rao277 RT ) 
where ko  is Boltzmann's constant and ti is the viscosity. Based 
on suggested different interfacial characteristics, several 
versions of eq 3 are described as the "normal model", the 
"screw dislocation model," and the "two-dimensional (2-D) 
surface nucleation growth model."37'38  As noted above, the 
essentially equivalent short- and intermediate-range order of a 
liquid's chemically and topologically ordered network and a 
crystal's long-range-ordered crystalline network both raise 
questions as to the definition of an interface between a crystal 
and its congruent melt and the need for any substantive mass 
transport, i.e., diffusion. In addition, above the glass transition, 
it is experimentally recognized that viscous relaxation is a faster 
process than the rate of growth,39'4°  which, from a mechanistic 
perspective, means viscous relaxation cannot be rate 
determining to the slow step of crystal growth. 

Each of the above modifications of the ICG model can be 
used to fit crystal growth data to varying degrees of success and 
generally over limited temperature regimes. To account for fits 
to only limited temperature ranges, conventional wisdom 
suggests that deviations, such as the non-Arrhenius region, are 
the result of the existence of "multi-step processes" with "cross-
over temperatures" between them. However, the addition of a 
subsequent slow step to transform the same melt to the same 
crystal cannot kinetically compete with a primary fast process 
and thus will not slow the rate at high temperature. 
Conceivably, under certain reaction conditions, formation of 
an intermediate could be competitive with direct growth. But 
then some "non-Arrhenius" process would need to convert that 
intermediate to the crystalline product at a slower rate than the 
direct liquid to crystal transformation to account for the slowed 

Article 

rate of growth as Trn  is approached. Specifically in the CZX-1 
system, experimental measurements, even in the slow-growth 
temperature range, demonstrate an isosbestic transition from 
liquid to crystal, their abundance crossing at SO% trans-
formation, indicative of the absence of any intermediates in the 
crystal growth process.4' 

Thus, there is a need for a substantially different model to 
describe the rate of melt-crystal growth that: (a) is consistent 
with a first-order irreversible process; (b) recognizes that 
crystallization from a melt involves the transformation of 
intermediate-range order into long-range order rather than 
requiring diffusion of matter by attachment to/detachment 
from an interface; and (c) recognizes for condensed matter 
that the configurational entropy and cooperativity of the 
system are significantly temperature dependent. 

Transition Zone Theory of Crystallization (TZT,). 
Because the entropy of activation to transform intermediate-
range order into long-range order for melt crystallization 
should always be negative, and thus TAV should become 
increasingly unfavorable at higher temperatures, we submit that 
the entropy of activation is likely to be the primary factor 
controlling the diminished melt —> crystal growth rate as T > 
T.. To address this, in our recent development of transition 
zone theory (TZT),2°  we integrated Kauzmann's description 
of the temperature dependence of configurational entropy33  
and Adam and Gibbs' concepts of temperature-dependent 
cooperativity34  into Eyring's transition state theory (TST)26  so 
as to be able to describe the activation barrier in condensed 
phase processes. 

TST describes the rate constant of a reaction to be the 
kBT product of a molecular collision attempt frequency, —v and 

the probability a reactant is activated to the transition state, 

exp(
—AO  
RT  ). Adam and Gibbs previously noted that the model 

of single particles traversing the activation barrier is inadequate 
to describe condensed phase reactions. Instead, cooperative 
rearrangements of groups of particles are required34  and thus a 
transition zone, TZ, instead of a transition state. Correspond-
ingly, instead of a Boltzmann distribution of atomic or 
molecular collisions, condensed phase reactions can be 
described as a Boltzmann-type distribution of interacting 
phonons.42'43  Thus, for TZT, we submit that the prefactor is 
the product of the number of phonons leading to the transition 
zone, —kJ, and the velocity of the transition zone, At for which 

hv 
A is equal to twice the average lattice constant (i.e., 
approximately the first Brillion zone of the allowed lattice 
vibrations). Like for TST, in TZT, the probability that the 
reactant (the relaxed melt) is activated to the transition zone is 
governed by the free energy of activation, AO. However, 
unlike TST, in the condensed phase, both the enthalpy AH,* 
and entropy AV of activation are significantly temperature 
dependent. 

Described as the Kauzmann paradox,33  the temperature 
dependence of a liquid's configurational entropy, Suq, is greater 
than that of its crystalline phase, Sx.o. As a result, there is a 
temperature, TK, at which the configurational entropy of the 
liquid and crystal become equivalent, i.e., AS, = 0. Boltzmann's 
definition of entropy states S = Rln(W), where W is the 
number of configurations of a system. At TK, if the reactant 
liquid and product crystal exhibit an equivalent and small 
number of configurations, it is reasonable to assume that a 

(3) 
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similar small number of configurations describe the TZ. Since 
AS* is governed by the ratio of the number of configurations of 
the TZ, W*, to the number of reactant configurations (melt), 

Wr„ as T TK, 
vvc, 

 -> 1 and thus AS -› 0. By contrast, at 

T., there remains a small number of crystalline configurations 
and thus we assume a small number of TZ configurations. But 
the higher-temperature liquid exhibits a comparatively large 

TO few  number of configurations. Thus, as T -> T., —w  = many  -› 0 

and thus AS* -co. In TZTc, we model this temperature 
dependence of the entropy of activation as 

T — k AS! := AS:(—Tm-T) zc, where AS,* is an intrinsic term, which 

indicates the extent of structural organization necessary for 
crystallization, and ; is a semiempirical factor that scales the 
temperature dependence of the system. Ongoing evaluation of 
more than 30 diverse systems ranging from the fragile OTP to 
strong SiO2  finds ; apparently to be correlated with the S,* 
parameter, z, ii .-R/S'. Based on the Boltzmann entropy 
relationship, this suggests that ; is reflective of a change in the 
ratio of configurations between the relaxed liquid and 
crystallization TZ. 

The Kauzmann condition also impacts the enthalpy of 
activation, Akt. The Akt is dominated by the energy 
required for making, breaking, or rearranging bonding 
interactions in a given transformation. As a reaction system 
approaches TK, the loss of configurational microstates requires 
an increased size of the cooperative region for each activation 
event. Thus, consistent with the model proposed by Adam and 
Gibbs,34  Allt should be proportional to the size of the 
cooperative regions. If a liquid could be supercooled to TK, the 
entire sample would need to transform as a single cooperative 
region, essentially an impossible condition, i.e., as T -> TK, 
AH,t Co. With increasing temperature, the size of the 
transforming cooperative regions decreases, with a correspond-
ing decrease in AH,t. In TZT, we use a classic Adam-Gibbs 
cooperativity expression to describe the enthalpic temperature 

dependence, AH! = AH*( T TT) where AH* is a material- 
— 

specific parameter that correlates with the strength of the 
bonding (intermolecular interactions) in the material. 

Together, these yield the TZT, expression given in eq 4, 
where vpb  is the velocity of the crystallization phase boundary. 

kBT I  -AH: (T  
Pb exP exP  h R(T - TK) R - 

T) 
j (4) 

As described in a prior work, TZT, accurately describes the 
non-Arrhenius temperature dependence of crystal growth rates 
for a diverse set of materials.2°  Notably, the single TZT, 
expression provides more accurate fits to the crystallization 
data of a series of oxides" than could be achieved when trying 
to distinguish between various ICG models.45  Having 
established an expression that describes the rate of crystal 
growth based on the physical/measurable parameters (A, TK, 
Tm), an enthalpic and entropic activation parameter (kik*, 
ASc4), and with only one somewhat empirical parameter, z, in 
this work we investigate whether the TZT, expression can 
decipher subtle changes in the mechanistic parameters 
resulting from isotopic substitution of components in the 
reaction system. 

IN METHODS 
Material Preparation and Characterization. All manip-

ulations were performed under an inert N2  atmosphere in a 
glovebox or using vacuum lines. d0-HN(CH3)3CI (Aldrich) 
and d10-DN(CD3)3C1 (Cambridge Isotope Laboratories) were 
purified via double sublimation at 403 K prior to use. dr  
DN(CH3)3C1 and d9-HN(CD3)3C1 were prepared by bubbling 
N(CH3)3  (Matheson) or N(CD3)3  (Cambridge Isotope 
Laboratories) gas into 35 wt % DC1/D20 (Aldrich) or 37.1 
wt % HCl/H20 (Fisher Scientific) solutions, respectively, 
followed by evaporation of the solvents at 373 K and 
sublimation at 403 K. The identity of the sublimed (H/ 
D)N(C(H/D)3)3C1 was confirmed by powder X-ray diffrac-
tion (PXRD, INEL CPS-120). ZnC12  (Aldrich) was purified by 
triple sublimation at 623 K prior to use. The ZnC12  was 
confirmed to be the anhydrous 6-phase by PXRD and by 
differential scanning calorimetry (DSC, TA Instruments 
Q2000) for which a congruent melt at 590 K is observed. 
CuCl was prepared and purified according to previously 
reported procedures. 46  The isotopically substituted variants of 
CZX-1 were prepared by melting the respective do-, d9-, or 
d10-substituted trimethylamonium chloride salt with stoichio-
metric

9
proportions of CuCl and ZnC12  with a molar ratio of 

1:1:5.2  The purity of the synthesized CZX-1 samples was 
confirmed by DSC, ensuring a narrow melting range consistent 
with a congruent melt, for which the Tm  values of the new d1, 
d9, and dB, species were determined. The lattice constants of 
d0-CZX-1 were previously reported based on single-crystal X-
ray diffraction29  and those of the di, to d10  isotopomers were 
measured by PXRD. 

Measurement of the Kauzmann Temperature. The 
Kauzmann temperature, TK, of each do-, dr, d9-, and d10-CZX-
1 isotopomer was measured by temperature-modulated DSC 
(TA Instruments Q2000) (TMDSC). A 10-20 mg sample, 
sealed in a 1 mm I.D. fused silica capillary (Charles Supper 
Co., Natrick, MA), was melted at 523 K and quenched in 
liquid N2  to form a glass (Tg  •-‘ 303 K). The heat capacity, Cp, 
of the sample was measured as it was heated and cooled at a 
rate of 5° min-1  with a modulation of +0.5° min through the 
temperature range 253 K -) 523 K -> dwell 5 min -) 298 K -> 
523 K. The temperature dependence of Cp  of both liquid and 
crystalline phases was fit to a reciprocal function of 
temperature, and the temperature dependence of Cp  = Cmq  
- Cp4  is calculated from the fitted lines.47  The entropy 
difference between the lird and the solid at temperature T 
can be expressed by eq 5 8  

LS= — dT 
f ACp  

Tm  T T 
where AHm  is the enthalpy of melting, measured by integration 
of the melting peak from the standard DSC. TK  is solved for as 
the temperature at which AS = 0. The reported TK  is the result 
of the average of five to ten TMDSC measurements for each 
sample. 

Isothermal Crystallization (DSC). Analogous to DSC 
isothermal crystallization methods previously reported to 
obtain kinetic data for the crystallization of c/0-CZX-1," 
approximately 15-35 mg samples of CZX-1 were sealed into 
high-pressure stainless steel DSC pans with gold foil seals 
(PerkinElmer product No. B0182901). The samples were 
melt-crystal cycled five times between 313 and 503 K at a 
constant rate of 5° min' before isothermal crystallization 

(5) 
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experiments were performed to remove heterogeneous 
nucleation sites and ensure uniform thermal contact between 
the pan and sample. For isothermal hot crystallization, the 
samples were again heated to 503 K, held at the melt isotherm 
for S min, and then quenched to a crystallization isotherm 
(Tis0) of between 408 and 435 K at a maximum instrumental 
cooling rate of ,-400  min-I. For isothermal cold crystallization, 
the sample was heated to 503 K on a hot plate, held for 5-10 
min to ensure melt isotropy, and then the pan was quickly 
quenched into liquid nitrogen to quench the sample to its 
glassy state. The glassy sample was transferred into the DSC, 
which was precooled to 253 K, then heated to the desired Th., 
between 323 and 373 K at the maximum instrumental heating 
rate of ,-,100° min-I. When down-quenched to below about 
418 K or up-quenched to above about 373 K, the sample began 
to crystallize before the isotherm was achieved and thus the 
crystallization heat flow could not be separated from the 
instrumental response. Heat-flow data were measured at T„0, 
until crystallization was complete, typically between 1 and 100 
min. The time scale of the raw heat-flow data was adjusted 
such that the time the quench initiated for each experiment 
occurred at t = 0 min. For both hot and cold crystallization, 
experiments were typically repeated three to five times for each 
sample at each isotherm. 

The instrumental quench response (IQR) must be 
subtracted from the raw signal to obtain the crystallization 
heat flow. The IQR is primarily dependent upon the sample 
mass, but instrumental response as a function of Ti,,, is also 
observed. For hot crystallization, the IQR of an isotherm for 
which crystallization was well separated in time from the 
quench (e.g., II.> 433 K) was fit with a combination of two 
Gaussian and one Lorentzian functions. These Gaussian and 
Lorentzian parameters were then used as the starting 
parameters to fit the data using SOLVER46 to obtain the 
IQR for subsequent reactions of the same sample at different 
isotherms. For cold crystallization, the IQR was obtained by 
repeating the same cold -+ up-quench process for the 
crystallized sample immediately following the initial glass-to-
crystal measurement without removing the sample from the 
instrument. 

Isothermal Crystallization: Temperature- and Time-
Resolved X-ray Diffraction (TtXRD). Synchrotron diffrac-
tion data were obtained using methods analogous to that 
previously reported for do-crystallization measurements." Data 
reported here for all isotopically substituted CZX-1 samples, as 
well as all cold crystallization data were obtained on beamline 
11-ID-B (60 keV, A = 0.2114 A, collimated beam 0.5 X 0.5 
rnm2) at the Advanced Phonon Source, Argonne National 
Laboratory. Samples were sealed into 0.7 mm I.D. fused silica 
capillaries (Charles Supper Co., Natrick, MA), melt-crystal-
cycled between 313 and 503 K, and affixed to a single-axis 
goniometer head with epoxy. Data were collected in a Debye—
Scherrer geometry at a sampling rate of 1 Hz, with each 
diffractogram hereafter referred to as a frame, using a 2048 X 
2048 PerIcinElmer silicon detector." During crystallization 
experiments, the samples were oscillated 1.2° per frame, in 
synchronization with the duration of exposure to the X-ray 
beam, to illuminate a larger region of the sample. After each 
crystallization experiment was complete, a final image was 
taken with the sample oscillating 18° while being exposed in 
the X-ray beam for 15 s to evaluate a larger portion of the 
Ewald sphere as a measure of the total crystalline diffraction  

intensity. The wavelength and detector alignment were 
calibrated with a Ce02  standard. 

Quenching samples to a crystallization isotherm within a 
fraction of a second was achieved using an in-house-
constructed dual-air-stream, quenching furnace (Figure SI, 
Supporting Information). Two 3/4 in. in-line air heaters 
(Omega), independently controlled using Eurotherm 91p 
programmable temperature controllers, are mounted on a 
pneumatically controlled carriage. Upon throwing the 
pneumatic switch, the Tid air stream is instantaneously 
replaced with the Tic. air stream. Controlling thermocouples 
were placed in the mouth of each air stream and also just above 
the sample being measured. The temperature was calibrated 
using the external calibrant of the phase transitions of 
elemental sulfur and the internal calibrant of the melting 
temperature of d0-CZX-1. A temperature accuracy of +2.5 °C 
was obtained; the relatively large range is a result of sample 
environment conditions including temperature gradients, 
variations in airflow, and sample/thermocouple placement 
within the air stream. While instantaneous quenching is 
preferred to obtain ideal isothermal kinetics, crystal growth 
kinetics were also measured with temperature programmed 
quenching at rates of 30 and 60° min -I  to evaluate the 
correlation between quench rate and nucleation density, 
required to correlate DSC and TtXRD data. 

Hot crystallization experiments were performed by heating 
capillary samples, with 1-2 mm ingots of CZX-1, to 503 K for 
at least 5 min prior to quenching to the desired Tiso. For cold 
crystallization experiments, samples were melted in the high-
temperature airflow and held at 503 K for at least S min to 
ensure melt isotropy; then, the high-temperature airflow was 
removed, and the sample was immediately frozen with a 
compressed air stream from an aerosol dust removal canister. 
The glass samples were then exposed to an up-quench from 
room temperature to the desired Tis,, using the pneumatic 
forced air quenching furnace described above. For all 
quenching conditions, diffraction data collection was initiated 
at least 15 frames prior to the quench to Tua  and continued 
until crystallization was complete. 

Analysis of bulk crystallization transformations was achieved 
by using fit2D5°  to azimuthally average the serial 2-D X-ray 
frames for each TtXRD measurement. This yields one-
dimensional diffraction patterns, which were subsequently 
analyzed by singular value decomposition to obtain the time 
dependence of peak intensities, and further normalized into the 
fraction of the sample transformed, a, as previously 
described.4' 

The 2-D TtXRD frames afford analysis of individual 
crystallite data by measuring the time-dependent intensity of 
individual diffraction spots as opposed to the azimuthal 
averaging of all data. To accomplish this, we have written in-
house software, Ran Dog,51'52  whereby the second derivative of 
each pixel is evaluated in two dimensions using the Savitzky—
Golay method.33  The pixels with the most negative second 
derivatives of intensity correspond to centers of the diffraction 
spots. For each TtXRD kinetic measurement, the pixel 
coordinates of diffraction spots were selected from the final 
2-D images and their corresponding integrated intensities 
evaluated for all frames of the kinetic run, the change in 
diffracted intensity being directly proportional to the growth of 
each corresponding crystallite. Accurately correlating the 
integrated intensity of individual diffraction spots to the size 
of the corresponding crystallite is nontrivial and is the subject 

7479 10.1021/acsjpcc9b01334 
J. Phys. Chem. C 2019, 123, 7475-7485 



a 140 

120 

100 

,o 80 

The Journal of Physical Chemistry C Article 

• 

• 

b12  

0.8 

0.0.6 0 
0.4 

0.2 

0 

•
ci 

 

• 
• 

% 
• • •

0. 
 

•• 45 
• 40 
• 35 
• 30,4  
• 25 

ID • 20 
• 157.  

10 
5 

20 40 60 80 100 40 50 60 70 80 
(try sec (Tlsorig) K 

Figure 2. (a) Plot demonstrating the approximate linear correlation between d„, and (lb —  tg) as a function of Ti,,„ [353 K (blue squares), 363 K 
(red circles), and 373 (green triangles)] for TtXRD measurements of cold crystallization with various programmed up-quench rates. (b) The slopes 
(solid line and symbols) and y-intercepts (dashed line and open symbols) of the linear functions are empirically correlated to Ti,„ — T5  by 
exponential functions, which yield the following empirical function for d„„ (T)  for cold crystallization of CZX-1. 

1 d„o (T..)  = 1(to tg) 1 + exp(0.141(T,0  — — 9.4147) 

+ [1 + exp(-0.1294(2is. — T5) + 9.6166)] 

of ongoing work. However, to a first approximation, here we 
analyze the integrated intensity of the identified diffraction 
spots of the most intense (1, 1, 0), (2, 1, 1), (2, 2, 2), and (3, 2, 
1) reflections. The intensity from the last frame (the 
completed transformation) is compared to the total diffraction 
intensity at the corresponding Q vector, which, when 
multiplicity-normalized and compared to the size of the total 
sample in the X-ray beam, provides an estimate of the number 
and size of crystallites. 

• RESULTS 
Determining the Velocity of the Phase Boundary, vpb. 

Both DSC and TtXRD data describe the time-dependent 
transformation of the melt to the crystalline material at a given 
isotherm. DSC methods afford better temperature control, 
finer time resolution, and, being in-house, are not time 
restricted for measurement of slow crystallization. But DSC 
methods are limited with respect to quench rates and are blind 
to separating growth from nucleation. Two-dimensional 
TtXRD methods with our quenching furnace afford excellent 
quenching rates, a unique ability to distinguish growth from 
nucleation, but have more limited time resolution and 
temperature sensitivity, and the availability of general user 
time on the synchrotron makes such measurement of slow 
reactions impractical. 

The heat flow (DSC) or diffraction intensity (TtXRD) 
directly corresponds to the fraction of the sample transformed 
from the liquid to crystal, conventionally described as a(t). To 
extract physically meaningful mechanistic data from these 
measurements, however, it is necessary to normalize the a(t) 
data with respect to the amount of sample being measured. We 
previously demonstrated critical modifications to the classic, 
empirical Kolmogorov-Johnson-Mehl-Avrami (KJMA) con-
densed-matter rate expression that corrects for sample size and 
shape effects.41'54  Our modified (M)-KJMA rate expression, eq 
6, yields the physical velocity of the crysta1117ati0n phase 
boundary, vpb, as a rate constant (units of distance x time-1) as 
opposed to the relative rate constant (units of t1me-1) afforded 
by the KJMA expression. 

Vpbac a(t) 1 — eXpHt to) 
[eV 

Here, to  is the time of nucleation, n' is the apparent crystal 
growth dimensionality, V is the sample volume, g describes the 
intrinsic crystal growth habit (g = 1 for isotropic growth), and 
ac  describes the anisotropy of the sample environment. The M-
KJMA expression is a serniempirical expression, but its use as a 
means to extract the vpb  from bulk measurements has been 
validated by simulations54  and by video measurement of the 
actual phase boundary velocity.21  

In the present work, however, analysis of the bulk 
transformations indicated a dramatically faster apparent 
crystallization rate for cold than for hot crystallization. The 
2-D TtXRD experiments also reveal that cold crystallization 
exhibits enhanced nucleation (see Figure S2, Supporting 
Information). To resolve the contrast between hot and cold 
crystallization, RamDog software51'52  was developed to 
measure the time-dependent growth of individual crystallites, 
independent of nucleation, based on the growth of each 
diffraction spot normalized to the size of the corresponding 
individual crystallites, instead of to the bulk sample. The 
individual crystallite analysis demonstrates equivalent vpb's for 
both hot and cold crystallization (Figure S3, Supporting 
Information). These data confirm that enhanced nucleation, 
dividing the measured sample volume into smaller crystallite 
volumes, causes an enhanced apparent growth rate. 

Because enhanced nucleation subdivides a sample into 
numerous smaller growth volumes, for bulk sample analysis 
(required for evaluation of the DSC data), the sample size 
must be corrected by Vino, where no  is the number of initial 
nuclei. Fortunately, the individual crystallite analysis by 2-D 
TtXRD methods affords measurement of the nucleation 
density (d„„ = n0/V), which, to a first approximation, is a 
scale factor to determine the number of initial nuclei in the 
larger DSC samples. 

Multiple factors including Tiso  and the quenching rate 
impact the number of crystallites that nucleate in a sample. 
Repeated TOM experiments exhibit significant variation in 

(6) 
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Figure 3. Experimental vpb(T) data for (a) do- (black), (b) di- (red), (c) d9- (green), and (d) c1,5-CZX-1 (blue). Solid lines represent the best fit to 
eq 4. 

the number of crystallites formed from reactions quenched to 
equivalent T„.. However, the parameter that appears to be the 
most consistently correlated with the number of crystallites is 
the time between when the sample is heated past its glass-
transition temperature, t5, and the time when crystal growth is 
first observed, to. As shown in Figure 2a, the initial nucleation 
density, dne  for cold crystallization at the same Tiso  increases in 
an approximately linear fashion with respect to (to  — Q. Albeit 
with a limited set of data, the respective slopes and y-intercepts 
of these lines suggest an empirical, exponential relationship 
with respect to Tiso  — T5; Figure 2b. This empirical 
relationship, given in the caption of Figure 2, should not be 
overinterpreted or applied to conditions far outside the 
measured temperature ranges. The slope should never become 
negative, but it is anticipated to approach zero as T150  
approaches Tmax. The y-intercepts, which must be >1, may 
indicate the number of germ nuclei at the given Tiso.Using the 
known size of DSC samples, along with this empirical 
relationship between d„. and (to  — t5) observed from the 
data in Figure 2, it is possible to obtain a reasonable estimate of 
the number of initial nuclei, tio, in the isothermal DSC cold 
crystallization measurements. Replacing V in eq 6 with V/no  
yields the systems intrinsic vpb, which is observed to be 
indistinguishable for hot and cold crystallization using either 
the DSC or TtXRD method (Figure S3, Supporting 
Information). 

Crystal Growth Rates of dc,-, dr, d9- and d10rCZX-1. 
Using the DSC and TtXRD methods described above to 
determine the vpb  by hot and cold crystallization, the 
temperature-dependent crystal growth rates were measured 
for CZX-1 with each of the do, d„ d9, and cho  isotopically 
substituted trimethylammonium templates. The temperature-
dependent vpb  data for each isotopic substitution is shown in 
Figure 3 (the vpb(T) data is provided in Tables TI—T4, 
Supporting Information). The resulting experimental vpb(T) 
data was then fit to the TZTc  function, eq 4, using nonlinear 
least-squares methods to obtain the activation parameters 
reported in Table 1. 

• DISCUSSION 
The do-, dr, d9-, and d53-[(H/D)N(C(H/D)3)3]+ isotopic 
substitutions exhibit subtle but statistically significant variation 
in their respective rates of crystal growth of CZX-1. The 
comparative vpb(T) functions are plotted in Figure 4. Notably, 
the difference in observed rates due to isotopic effects at any 
single Tho  is indistinguishable from experimental error. This is 
particularly true given that, as demonstrated by M-KJMA 
analysis of simulations,54  without knowledge of the precise 
location of nucleation within the sample, the vpb  only can be  

Table 1. Material and Activation Parameters for Crystal 
Growth of CZX-1. Standard Errors in Parentheses 

CZX-1 do  di  d9 
a (A)" 10.5887(3) 10.559(9) 10.570(2) 10.563(12) 
T. (K) 446(2) 448(2) 447(1) 446(2) 
TK  (K) 150 157 203 213 
rMoI 1.0 1.04 1.2.2 1.26 

(kJ moll 37.7(4) 38.74(12) 26.8(2) 27.1(2) 
—8(1) —1.6(2) —16(1) —11(1) 

(J mol l  
0.58(4) 1.13(4) 0.53(2) 0.68(3) 

"By single-crystal XRD at 100 K for d0-CZX-1 and RT PXRD for dr, 
d9-, and d,0-CZX-1. 

— do-CZX-1 
— d,-CZX-1 
— do-CZX-1 
— d,o-CZX-1 

-3 
300 320 340 360 380 400 420 440 

T(K) 

Figure 4. Composite of the CZX-1 vpb(T) crystal growth functions for 
each of the do, d„ d9, and cl io  isotopic substitutions of the 
trimethylammonium templating cations. 

identified to within a factor of 2 of the accurate value. 
However, the temperature dependence of the vpb(T) for each 
system, measured over almost the full temperature range 
between I'm  and Tg, delineates statistically unique activation 
parameters for each isotopic system. 

Notably, because of the non-Arrhenius temperature depend-
ence of this condensed-matter reaction, it is not possible to 
obtain useful information from a typical kll/kD  ratio of rate 
constants. Instead, isotope effects on both the thermodynamic 
parameters T. and TK  as well as the kinetic activation 
parameters 6.116*, ASc*, and ; must be evaluated. Here, 
isotopic effects are considered with respect to the relative 
moment of inertia (rMoI) of the templating cation, instead of 
its mass, since H/D substitution at the N—H position is closer 
to the molecular ion's center of mass than H/D substitution of 
the methyl hydrogens, and the templating cation is off-center 
from the center of the metal—halide cage. As seen in Table 1, 
there is no statistically significant difference between the 
melting points of isotopomers. By contrast, TK, AH,*, 
and ; vary significantly between isotopomers, as shown in the 
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Figure 5. Isotope effects for the crystallization of do-, dr, d9-, and d10-CZX-I including (a) the thermodynamic TK  and kinetic (b) (c) 
and (d) z, parameters, plotted with respect to the rMoI of the templating cation. Error bars represent + I standard deviation. 

plots of Figure 5, with each parameter being larger (more 
positive) for the N-D substitution and smaller (more 
negative) for CD3  substitution. 

Template Inertial (Mass) Effects. As a first approxima-
tion, the template-cage interaction may be modeled by the 
rotational and vibrational modes between the template and the 
cage. The energy levels and the difference between energy 
levels of rotational and vibrational modes should be inversely 
proportional to the reduced mass. Therefore, similar to the H/ 
D isotope effect in molecular systems,55'56  the increased 
template mass, and thus the increased reduced mass, leads to 
lower and more narrowly spaced rotational and vibrational 
energy levels. 

The linear correlation of TK  to the rMoI of the template 
suggests that this may be due to the lower energy and higher 
density of the configurational microstates associated with the 
heavier isotopomers. As such, the supercooled liquid begins to 
take on characteristics of bands, like would be found in the 
crystalline state, at a higher temperature for heavier 
isotopomers. Thus, complete cooperativity, i.e., Ty)  occurs at 
a significantly higher temperature for d10-CZX-1 than for the do  
isotopomer. 

The lowering and condensation of vibrational and rotational 
energy levels also suggest that at any given temperature, higher 
energy levels can be populated for liquids of heavier 
isotopomers, thus lowering the enthalpic barrier for template 
reorganization. This is consistent with the smaller AH,* 
parameters for the d9- and d10-isotopomers as compared to the 
lighter do- and di-materials. 

Similarly, the higher entropy associated with more accessible 
microstates for heavier isotopomers in their reactant super-
cooled liquid should decrease the ratio of transition and 
reactant configurations, WW„„ resulting in a more negative 
AS,*. As shown in Figure Sc, controlling for the NH- versus 
ND-framework hydrogen bonding, the AS,* of d9-CZX-1 is 
significantly more negative than that of d0-CZX-1. A similar  

relationship is observed comparing dio- and d1-CZX-1. The ; 
parameter, which, as described above, is correlated to 
exhibits analogous isotope effects. 

Hydrogen-Bonding Effects. Notably, the isotope effects 
for AH,*, AS,*, and ; parameters do not exhibit the linear 
correlation with respect to the template rMoI as was observed 
for TK. For these parameters, the do  and d9  isotopomers each 
exhibit smaller (more negative) values than are observed for 
the d1  and clio  isotopomers, respectively, suggesting differential 
NH- versus ND-framework hydrogen-bond effects. 

The positive value of AH,* for all isotopomers suggests that 
bonding is diminished to access the transition zone for 
crystallization. The slight increase in AH,* when the N-H is 
replaced with N-D suggests that in this system deuterium 
bonding is slightly stronger than hydrogen bonding. The 0.3-
1.0 kJ mo1-1  difference in AH,* between NH and ND 
isotopomers is consistent with literature reports of the 
measured/calculated difference in hydrogen versus deuterium 
bonding.57'58  

AS,* is negative for all isotopomers, consistent with the 
required organization into long-range order of a crystallization 
reaction. However, dr  and d10-CZX-1 exhibit significantly less 
negative values of AS,* than are observed for the do  and d9  
materials. The less negative AS,* for the N-D substitutions is 
consistent with the stronger N-D-framework interaction 
forming a more ordered reactant liquid that requires less 
rearrangement to achieve the crystallization transition zone. 
Again the correlation between AS,* and z,2°  results in similar 
trends to the ; parameter. Importantly, larger z, leads to 
greater temperature dependence of the activation entropy. 

Combined Thermodynamic and Kinetic Rate Effects. 
Perhaps the most unique distinguishing feature between 
condensed-matter reactions, such as crystal growth, and 
reactions in dilute media is the impact of cooperativity on 
the reaction system. In dilute media, the transition state is a 
result of the collision between the same number of discreet 
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Figure 6. Temperature-dependent (a) ATI,* and (b) AV for do- (black), d,-  (red), d9-  (green), and d10-CZX-1 (blue). Inset in (b) expands the 
plotted temperature region between 400 and 445 K. 

particles irrespective of the reaction temperature. By contrast, 
in the condensed phase, there are no independent reacting 
species. Instead, the relative size of the ensemble of interacting 
units that form the transition zone is dependent on the 
temperature of the system, i.e., there is greater cooperativity at 
lower temperature.34  It is the change in the cooperativity 
within the reacting system that causes condensed-matter 
reactions to exhibit non-Arrhenius kinetic behavior. Because 
the cooperativity of units forming the transition zone is 
temperature dependent, the temperature dependence of 
AH(T) and AS(T) must be evaluated; Figure 6.20  

At higher reaction temperatures, T>> Tio  the cooperativity 
diminishes such that the AFIct —> Alic*. Here, hydrogen-
bonding effects are significant, resulting in the order of AIM 
> do  and d10 > d9. However, as T approaches Tx, the effect of 
the rMoI on the Kauzmann temperature dominates the relative 
order of the Alict, with do  < d, < d9  < 

For AS,*, stronger ND—framework interactions at low 
temperature reduce Wrct  and thus increase WVW„t, causing 
the d,- and d10-isotopomers to exhibit less negative values for 
AS,* than for do- and d9-CZX-1. At high temperature, W is 
large for both H and D substitutions. However, stronger ND—
framework interactions also result in fewer transition 
configurations, W*, thus decreasing Wt/W, and magnifying 
the effect of the temperature-dependent change in W . As a 
result, at elevated temperatures, the AS,* for the d, and c110  
materials becomes the most negative. 

• CONCLUSIONS 
Investigating the temperature-dependent crystallization rates of 
the sodalite-type material CZX-1 utilizing a systematic isotopic 
substitution of the [(H/D)N(C(H/D)3)3]+  templating cation 
provides unique insight into the intrinsic role of template—
framework interactions on the rate of crystal growth. As is well 
established by measuring KIE of molecular reactions, variation 
in the reaction rates as a function of isotopic substitution gives 
clear indication as to whether or not the isotopically 
substituted species are directly involved in the formation of 
the activated complex(es), which control the rate-limiting step 
of the reaction. The above-described temperature dependence 
of the AH,f(T) and ASct(T) yields a temperature-dependent 
free energy of activation, (AGAT) = AH(T) — TASAT)), 
that results in a variable kakD  ratio, depending on the reaction 
temperature (see Figure 4). By contrast, TZTc  analysis of the 
Tx  and Alic*, AS,*, and zc  activation parameters for 
crystallization rates do- to d10-CZX-1 isotopomers reveal 
intrinsic isotope effects that provide direct insight into the 
reaction mechanism. 

Specifically comparing the impact on the crystallization rate 
of the rMoI (mass) of the template {d0  and d, vs d9  and c110} 
and the NH versus ND hydrogen-bonding ability {do  and d9  vs 
d, and cl10} reveals the extent to which template reorientation 
and hydrogen bonding between the template and framework, 
respectively, influence the rate of crystal growth. The melting 
temperature, T., is not significantly impacted by any of the 
isotopic substitutions. By contrast, the Kauzmann temperature, 
Tic, demonstrates a linear dependence with respect to the 
rMoI, indicating that it is not significantly impacted by 
hydrogen bonding. The activation enthalpic and entropic 
activation parameters, AH,* and AS,", respectively, demon-
strate both inertial and hydrogen-bonding isotope effects, both 
indicating that ND—framework deuterium bonding is stronger 
than NH—framework hydrogen bonding. 

This alkylammonium templated metal—halide framework is 
a unique system; thus, there are limits to the extent to which 
mechanistic conclusions can be applied to other templated 
network systems. However, it is reasonable to predict that 
while the magnitude of the influences will be system 
dependent, the overall mechanistic picture, which demon-
strates that template reorientation, including impacts from 
both the template—cage interaction and the inertia of the 
entire template, plays significant roles in the activation process 
of crystal growth, should be generally applicable to diverse 
systems. In addition, this novel isotope effect study based on 
the transition zone theory introduces an important tool that 
can be used to evaluate the mechanism(s) of other condensed-
matter reactions. 
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• ABBREVIATIONS 
TZTc, transition zone theory of crystallization; CZX-1, 
[HNMe3] CuZn5C112; TK, Kauzmann temperature; KIE, kinetic 
isotope effect; kH, IcH, rate constants with H vs D substitution; 
Tmax, temperature of the maximum crystal growth rate; Tg, 
glass-transition temperature; Tin, normal melting point; 
TtXRD, time temperature X-ray diffraction; DSC, differential 
scanning calorimetry; ICG, interface controlled growth model 
of crystallization; ra, rd, rate of attachment or detachment; v, 
frequency; T, temperature; R, gas constant; A Ga+, free energy 
of activation for attachment; AG,, free energy difference 
between liquid and crystal; Y, growth rate as defined by ICG; 
a0, thickness of a molecular layer; f, fraction of sites on a crystal 
surface; A.114, enthalpy of activation; AS*, entropy of 
activation; kB, Boltzmann's constant; th viscosity; TST, 
transition state theory; h, Plank's constant; TZ, transition 
zone; A, characteristic wavelength of vibrations that leads to 
crystal growth, equal to 2 times the average lattice constant; 
Sibp  Sx.B, configurational entropy of the liquid and crystal, 
respectively; le, Iiirrd, number of configurations of the TZ and 
reactant, respectively; AS,*, intrinsic (i.e., temperature-
independent) component of the entropy of activation; xc, 
fitting parameter of TZT, that modulates the temperature 
dependence of AS*, approximately equal to —R/AS*; AHc*, 
intrinsic (i.e.)  temperature-independent) component of the 
enthalpy of activation; vpb, velocity of the crystallization phase 
boundary; PXRD, powder X-ray diffraction; TMDSC, temper-
ature-modulated differential scanning calorimetry; Cp, heat 
capacity; ACp, difference in heat capacity of liquid and 
crystalline phases; Hm,  enthalpy of melting; Ti,o, isothermal 
temperature of crystallization reaction; IQR, instrumental 
quench response; a, fraction of the sample transformed from 
the liquid to crystalline phase; KJMA, Kolmogorov—Johnson—
Mehl—Avrami rate expression; M-KJMA, modified KJMA 
expression; to, time of nucleation; n, dimensionality of crystal 
growth; V, sample volume; g, intrinsic crystal growth habit (g = 
1 for isotropic growth); ao  anisotropy correction for the 
sample environment; no, number of initial nuclei; dn., initial 
nucleation density; t8, when ramping up in temperature, time 
between initiation of the quench and when the sample reaches 
Ts; rMoI, relative moment of inertia 
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