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Abstract— Large-scale parallel implementation of matrix mul-
tiply and accumulate (MAC) core poses significant energy and
area constraints in analog voltage domain under reduced supply
voltage. A spatial multi-bit sub-1-V time-domain matrix mul-
tiplier interface is presented using multi-bit back-gate-driven
delay elements as a scalable alternative for various approximate
computing applications. A single-chip solution is demonstrated
for two application modes: a high-throughput digitally driven
mode for acceleration and a low-energy analog front-end mode
for sensing. In accelerate mode, the system achieves an aggre-
gate throughput of 21.6 GMAC/s with 9 TOPS/W energy effi-
ciency. In sense mode, the system exhibits an energy efficiency
of 55.3 TOPS/W for classification purpose. The proposed archi-
tecture utilizes 16-parallel 6-bit input vectors to perform matrix
MAC computations using time-domain signal processing with
3-bit resistive weights at a sub-1-V supply of 0.7 V. An inte-
grated speculative time-to-digital converter (is employed for 6-bit
time-domain quantization with an on-chip mismatch calibration
scheme. The prototype is fabricated in 65-nm CMOS technology
and occupies an active area of 0.04 mm?. The system performs
image recognition of handwritten digits using a machine learning
scheme and demonstrates an average classification accuracy
of 84.3% on the MNIST dataset. The resultant energy per MAC
computation in the proposed spatial architecture is about 15x
lower than a digital CMOS combinational logic-based parallel-
tree MAC.

Index Terms— Time-domain signal processing, VIC, DTC,
TDC, machine learning, approximate computing, neuromorphic
computing, IoT, MAC, spatial, accelerator.

I. INTRODUCTION

ATRIX multiply-and-accumulation (MAC) core arith-
metic units are pervasive in scientific comput-
ing, machine learning, and real-time signal processing.

Manuscript received January 7, 2018; revised May 15, 2018; accepted
June 1, 2018. Date of publication July 3, 2018; date of current version
September 11, 2018. This work was supported in part by the U.S. National
Science Foundation under Grants CCS-1514269, CNS-1564014, and CNS-
1705026, and in part by the NSF Center for Design of Analog-Digital Inte-
grated Circuits. This paper was recommended by Guest Editor A. Marongiu.
(Corresponding author: Deukhyoun Heo.)

S. Gopal, J. Baylon, L. Renaud, S. N. Ali, P. P. Pande, and D. Heo are
with the School of Electrical Engineering and Computer Science, Washington
State University, Pullman, WA 99163 USA (e-mail: dheo@wsu.edu).

P. Agarwal was with the School of Electrical Engineering and Computer
Science, Washington State University, Pullman, WA 99163 USA. He is now
with Maxlinear Inc., Carlsbad, CA 92008 USA.

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JETCAS.2018.2852624

, Student Member, IEEE,

~

Approximate
, , Computing
Biomedical (W11~ Win| [U1 y11) Computer
Sensing [ HEAY H ]o[ H ]:[ H ] Graphics
5 Wi o Wl lUun Ym. _
%0 2% a| Wl vl g
o Matrix Vector —
Image Multiplication imizati
Classification - Optimization

Fig. 1. Approximate computing applications with matrix multiply-accumulate
(MAC) operation as core unit.

Fig. 1 shows potential applications of approximate comput-
ing for sensing and high-performance computing that can
function under reduced precision for approximate computing
[1]-[10], such as computer vision, speech recognition, bio-
medical sensing, neuromorphic computing, acceleration etc.
[31, [6], [10]. These applications can function at low precision
motivating the use of MAC arithmetic operations with analog
signal processing as an energy-efficient alternative to existing
approaches [9]. By implementing MAC arithmetic operations
closer to the extreme edge of sensor networks, far from the
cloud access, faster results can be realized in system designs
by reducing communication bandwidth requirements to cen-
tral processing nodes. MAC embedded front-end computation
units thus reduce latency of cloud access providing energy-
efficient transmission and processing [1]-[4].

The parameters to consider in the design of MAC core
are computation speed (throughput), energy-efficiency, area,
dynamic range and resolution. Depending on the applica-
tion, some parameters are given higher relative importance
to others. For instance, image classification is performed
in [6] for inference using real images from the CIFAR-10
database using machine learning with 6-bit input data. A self-
calibrating accelerator for received signal separation from
noise is developed in [10] for GPS acquisition using 2-bit input
data. A neuromorphic computing core is developed in [16]
using 1-bit input data for handwritten digit recognition.

In analog signal processing, reduced supply voltage offers
limited signal-to-noise ratio (SNR) with technology scal-
ing. Maintaining dynamic range under a reduced supply
voltage necessitates mismatch and thermal noise reduction
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Fig. 2. ITRS Technology trend across CMOS process generations.

using large-sized passive or active devices. Consequently,
reduced supply voltage leads to increased chip area and larger
power consumption across multiple parallel channels in the
analog-domain [12], [15]. Analog-domain implementation of
a multiple parallel-input spatial MAC architecture requires
power-hungry and physically large digital-to-analog converters
(DACs) and analog-to-digital converters (ADCs), to interface
with the digital environment.

MAC implementation in the analog-domain therefore offers
diminishing performance returns with technology scaling
trends. However, an increase in transition frequency (fr) has
improved transistor speed resulting in enhanced resolution
in the time-domain. The increase in resolution in time is
illustrated in Fig. 2, which plots the supply voltage on the left
Y-axis (in black), and the f7 on the right Y-axis (in red) with
technology scaling. The increase in fr presents an opportunity
for time-domain signal processing to operate under a reduced
supply voltage for increased energy efficiency leveraging tech-
nology scaling trends [18]. Limited electronic design automa-
tion tools for analog-domain make digital implementation of
time-domain signal processing circuits more favorable in terms
of design scalability of multiple parallel inputs. Thus, time-
domain signal processing using digital implementation is an
alternate scalable technique substituting its analog counterparts
in nanoscale CMOS processes across different applications
such as digital phase-locked loops [19] and delay-line based
ADCs [18].

This work demonstrates an approximate computing circuit
with two operating modes using 16-parallel, 6-bit back-gate-
driven time-domain matrix multiplier as a scalable interface
which operates under a 0.7 V supply voltage in 65 nm CMOS
technology. The approximate computing modes can broadly
be classified into two application modes based on the nature
of input data vectors (u;).

1) accelerate-mode: We consider u; as the multi-bit digital
vectors where the proposed system co-processes matrix
computations in time-domain by interfacing with digital
environment applicable for hardware accelerators [10].

2) sense-mode: In this mode, u; are inherent analog input
vectors where the proposed system functions directly
as an analog interface, performing machine-learning
classification in the time-domain for direct inference
from sensors [27].
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Fig. 3. Time-domain matrix MAC for various signal processing applications.

A brief description of related work is presented in Section II.
In section III, the proposed architecture of spatial multi-
bit time-domain matrix multiplier interface is presented.
Section III presents the architecture details of proposed spec-
ulative TDC. An on-chip rising-edge mismatch calibration
mechanism is presented in Section IV. Measurement results for
accelerate-mode and sense-mode with an application demon-
stration are presented in Section V, and Section VI concludes
this paper.

II. RELATED WORK

In the recent past, embedded analog-domain MAC computa-
tion front-end systems have increasingly gained wide attention
[9]-[11], [15], [27]. Analog-domain MAC implementations
can be classified as active and passive approaches. Active
approaches are based upon transconductance cells that use
weighted current-mode summing [8]-[10]. As the multiplica-
tion dramatically increases dynamic range requirements, active
approaches have a severe energy cost to meet them limited
by the voltage/current headroom against the noise level [27].
On the other hand, passive approaches are built using switched
capacitor-based MAC units, implemented by charge scaling
and addition [5]-[7]. However, with high levels of parallelism
for large scale design implementation, charge-redistribution is
subject to non-idealities such as gain error and signal level
degradation. Charge redistribution limits dynamic range in spa-
tial architecture of switched capacitor-MAC restricting large
scale implementation [12]. These non-idealities are aggravated
with technology scaling. In the analog-domain, it is quite
challenging to implement a power- and area-efficient MAC
for a multi-bit parallel-input spatial architecture.

Alternately, a time-domain implementation offers robust
computation with readily interfaced digital circuits [15]-[17].
As illustrated in Fig. 3, the MAC operations are performed in
time-domain on the elements of multi-bit input vector (1) with
elements of programmable weight vector (w), and the resultant
output data (A7) undergoes time-based quantization process
to obtain a digital output (y) for various signal processing
applications. However, conventional time-domain techniques
are digitally driven by standard combinational logic gates
limiting their application space to digital interfaces, and unsuit-
able for analog sensing. Conventional single-bit time-domain
implementations using resistive and capacitive techniques
have design challenges and associated trade-offs [15]-[17].
Resistive time-domain technique is employed in [15] using
S-transistor stacked logic limiting high speed operation at
sub-1V due to parasitic capacitors present in stacked sig-
nal path of devices. Capacitive time-domain technique using
capacitor-bank is applied in [17]. The area and energy
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Fig. 4. Spatial multi-bit time-domain MAC for accelerate- and sense- computing modes with information encoded as time-difference.

consumption increase exponentially for N-bit weight program-
mability in time-domain MAC implementation, limiting speed,
energy- and area- efficiency as shown in (1) and (2), where C,,
is a unit element capacitor and V corresponds to the voltage
swing.

Area = 2V x Cy
Energy = 2V x C, x V?

(1)
2)

This work aims to expand the time-domain comput-
ing approach to multiple signal processing environments
by addressing the limitations of conventional approaches.
Multi-bit time-domain computing with back-gate technique
is introduced to span wide range of applications from high-
performance computing to analog front-end sensing, and
achieve multi-mode functionality. The core computing delay
element in our chip implementation is scalable in terms of
the number of inputs. Although our prototype implements a
unit-row matrix computation demonstrating our basic princi-
ple, multiple parallel-unit implementation can increase system
throughput.

III. PROPOSED SPATIAL MULTI-BIT TIME-DOMAIN MAC
INTERFACE ARCHITECTURE

Fig. 4 illustrates the fundamental idea of spatial multi-bit
time-domain signal processing of the proposed spatial multi-
bit time-domain MAC interface architecture in which the
input data (analog/digital) is converted to time difference. The
matrix MAC arithmetic operation using appropriate weights is
then performed in time-domain. Finally, the processed output
undergoes time-based quantization process. Thus time-domain
signal processing uses delay difference (Az;) to encode the
accumulated signal information.

The spatial MAC architecture offers high amounts of data
parallelism using m parallel N-bit digital (voltage) -to-time
converters (DTC/VTC) to convert the digital (analog) sig-
nal into time-domain in accelerate-mode and sense-mode,
respectively (see Fig. 4). The matrix MAC operations are
performed on the elements of input vector (u;;) with elements
of programmable weight vector (w;;), to obtain the resultant
accumulated time-domain output (Az;) for an i”*-row MAC
operation as shown in (3):

m
AT,‘Z E WijUjj
j=1

The size of the weight vector matrix is n x m, where the
number of MAC operations is m. This operation is repeated n
times for n rows using programmable matrix (w;;) as shown
in (4):

3)

—m —
E wljulj
w11 Wim uj j=1 Aty
. X . = . = .
Wn1 Wnm Um - Aty
E w,,ju,,j
L j=1 _
4)

The resultant time-domain data (Ar;) undergoes time-based
quantization process using a time-to-digital converter (TDC)
for obtaining digitized output.

A. Proposed Spatial Multi-Bit DTC: Back-Gate Driven
Time-Domain Matrix Multiplier Interface

The proposed spatial multi-bit DTC architecture is
based on a back-gate-driven time-domain matrix multiplier
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interface (BG-TMAC) supporting multi-mode approximate
computing applications, as shown in Fig. 5(a). An input vector
size of 16 parallel pseudo-differential signals (u;;) are given
to bulk terminals of NMOSs placed in deep N-well layers for
noise immunity from digital substrate switching noise. The
clock signal (®;,) is fed into the gate of MOSFETs. The
delay calibration differential signals (v.,;) are given through
PMOS bulk terminals. The elements of weights vector (w;;)
are applied through resistive PMOS switches to 3-bit program-
mability. The delay difference at each parallel input vector
is cascaded enabling accumulation process. The BG-TMAC
architecture thus offers systematic accumulation in time-
domain in an asynchronous manner. The unit element circuit
and the layout of BG-TMAC circuit are shown in Fig. 5 (b).
The accumulated output phase difference carries the output
MAC value in the time-domain. The time-domain output
quantization mode is selected by two MUX blocks controlled
by a mode-select control signal. In sense-mode computing,
the mode-select allows the time-domain output to be quantized
by a flip-flop for binary classification [16], [27]. While in
accelerate-mode computing, the mode-select allows the time-
domain output to be quantized by a 6-bit speculative TDC.

B. Linear Back-Gate-Driven Voltage-to-Time Conversion

Back-gate driven technique for generating linear delay char-
acteristics is used in ultra-low power oscillators [29] and
linear fine delay element in Vernier TDC applications [30].
This sub-section derives the back-gate voltage-to-time transfer
function (VTTF) characteristic used for the design of each
delay element. The VTTF characteristics is given by the
weight vector derivation (w;;) of unit delay element. For a
unit delay element with index (i, j), the input is given to the
bulk terminal and the weight factor is modified using 3-bit
programmable supply regulation, that results in an output delay
difference. The weight vector derivation and its simulation give
an insight on the delay behavior with the change in input bulk
voltage.

Fig. 6(a) shows the transition diagram of proposed delay
element. The propagation delay (z,4) of a unit delay cell
is given by the total output capacitance (Cr). Assuming
fast rise\fall signal transitions (an order of magnitude faster
compared to the clock period), a unit delay cell’s 7,4;; is given

X

4xX zX
3-b weight
vector (w;))

o G (Ujin)

Deep N-well
p-substrate

(a) Proposed spatial multi-bit time-domain back-gate matrix multiplier interface (BG-TMAC) supporting sense-mode and accelerate-mode.

by (5) [31]:
Cp _ Cp )

8m,maxij + 8mb,maxij EmT, maxij

Tpdij =

Here, the total load capacitance (Cp) constitutes both external
loading capacitance and internal parasitic capacitance. While
&m,maxij And gmp maxij represent the maximum gate- and bulk-
transconductance of the NMOS (PMOS) while operating in
strong-inversion region for rise (fall) transition of the input
signal. The gu7,maxij and Vry;; for an NMOS (PMOS) of
a unit delay element with index (i, j) using alpha (a)-power
law, is shown in (6) and (7) [31]:

gm0 (a—=1)Vrhij
8mT maxij = 2(:11 a1+ ! )1 - % l]]
2 |2CD + VSBij| DD
(6)
Vrnij = (Vrao — 7 /1200 + 7 V12®] + Vi (N

gmo 1S a proportionality constant, y and @ are technology
dependent parameters, and Vrgo is Vry at Vgp;j = 0.

For a small-signal source-to-bulk voltage excitation
(Avspij), around the common mode Vgcmopr, (Vsp =
VBcMop: + Avspij), the derivative of (5) with respect to
Avgp;j gives the expression in (8):

Atpaij  —Ct AT maxij

Avspij

()

2 .
ng,maxij ADSBZ]

While Agu7 maxij represents the change in the maxi-
mum transconductance, which corresponds to (9) where
Agm,maxij = 0, corresponding to the only change in bulk-
to-source transconductance due to small signal bulk-to-source
voltage excitation (Avgp;;).

Ang,maxij = Agm,maxij + Agmb,maxij (9)
The value of Aguup maxij can be evaluated as in (10):

2mb o Y 8m,maxij
mb,maxij /702(1)I ¥ VSBij)

Obtaining the derivative of (10) due to the small signal
excitation (Avgp;;) results in (11):

(10)

—7 &m,maxij AVSBij
3
2(12®| + Vcmopt)?

Y

Agmb,ma)cij =
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Fig. 6.
driven voltage-to-time characteristics for minimum and maximum weights.

From (8), (9) and (11), the delay difference due to bulk driven
voltage excitation is derived in (12):
_CL
AT pgij = 3 X
ng,maxij

—7 &m,maxij AVSBij
3
2(12®| + Vpcmopr)?

As per (12), a piecewise linear delay function can be obtained
by bulk-driven voltage excitation (Avsp;;). Thus the generated
unit weight vector (w;;) is given by the amount due to the

12)

bulk-to-source input signal (#;; = Avgp;;j) is computed as
in (13):
—C _ g
wij = . L Y 8m,maxij . (13)
ng,maxij 2(|2(D| + VBCMopt)2

Fig. 6(b) shows the simulated unit element voltage-to-time
transfer function (VTTF) for minimum (w;; = 5’000) and
maximum (w;; = b'111) weight settings respectively, across
process-voltage-temperate (PVT) variations.

An important requirement of MAC in time domain is
the implementation of signed arithmetic circuits. The bulk-
driven MOSFET modulates the sign and magnitude of delay
difference, based on applied body bias differential voltage,
as illustrated in Fig. 6(a) [29]. The NMOS devices are body
biased at a common mode voltage (Vgcm,o0pr) t0 maximize
the linear range in delay. Then an incremental excitation
(+/—Avgp) can be applied to Vgcuy,op: in order to achieve
bi-directional delay difference corresponding to the signed
magnitude.

C. Sensitivity Analysis of Delay Function Using
Bulk-Driven Voltage

Applying small-signal analysis for the NMOS bulk poten-
tial around the optimum common mode Vgcuopr, (Vsa
VBcmopr + Avsp), the slope of the change in delay is shown
in (14) on the derivative of (12) and (14) indicates a uniform
step size of At,g4;; can be obtained for a given common mode
bias at Vgcmop:-

aA‘L'pdij _ —-Cr _3ygm,maxij

5
4(12®| + Vecmopr)?

(14)

L 52
aAUSB’J ng,maxij

(b)

(a) Bi-directional delay difference using pseudo-differential bulk-driven inputs and its transition diagram. (b) Simulated piecewise linear back-gate-

To obtain the sensitivity of bulk-driven voltage control, sec-
ond derivative of change in delay on (14) establishes zero
small-signal sensitivity (62Arpd,-j/6Av§ Bij = 0). Intuitively,
the transconductance increases with a decrease in MOSFET
threshold voltage (Vrg;j) and vice versa. Thereby, a higher
&mT,maxij Tesults in a faster charging current at the output
capacitor, hence achieving a smaller Az,y;; and vice versa.

IV. PROPOSED SPECULATIVE TDC

In a time-domain MAC architecture, the accumulated
delay-difference is quantized using a TDC. TDCs find
ubiquitous applications such as in digital PLLs [20], high
resolution PET imaging [33], delay-line analog-to-digital
converters (ADC) [18], etc., as time-based quantization can
be superior to voltage-based quantization in nanoscale CMOS
technologies [20].

Conventional Vernier TDC requires 2V —1 time-comparators
(arbiters or flip-flops) for resolving N-bit resolution. Conse-
quently, the conventional architecture results in a design with
large power consumption and low area-efficiency. To overcome
this issue, binary-search and SAR based TDCs are explored
in [15] and [34]. However, there is an associated wait time
(Tyair) added at each stage in order to match the delay of a
flip-flop at each stage of the conversion. For an N-bit TDC,
this imposes a severe constraint on the overall speed of TDC
as Tyqir accumulates along the delay line generating a total
accumulated latency of N x T4, for an N-bit binary-search
based TDC as illustrated in Fig. 7 (a). Based on simulations,
a 30% to 45% throughput reduction in system is expected for
a 6-bit resolution due to the accumulated latency.

A speculative TDC is proposed based on a speed-enhanced
speculative binary-search algorithm with N comparators while
eliminating the delay due to the flip-flop (Ty4i;). As shown
in Fig. 7(b), for an i'" stage time-to-digital conversion,
the speculative binary search algorithm speculates by pre-
calculating both the positive delay-difference (+2'Az) and
negative-delay difference (—2/ A7) in parallel to comparator‘s
output decision. The output of the comparator selects the
appropriate delay (positive or negative) based on the output
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Fig. 7. (a) Conventional binary search based TDC architecture at i’h—stage‘
(b) Proposed speculative TDC architecture.

decision that reduces the delay difference by an amount
of 2/ At for the subsequent stage quantization. Parallel com-
parison with delay propagation facilitates a faster conversion
process compared to conventional serial comparison.

Conventional TDC systems employ sense-amplifier based
flip-flops for achieving fine resolution in making 1-bit deci-
sions without any meta-stability [22]. This becomes more
severe while operating in sub-1V voltage regime. To resolve
the meta-stability issue, a time-amplifier (TA) is placed before
sense-amplifier to increase the input-referred resolution. Time-
amplifiers are conventionally used in a multi-stage TDC [35].
While, the proposed speculative TDC uses time amplification
as a method to expedite 1-bit decisions of sense-amplifier flip
flops.

As the clock-signal has a finite propagation delay through
the delay chain, delay between each comparator decision has
to be synchronized in order to correctly sample the digital
output bits. A clock re-timing circuit is used to synchronize the
digital outputs correctly. A second sampling stage is designed
to re-sample the outputs in a synchronous manner using a
retimed clock on another set of flip-flops. This technique
maintains setup and hold time requirements for obtaining the
correct samples [20].

The speculative TDC architecture employs the same delay
elements as the BG-TMAC circuit described in Section II,
to ensure PVT tracking. This is because the relative edge
between CIkA and CIkB signals remain the same at the com-
parator input employing 1-bit decisions [15]. The simulated
linearity performance of speculative TDC across PVT corners

are plotted in Fig. 8. Linearity performance is evaluated from
differential non-linearity (DNL) and integral non-linearity
(INL) estimations. DNL represents the measure of differential
error in delay-difference, while INL represents the cumulative
error in delay-difference. As per Fig. 8, the worst-case integral
non-linearity (INL) is about 0.7 LSB error in the slow corner
at 75°C under a supply of 0.65 V.

V. ON-CHIP RISING-EDGE MISMATCH CALIBRATION
SCHEME FOR SPATIAL TIME-DOMAIN
MAC ARCHITECTURE

Device sizing in delay elements can severely impact non-
linearity performance of delay line based VTC, DTC and TDC
systems [22]. For instance, it is possible to use minimum sized
devices to facilitate low power and compact design, which
can also result in large inter-device mismatch in a cascaded
delay line. As a result, the linearity of delay-line is distorted
in the cascaded delay line for multi-bit parallel-input spatial
architecture. This section details the mismatch analysis of
spatial time-domain architecture based on the length of delay
line. Further, an on-chip calibration mechanism to correct for
mismatch is presented.

A. Non-Linearity of Parallel-Input BG-TMAC Delay Elements

Global delay variations due to PVT fluctuations affects all
the BG-TMAC delay elements equivalently, resulting in global
offset and gain errors. Simple digital calibration can cancel
these effects. However, local variations including random
dopant profiles and Vg differences causes mismatch in the
unique delay behavior of each delay element. As the length
of parallel-input based delay line increases, the accumulated
mismatch error in delay difference increases. The mismatch
error is the total effect of variance in local delay variations.
For an m-parallel-input delay line, assuming o; is the standard
deviation at j** input point, the total accumulated variance a%
is given by (15):

5)

For uncorrelated local delay variation in delay elements,
0j =op, Vj € m. Thus, (15) reduces to (16):

O'%ZMXO‘% (16)

Thus, the total delay line’s standard deviation (o7) grows
in proportion to »/m for an m-parallel-input delay line. This
effect can be seen in the Monte-Carlo simulations plotted
in Fig. 9 performed on the delay lines using 65-nm CMOS
devices. The error accumulation 2-D map shows the extent of
variation as the length of the delay line increases. As per the
histogram plot in Fig. 10, a 32-parallel-input delay line has a
standard deviation of about 5 times compared to a 2-parallel-
input delay line. The Monte-Carlo simulation provides an
insight on the accumulated mismatch error in delay differences
by scaling the number of parallel inputs, as shown in Fig. 10.
Thus, calibration is required to correct mismatch errors in
delay differences that causes non-linearity. In our design,
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we implemented a 16-parallel-input architecture in considera-
tion of chip area and limited availability of calibration probe
pads in measurements.

B. On-Chip Rising Edge Mismatch Calibration

In this sub-section, calibration coefficient is derived based
on the amount of mismatch error in delay difference. On-chip
calibration is performed for correcting non-linearity due to
mismatch errors in delay differences within the chip. In the
proposed calibration scheme, PMOS bulk inputs provide the
required voltage for on-chip mismatch calibration by using
PMOS bulk voltage-to-time transfer function at the rising edge

(b) (c)

Simulated non-linearity performance of speculative TDC across process, voltage and temperature (PVT) variations (PVT corner information: typical

of the signal transition. The amount of required voltage is

adaptive depending on the delay correction for a given test

chip. This is given by (17) similar to the derivation in (12).
+CL

ATpd,calibration = X
mpmosT,max

Y 8mpmos,max Aveal

3
2(120] + Vecmpopr)?
(17)

In (17), the PMOS bulk-transconductance using bulk input
voltage (Av,,) is leveraged for delay correction by an amount
of Atpq calibration and the common mode voltage is set at an
optimum value (Vgcum popr). The BG-TMAC architecture has
multiple parallel inputs with a cascaded delay line of n delay
elements.

For an n-parallel input BG-TMAC architecture, with cas-
caded n delay elements, the actual delay-difference of ;"
delay element along a row is given by (18):

Dj =D+ AD; (18)

In (18), D is the nominal delay-difference of the delay ele-
ment, and A D; is the random error due to mismatch effect that
has zero-mean random error with standard deviation op. As D
is a measure of unit least significant bit (LSB), the differential
non-linearity (DNL) and the integral non-linearity (INL) values
are obtained as shown in (19) and (20) for k delay elements
as j runs from 1 to k.

DNLI[K] = Agj (19)
k
INL[k] = > AD; (20)

i=1

DNL[k] represents the measure of differential error in delay-
difference, while INL[k] represents the cumulative error in
delay-difference, with standard deviations opyrk] = op/D
and o/nL[k) = VkoplD, respectively.

The total delay including the delay variation is given
by (21):

n
Atin =nD + Z AD;
j=1

21

Mismatch calibration is performed such that the total delay of
the chain given by (21) is adjusted such that Z?:l ADj is
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Fig. 11.  Chip micrograph of spatial multi-bit BG-TMAC interface.

minimized. A D,, is adjusted to a reference nD. Thus, the actual
delay of j'* delay element becomes the expression in (22):

_ nD-(D+AD))
7T aD+ 3 AD;

(22)

The normalized calibration coefficient (Cal[k]) is evaluated
based upon the residual delay correction word for kth delay
element given by DNL[k]. Cal[k] can be approximated to (23)
from (22) which is normalized to nominal delay-difference D.

ADy 1X5_/AD;

D k D
The entire delay line with multiple inputs is calibrated using
the calibration coefficients generated from (23). It is noted that
the amount of calibration correction increases as index-k runs
from 1 through n along the length of delay line.

Cal [k] = (23)

VI. SYSTEM MEASUREMENT RESULTS AND
APPLICATION DEMONSTRATION

A 16-parallel-input prototype of spatial multi-bit BG-TMAC
interface is fabricated in a 65 nm CMOS GP process with chip
micrograph shown in Fig. 11. The interface occupies an area
of 0.045 mm?2. The clock signals are given using a Tektronix
DTG 5274 that feeds in pseudo-differential BG-TMAC circuit.
The offset correction is initially performed at the output of the
interface based on the measured delay difference and resultant
output code by feeding the same clock signal at the inputs
with no phase difference. Experimental demonstration of two
modes of approximate computing are described in this section.
6-bit quantization is performed on time-domain output in
accelerate-mode which is typically used for co-processing an
enormous amount of parallel MAC computations in hardware
accelerator applications. 1-bit quantization is performed in
sense-mode which is mainly used in machine-learning clas-
sifiers for performing direct inference on the data obtained
from analog sensors.

A. Accelerate-Mode Computing Measurements

In the accelerate-mode, co-processing and acceleration is
performed in time-domain. These operations are convention-
ally performed in digital domain. Accelerate-mode comput-
ing processes digital input vectors clocked at a high speed
of 1.35 GHz. The measurement set up is shown in Fig. 12(a).

A signal generator using HP 8644A provides the ramp input
digital word with a minimum voltage resolution of ~11 mV.
To measure the system’s average linearity performance, all
sixteen multipliers are configured with the same weights and
inputs. The total accumulated output delay difference is mea-
sured using Tektronix DSA 3800 oscilloscope. Fig. 12(b) plots
the measured average output delay difference versus digital
word across programmable 3-bit weight vectors (w;). The
output delay range at a weight vector setting of w; = b’000 is
about 30 ps. As the weight vector increases to a value of
w; = b'111, the output delay range is increased to 250 ps.
Linearity degrades as the value of weight vector increases.
Figs. 12(c) and (d) display the measured un-calibrated and
calibrated non-linearity data of BG-TMAC circuit, respec-
tively. The displayed measurement data in Fig. 12(c) and
Fig. 12(d) are at the worst-case binary weight vector settings of
w; = b’'111. The un-calibrated maximum INL at BG-TMAC
output is about 1.5 LSB, and on-chip mismatch calibration
reduces the maximum INL to 0.52 LSB.

The 6-bit digital output of speculative TDC is captured on
an analog output pad (VDAC) using an on-chip 6-bit resistive
digital-to-analog converter (RDAC). Figs. 12(e) and (f) plot
the measured un-calibrated and calibrated non-linearity data
of output code, respectively. Non-linearity is evaluated by
comparing the step width of resistive DAC output voltage
to a nominal step value, which is evaluated from averaging
across output digital codes. The linearity of the complete
spatial interface architecture is limited by speculative TDC.
The measured un-calibrated INL of the output code is about
2.8 LSB as per Fig. 12(e). Post calibration, it can be seen
in Fig. 12(f) that the INL of the output code reduces to
1.35 LSB. The entire system has an effective number of bits
(ENOB) of 4.63-bit at 1.35 GHz sampling rate.

The energy per unit MAC computation is about 42 f{J/MAC.
The speculative TDC presents a fixed energy overhead
of 69 fI/MAC operation. Overall, the chip exhibits an energy
efficiency of 9 TOPS/W including 6-bit quantization by spec-
ulative TDC at 0.7 V. The power due to resistive DAC and the
output buffers are excluded. The 16-parallel input spatial archi-
tecture achieves an aggregate throughput of 21.6 GMACs/s in
this mode.

B. Sense-Mode Computing Measurements

Sense-mode computing processes data which is obtained
directly from analog sensing inputs. Fig. 13(a) illustrates
frequency domain measurement set-up to capture output sinu-
soidal tones [23]. The square wave clock signal (®()) has a
time domain response given in (24).

ee]

b =22

T

sin(n — D)2z ft)  (24)

2n—1
n=1
The clock amplitude is controlled by weights (w;). Matrix
multiply operation with back-gate-driven input sinusoid
(u(t) = Asin(2z fypt)) yields y(t), given in (25).
o

) = 4Aw; s 1

T 2n —1

sin(dnmw — 2x f.t) sin 2z fypt)

(25)
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The expression of output (y(¢)) in (25) can be re-written
as (26) using a standard trigonometric identity.

Ea
Z:2n—1

n=1

2A w;j

y (t) = cos (ftone+) — COs (ftonef) (26)

As seen in (26), y(¢) is a modulated square wave with two
tones at fione+ = (2n — 1) fe + fnp and fione— = (2n —
1) fc — fnB, respectively. Here, fyp is the back-gate input

frequency. The amount of modulation is obtained from the
spectrum analyzer as illustrated in Fig. 13(a). The spur level
difference in log-scale (X dB) between y(¢) and clock (®(¢))
determines the ratio of delay modulation (#4;;) with respect to
clock edge with time period (1/f.) shown in (27) [24]:

X (dB)=20xlog1o(tasij x fc) 27)

The un-modulated carrier of 1.35 GHz (f,) is captured in
Fig. 13(b). Fig. 13(c) displays the fundamental tone of 20 MHz
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TABLE 1
PERFORMANCE SUMMARY AND COMPARISON WITH RECENT WORKS
This Work JSSC’17 TCAS-I’17 JSSC’17 ASSCC’16 ISSCC’16
References
(BG-TMAC) [16] [27] 91 [11] [10]
65 nm 65 nm 130 nm 40 nm 28 nm 65 nm
Technology
CMOS CMOS CMOS CMOS FD-SOI CMOS
Domain Time (back-gate-driven) Time Analog Analog charge Analog charge Analog
current current
Apl;:)c:zion Accelerate Sense Accelerate Sense Accelerate Sense Accelerate Accelerate
Number of 16 128 48 e 16 4096
parallel channels
Sampling rate 1.35 GHz 0.75 GHz - 1.3 MHz 39 MHz 15 MHz 2.4 MHz 170 MHz
Speed (MACs/s)" 21.6 G 12G - 63 M 25G 1G 24 M -
Supply (V) 0.7 1.0 1.2 1.1 1.0 1.0 1.2
E“e’(gpyf)‘“c 0.042¢ 0.018° 0.020° 0.051 0.13¢ 0.11¢ 0.07 0.027
Energy efficiency 9f 553 482 19.6 777 8.77° 9.61¢ 36.8"
(TOPS/W) ’ ’ ’ )
Resolution’ 6b/3b/6b Analog/3b/1b 1b/1b/1b Analog/5b/1b 6b/3b/6b Analog/3b/6b 8b/8b/8b 2b/1b/3b
Active area 0.04 3.61¢ 0.0206 0.012¢ 0.084 0.325
(mm°)

“Serial matrix-vector product
°Cumulative multiply-accumulate rate across parallel inputs

caveraged across weights excluding output buffer, 1-bit quantization and excludes external I/O and includes SRAM memory, “includes a 6b ADC and excludes output buffer

fincludes 6-bit TDC and excludes output buffer, fincludes 8-b ADC, hincludes 3-b ADC
'Resolution Notation: Input/Weights/Output

tone (fyp) of single ended output with the carrier (f,) at
1.35 GHz measured by Agilent PXA Signal Analyzer. The
harmonics of the fundamental tone are suppressed under -
75dB. Fig 13(d) shows the measured output phase modu-
lation in logarithm scale from minimum input to full scale
amplitude (Afrg) and its corresponding output delay variation
in linear scale is plotted in Fig. 13(e). Fig. 13(f) plots the
measured average energy efficiency (units-TOPS/W) of about
55.3 TOPS/W across different weight settings.

C. System Demonstration: Handwriting Recognition

The BG-TMAC implements the matrix computations in a
neural network for handwritten digit recognition. In this work,
single layer neural network simulations using our BG-TMAC
prototype are performed. We present a hardware chip solution,
where the focus of this work is to demonstrate our idea of
multi-bit time domain computing circuit approach. We have
validated our chip over a single layered neural network.
The simulated classification accuracy is 84.3%. This circuit
could be extended to a multi-layered computational system.
For instance, as the number of layers is increased to three,
the classification accuracy of handwritten recognition can be

increased to a value greater than 95% [16]. Perceptron learning
algorithm is used from [36], and the training of digits and post-
processing such as weight-update and gain-error correction are
performed externally [27].

The choice of design parameters is made by maximizing
energy efficiency while maintaining a required system quan-
tization accuracy. The 6-bit quantization is implemented for
approximate computing systems that can perform statistical
inference at a precision of at least 4-bit accuracy [9]. The clock
rate of 1.35 GHz is set by the maximum rating of available
data timing generator (DTG 5274). The clock frequency can
be tuned to a lower value for increasing energy efficiency and
ENOB at reduced throughput. As the supply voltage scales
below 0.65 V, the ENOB reduces below 4.5-bit compromis-
ing linearity performance with reduced energy consumption.
In order to maintain ENOB of at least 4.5-bit, the supply
voltage of 0.7V is chosen. In our design, sixteen parallel inputs
are implemented due to the chip area restriction. The number
of inputs can be increased to enhance the overall throughput.

Performance comparison with recent works (Table I)
demonstrates that BG-TMAC shows the best energy efficiency
with parallel high-throughput computing at sub-1V oper-
ation in standard CMOS technology. In sense-mode, the
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16-parallel-input BG-TMAC interface consumes an average
energy of 18 fJ/MAC computation, exhibiting an energy effi-
ciency of 55.3 TOPS/W. In accelerate-mode operation by sam-
pling at a high clock rate of 1.35 GHz, the 16-parallel-input
BG-TMAC interface computes at the highest measured rate of
21.6 GMAC/s throughput while consuming an average energy
consumption of 42 fJ/MAC computation and exhibits an
energy efficiency of 9 TOPS/W including 6-bit TDC. By sam-
pling at a reduced clock rate of 800 MHz in accelerate-mode,
the average energy consumption reduces to 19.2 fJ/MAC that
is about 4 x lower compared to the switched capacitor MAC
(SC-MAC) implementation [11]. From the energy estimates
in [11] and [37], the resultant energy consumption per MAC
computation for a parallel vector length-N using sub-1V BG-
TMAC is about 15x lower compared to digital CMOS logic
implementation designed by N multipliers and N — 1 adders
consuming 270 fJ/MAC, as shown in Fig. 14.

VII. CONCLUSION

A spatial multi-bit time-domain matrix multiplier interface
is presented as a scalable alternative for multi-mode approxi-
mate computing applications across various signal processing
interfaces. The architecture employs parallel back-gate-driven
input vectors to perform matrix multiply-accumulate (MAC)
computations in time-domain and operates under sub-1V sup-
ply voltage. The proposed system demonstrates parallel high-
throughput and ultra-low computing energy for two application
modes supporting accelerator and sensing front-end applica-
tions, respectively. In a digitally-driven accelerate-mode, the
16-parallel channel system demonstrates a high throughput
of 21.6 GMAC/s and consumes 42 fJ/MAC of energy per
computation. The proposed system functions directly as an
analog interface, for classification in the time-domain for direct
inference from sensors. In the analog front-end sense-mode,
the interface exhibits a high energy efficiency of 55.3 TOPS/W
which corresponds to a computation energy of 18 fI/MAC
at sub-1V supply voltage. An on-chip mismatch calibra-
tion mechanism for non-linearity correction is presented for
spatial time-domain MAC architectures. The proposed sub-1V
N-parallel-input architecture offers a 15x lower energy con-
sumption per computation compared to an N-parallel-input
digital static CMOS combinational logic implementation. The
proposed spatial multi-bit time-domain architecture is an

attractive and scalable solution for massively parallel approx-
imate computing applications.
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