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ABSTRACT

Flare is a practical system for streaming 360° videos on smart-

phones. It takes a viewport-adaptive approach, which fetches

only portions of a panoramic scene that cover what a viewer

is about to perceive. Flare consists of a novel framework for

the end-to-end streaming pipeline, introduces innovative

streaming algorithms, and brings numerous system-level

optimizations. In our demo, we will show that Flare substan-

tially outperforms traditional viewport-agnostic streaming

algorithms in terms of the video quality. We will also invite

the audience to use Flare to watch attractive 360° videos.
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1 INTRODUCTION

360° videos, also known as panoramic or spherical videos,

are playing an important role in today’s virtual reality (VR)

ecosystem. 360° videos are recorded by omnidirectional cam-

eras that are capable of capturing the whole panoramic scene.

The panoramic scenes are then projected onto 2-dimensional

frames using projection algorithms such as Equirectangular

and Cube Map. During video playback, the player reversely

projects each frame onto a 3-dimensional virtual sphere, with

the viewer being in its center. Meanwhile, the viewer wear-

ing a VR-headset can freely change her viewing direction,
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which, together with the headset’s Field of View (FoV), deter-

mines the area (called viewport) visible to and thus rendered

for the viewer.

360° videos provide highly immersive and interactive expe-

riences to viewers. However, streaming 360° video contents

over resource-constrained wireless networks is challenging.

The key reason is that, due to their panoramic nature, 360°

videos’ sizes are much larger (4× to 6×) than regular videos

under the same perceived quality. As a result, the player may

need to download hundreds or thousands MB of data for

streaming only a couple of minutes of 360° videos.

To reduce the high bandwidth consumption, a promis-

ing approach that is being actively studied by the research

community is the viewport-adaptive streaming paradigm.

Its high-level idea is straightforward: since the viewer only

consumes a small fraction of a panoramic scene, the client

player can prefetch the visible area based on predicting the

viewer’s future viewport. Areas that are not predicted to be

consumed will not be downloaded, or they could be fetched

at a lower quality. This approach can significantly reduce

the bandwidth usage, or boost the video quality under the

same bandwidth utilization compared to today’s viewport-

agnostic approach of downloading all 360° contents.

Despite the intuitive idea, developing a practical viewport-

adaptive 360° video streaming system faces numerous chal-

lenges, just to name a few below. How to accurately predict

a viewer’s viewport? How to deal with inaccurate viewport

prediction (VP)? How to play only a small area of the whole

panoramic video? How to decide which area(s) to fetch? How

to design a rate adaptation algorithm that selects the right

video quality based on the current network condition and VP

results? Finally, how to integrate everything into a holistic

system running efficiently on smartphones?

To advance the state-of-the-art of 360° video streaming,

we develop Flare, a practical viewport-adaptive streaming

system running on smartphones. Compared to previous sys-

tems, Flare consists of a novel framework of the end-to-end

streaming pipeline. Flare also introduces new streaming algo-

rithms, and brings numerous system-level and network-level

optimizations. In addition, Flare is a general framework for

360° video streaming that does not depend on a specific video

encoding technology. Full technical details of Flare [2] will

be presented at the main conference of ACM MobiCom 2018.






