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FRACTIONAL OPERATORS WITH INHOMOGENEOUS BOUNDARY
CONDITIONS: ANALYSIS, CONTROL, AND DISCRETIZATION*

HARBIR ANTIL', JOHANNES PFEFFERER!, AND SERGEJS ROGOVSS

Abstract. In this paper, we introduce new characterizations of the spectral fractional Laplacian
to incorporate nonhomogeneous Dirichlet and Neumann boundary conditions. The classical cases with
homogeneous boundary conditions arise as a special case. We apply our definition to fractional elliptic
equations of order s€ (0,1) with nonzero Dirichlet and Neumann boundary conditions. Here, the
domain 2 is assumed to be a bounded, quasi-convex Lipschitz domain. To impose the nonzero boundary
conditions, we construct fractional harmonic extensions of the boundary data. It is shown that solving
for the fractional harmonic extension is equivalent to solving for the standard harmonic extension in
the very-weak form. The latter result is of independent interest as well. The remaining fractional
elliptic problem (with homogeneous boundary data) can be realized using the existing techniques. We
introduce finite element discretizations and derive discretization error estimates in natural norms, which
are confirmed by numerical experiments. We also apply our characterizations to Dirichlet and Neumann
boundary optimal control problems with fractional elliptic equations as constraints.
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1. Introduction

Let QCR"™ with n>2 be a bounded open set with boundary 9. We will spec-
ify the regularity of the boundary in the sequel. The purpose of this paper is to study
existence, uniqueness, regularity, and finite element approximation of the following non-
homogeneous Dirichlet boundary value problem

(7AD)Su:f in Qv

1.1
u=g on Of. (L.1)

Here g and f are measurable functions on 92 and ) respectively, and satisfy certain
conditions (that we shall specify later), s€(0,1) and (—Ap)® denotes the modified
spectral fractional Laplace operator with nonzero boundary conditions.

The nonlocality of (—Ap)® makes (1.1) challenging. Nevertheless, when ¢g=0, the
definition of the resulting nonlocal operator (—Ap o)° incorporates the zero boundary
conditions and has been well studied, see [14,16-19,37,40], however the case g #0 has
been neglected by all these references. Imposing nonzero boundary conditions in the
nonlocal setting is highly nontrivial, which is the purpose of our paper. We will accom-
plish this by introducing a new characterization of (—Ap)*. We define our operator as

oo

(AD)SU:—Z(Ai/wk+AZ_1/ u3u¢k> Dk, (1.2)
Q o

k=1
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1396 FRACTIONAL OPERATORS WITH INHOMOGENEOUS BOUNDARY CONDITIONS

where A\, and ¢ denote the eigenvalues and eigenfunctions of the Dirichlet Laplacian,
see Section 2.3 for details. Obviously, if u=0 almost everywhere on the boundary, then
(—Ap)*=(—Apy)®, see also Proposition 2.4. Notice at this point that one cannot
apply (—Ap,)® to functions with nonzero boundary conditions as long as measuring
traces is reasonable, see Section 2.1.1 for details. In contrast, in Section 2.3.1, we will
exemplarily illustrate that (—Ap)*1 is meaningful in that case. Moreover, if we set s=1

then (1.2) gives us
—Au:= <)\k/u<pk+/ uau@k) Pk,
kzz:l Q 19)

i.e., the spectral characterization of the standard Laplacian (see Proposition 2.8 for
details). In other words, our characterization of (—Ap)® is a natural extension
of —A. In addition, in Proposition 2.4, we will see that the semigroup property
(7AD)S(7AD)178 :7A, is valid.

To the best of our knowledge, there is only one work which is concerned with
inhomogeneous boundary conditions in the context of the spectral fractional Laplacian.
More precisely, in [1] the authors study well-posedness of

(—AD’())S’U,: f in Q,

u/€=g on 09, (1)

where £ is a reference function with a prescribed singular behavior at the boundary.
The (very) weak formulation of (1.3) is given by

/Qu(—ADYO)Sv:/va—/anayv Yve(—Ap,) *Cy° (),

see [1, Definition 3]. This formulation even allows for data in measure spaces. However,
we emphasize that they do not impose a boundary condition of the type u= g but instead
consider u/¢ =g, where ¢ is a reference function with a prescribed singular behavior at
the boundary.

In contrast, in Section 3, we will prove the integration-by-parts-type formula

/(—AD)Suv:/u(—ADVO)Sv—Q—/ UGy, Wy,
Q Q o0

where w, is defined as the solution to

(_AD,O)l_Swv:U in Q,
w, =0 on 9.

Based on this, we can show that the (very) weak formulation of (1.1) is given by

/u(—AD@)Sv:/fv—/ go,w, YveH> ().
Q Q o)

Thus, the condition u = g within our formulation can be interpreted as a Dirichlet bound-
ary condition.

From a practical point of view and also for the purpose of analyzing problem (1.1),
at first, we use a standard lifting argument by constructing a fractional harmonic map

(=Ap)’v=0 inQ, wv=g on I (1.4)
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It may seem at first glance that solving (1.4) is as complicated as solving the original
problem (1.1). However, we show that solving (1.4) is equivalent to solving

/Qv(—Ago):—/{mg&,go Vo edom(—A), (1.5)

i.e., the standard Laplace equation in the very-weak form. To get w, it suffices to find
w by solving

(—Apo)’w=f inQ, w=0 ondQ, (1.6)

then u=w+wv. Thus instead of looking for u directly, we are reduced to solving (1.5)
and (1.6) for v and w, respectively.

Both (1.5) and (1.6) have received a great deal of attention, we only refer to [5,7,
8,12,22,32,34] for the first case and [4,13,14,16-19,35,37,40] for the latter. We will
show that both (1.5) and (1.6) are well-posed (solution exists and is unique), thus (1.1)
is well-posed as well.

For the numerical computation of solutions of (1.5), we rely on well established
techniques, see for instance [7,8,12]. It is even possible to apply a standard finite el-
ement method especially if the boundary datum g is regular enough. However, the
numerical realization of the nonlocal operator (—Ap)® in (1.6) is more challenging.
Several approaches have been advocated, for instance, computing the eigenvalues and
eigenvectors of —Ap o (cf. [39]), Dunford-Taylor integral representation [13], or numer-
ical schemes based on the Caffarelli-Silvestre (or the Stinga-Torrea) extension, just to
name a few. In our work, we choose the latter even though the proposed ideas directly
apply to other approaches where (—Ap o)® appears, for instance [13]. Notice that the
aforementioned extension of Caffarelli-Silvestre (or the Stinga-Torrea) is only applicable
to (—Ap,)® and not directly to the operator (—Ap)® in (1.1).

The extension approach was introduced in [17] for R™, see its extensions to bounded
domains [19,40]. It states that (—Ap)® can be realized as an operator that maps a
Dirichlet boundary condition to a Neumann condition via an extension problem on
the semi-infinite cylinder C =Q x (0,00), i.e., a Dirichlet-to-Neumann operator. A first
finite element method to solve (1.6) based on the extension approach is given in [37].
This was applied to semilinear problems in [4]. In the context of fractional distributed
optimal control problems, the extension approach was considered in [3] where related
discretization error estimates are established as well.

An additional advantage is that our characterization allows for imposing other types
of nonhomogeneous boundary conditions such as Neumann boundary conditions (see
sections 2.4 and 5) and that it immediately extends to general second-order fractional
operators (see Section 8).

We remark that the difficulties in imposing the nonhomogeneous boundary condi-
tions are not limited to the spectral fractional Laplacian. In fact, the integral definition
of fractional Laplacian [2] requires imposing boundary conditions on R™\ . On the
other hand, the so-called regional definition of fractional Laplacian with nonhomoge-
neous boundary conditions may lead to an ill-posed problem when s<1/2, see [29,42].

This paper is organized as follows: We state the definitions of (—Ap)® and
(—An,0)® in Sections 2.1 and 2.2. Moreover, we introduce the relevant function spaces.
Some of the material in these sections is well-known. However, we recall it such that
the paper is self-contained. Our main work begins from Section 2.3 where we first state
the new characterization of Dirichlet fractional Laplacian. Next, we discuss the Neu-
mann case in Section 2.4. In Section 3, we state two not so well-known trace theorems
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for H?(Q) functions in bounded Lipschitz domains and prove integration-by-parts-type
formulas for the spectral fractional Laplacians. Subsequently, in Section 4, we analyze
the boundary value problem (1.1) and derive a priori finite element error estimates. In
Section 5, we study corresponding results for the nonhomogeneous Neumann problem.
Afterwards, in Section 6, we consider Dirichlet and Neumann boundary optimal control
problems with fractional elliptic PDEs as constraints. We verify our theoretical rates
of convergence via two numerical examples in Section 7. We provide further extensions
to general second-order elliptic operators in Section 8.

2. Spectral fractional Laplacian
In this section, without any specific mention, we will assume that the boundary 02
is Lipschitz continuous.

2.1. Zero Dirichlet boundary data. Let —Ap be the realization in L?()
of the Laplace operator with zero Dirichlet boundary condition. It is well-known that
—Ap, has a compact resolvent and its eigenvalues form a non-decreasing sequence
0<A <A<+ <A, <+ satisfying limg o0 A\ = 00. We denote by ¢ € H} () the or-
thonormal eigenfunctions associated with Ag. It is well known that these eigenfunctions
form an orthonormal basis of L?(2).

For 0 <s< 1, we define the fractional-order Sobolev space

2
H*(Q):={uecL*(Q :/ |fu(:c)_u(y”darsdy<oo},
) { ) alo |z—y[rt
and we endow it with the norm defined by
1
3
leallzze e = (ull3 ey +lulrgey ) (2.1)
where the semi-norm |u|gs(q) is defined by
> u(z) —u(y)?
| gy = ————2 dxdy. 2.2
e e 22)

The fractional-order Sobolev spaces H!(02) on the boundary with 0 <t <1 are defined
in the same manner. We also let

; e H (@)
H3(2):=D(Q) ",

where D(£2) denotes the space of test functions on €2, that is, the space of infinitely
continuously differentiable functions with compact support in €2, and

u?(z)

HO;O(Q)::{UEHé(Q):/Qdist(x,@Q)dx<oo}7

with norm

2 2
2 u® ()
= 7(1 .
IIUIIH(?IO(Q) <||UH%(Q)+AdiSt(x,aQ) :c)

We further introduce the dual spaces of H§(2) and H*(92), and denote them by H ~*(Q)
and H~t(09), respectively.
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For any s >0, we also define the following fractional-order Sobolev space

LS

2 I 2

H= () .—Z)\Zuk < OO} s
k=1

where we recall that )\ are the eigenvalues of —Ap o with associated normalized eigen-
functions ¢y, and

H*(Q) := {u—Zukwk eL*(Q): |ul
k=1

ug = (u,Px)L2(0) =/prk~

It is well-known that
H*(Q)=Hj(Q) if 0<s<3,
1
H*(Q) = Hg () if s=1, (2.3)
H(9Q) if $<s<l.
The dual space of H*(Q2) will be denoted by H™*(Q).

The fractional-order Sobolev spaces can be also defined by using interpolation the-
ory. That is, for every 0 <s<1,

H*(Q)=[H"(Q),L*(D))1-s, (2.4)
and

HE(Q) = [H(Q), LX)« if s€(0,1)\{1/2} and Hgy=[HH(Q),L*(Q)];.  (25)

=

DEFINITION 2.1.  The spectral fractional Laplacian is defined on the space C§°(Q2) by

o0
(—AD70)Su::Z)\Zuk<pk with uk:/wpk.
k=1 Q

By observing that

/ (7AD,0)SU’U = Z)\Zukvk = Z)\Z/2uk>\z/2'0k S ||’LL|
Q k=1 k=1

Hs(Q)HU| Hs ()

for any v=>"7", vk € H*(Q), the operator (—Ap )* extends to an operator mapping
from H*(2) to H*(2) by density. Moreover, we notice that in this case we have

l[ulls @) = H(*AD,O)%UHL?(Q)- (2.6)

In addition, the following estimate holds, by definition of the spaces H*(Q2), H5(2),
HE, (), and H*(Q2), and by relation (2.3).

PROPOSITION 2.1. If ueH*(Q) with 0<s<1, then there exists a constant C'=
C(2,s) >0 such that

llull e ) < Cllullms o)
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2.1.1. A counter example. The purpose of this example is to illustrate that in
general, Definition 2.2 cannot be applied to functions with nonzero boundary conditions
as long as measuring traces is reasonable. Towards this end, we first observe that the
operator (—Ap )® can be extended to an operator mapping from H(2) to H'=25((Q2),
see the foregoing explanations for the special case t=s. Next, we apply this operator
to the function u=1 as follows: We set 2=(0,1). Thus, there holds ¢y =sin(kmrz) and
A\, = k272, Basic calculations yield

_J 0 if k even,
YT 2 if k odd.

Moreover, we get, for t >1/2

o] 2 o]
1(=2D,0)* e @y =D AL (/Q(—AD,o)sl@k) =4m®72y (2k 1)
k=1

k=1

Ar? 2N P2k - 1) 2k —1) T > 4?2 (26— 1))
k=1 k=1

27T2t72 Zkfl )
k=1

We observe that the series on the right hand side of the above inequality is not con-
vergent. Consequently, whenever it is possible to measure the Dirichlet trace in the
classical sense, the fractional operator from Definition 2.2 cannot be applied. In [1, In-
troduction], it is shown that in case of ¢ =0, the application of the fractional Laplacian
to the function 1 yields the killing measure. In Section 2.3.1, we will show that with our
definition of fractional Laplacian introduced in Section 2.3, the issues discussed above
can be fixed.

2.2. Zero Neumann boundary data. Let —Ap be the realization of the
Laplace operator with zero Neumann boundary condition. It is well-known that there
exists a sequence of nonnegative eigenvalues {uy} p>1 satisfying O=pg <po <--- <pp <

- with limy_ e tx = 00 and corresponding eigenfunctions {tx }r>1 in H'(2). We have
that pu; =0, ¢ = 1/\/@7 fQ Y, =0 for all k>2. Moreover, the eigenfunctions {ty }r>1
form an orthonormal basis of L?(£2).

For any s >0, we define the fractional-order Sobolev spaces H j(Q) (18]:

Hi(Q { ZukwkEL ||UHH> (DR —Zukuk<00}

k=2

Notice that any function u belonging to H j(Q) fulfills [,u=0.
Furthermore, we denote by Hf_b(Q) the dual space of Hj(Q)

DEFINITION 2.2.  For any function u€ C>(Q) with d,u=0, we define the spectral
fractional Laplacian by

(—AN,O)SUZZZMZUM/% with uk:/uwk.
Q

k=2



HARBIR ANTIL, JOHANNES PFEFFERER, AND SERGEJS ROGOVS 1401

As in the previous section for the Dirichlet Laplacian, the operator (—An,)° can
be extended to an operator mapping from Hj(Q) to Hf_S(Q) Notice as well that

Jo(=An,0)*u=0 and ||(—AN’O)%U||2LQ(Q) =Y e, Hius. Thus, we have

el 0y = (= An,0) Full 2@y (2.7)
We next recall [18, Lemma 7.1].

PROPOSITION 2.2. For any0<s<1,ue H}(Q) if and only if ue H*(Q) and [u=0.
In addition, the norm in (2.7) is equivalent to the seminorm |-|gs(q) defined in (2.2).

REMARK 2.1. According to Proposition 2.2, we have that

el Fre ey ~ud + > (14413 )i
k=2

Due to this, the Neumann Laplacian from Definition 2.2 is also extendable to an oper-
ator mapping from H*(Q) to H*(Q)*. However, since we are going to treat associated
boundary value problems, we consider the Neumann Laplacian with the mapping prop-
erties from above, to ensure uniqueness of the solution.

2.3. Nonzero Dirichlet boundary data. To motivate our definition of frac-
tional Laplacian with nonzero Dirichlet boundary datum, we first derive such a charac-
terization for the standard Laplacian.

PROPOSITION 2.3.  For any u€ C>(2) we have that

—ADU3=Z<)\k/U<Pk+/ u@,,gak> Ok (2.8)
P Q oQ

fulfills —Apu=—Au a.e. in €.
Proof. Standard integration-by-parts formula yields

/—Awpk:/VwV(pk— du g,
Q Q a0 \_/0“

:/ngpkqu/ u@ugok

Q o0

:/\k/gokqu/ U0y Pk, (2.9)
Q o0

where, in the last equality, we have used the fact that ¢ are the eigenfunctions of the
Laplacian with eigenvalues A;. This yields the desired characterization, having in mind
that the eigenfunctions form an orthonormal basis of L?((2). d

By density results, the operator —Ap extends to an operator mapping from H!()
to H~1(Q) in the classical way.
We are now ready to state our definition of the fractional Laplacian (—Ap)®°.

DEFINITION 2.3 (nonzero Dirichlet).  We define the spectral fractional Laplacian on
C>(Q) by

(=Ap)*u

Z(Ai/wpzﬁ/\z_l/ ué’usok> Pk (2.10)
— Q o0

k=1
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Let us set

ugvk:/ucpk and 'LL@Q’]C:/ udy, Q.
Q o0

We observe that for any v="> -, vgp), € H*(€2), there holds

00 © .
/Q(—AD)SU’U = Z ()\ZUQJg +>\z_1u(99,k) V= Z/\g (Uﬂ,k + A;1Uag7k) )\,ka
k=1 k=1

- 1/2
< (Z)\Z (UQ,k+)\;1an,k)2> |

k=1

where we used the orthogonality of the eigenfunctions ;. Thus the operator (—Ap)*
can be extended to an operator mapping from

D() == {ue L2(9): 3N (oA tuans) < oo}

to H™#(Q), cf. Section 4, where we solve associated boundary value problems.
We notice that Definition 2.3 obeys the following fundamental properties.

PROPOSITION 2.4. Let (—Ap)® be as in Definition 2.3, then the following holds:
(1) When s=1, we obtain the standard Laplacian (2.8).
(2) For any ue C§°(Q) there holds

(—AD>SUZ <_AD’Q>SU

a.e. in ), i.e., we recover the Definition 2.1.
(3) For any s€(0,1) and any ue C>(Q) there is the identity

(—AD)S(—AD)lisu: —Au
a.e. in Q.

Proof.  The first two assertions are easy to check, thus we only elaborate on the
last one. Let ©w € C*(Q2) and define

l

v ::Z ()\Ilcs/ﬂugpk—i—)\ks /(mua,,gok) Ok

k=1

Using the orthogonality of the eigenfunction ¢y and (2.9), we obtain, for any t € [0, %)
and for any I,m €N with [ >m

2
Hvl—vaquH Q= Z Apstt (/\1 s/wpk—kz\,;s/ ua,,<pk)
o0

k=m+1

Z Ak ()\k/usﬂk-l-/ uau%)

k=m+1

_y ( / Awk) <180,

k=m+1



HARBIR ANTIL, JOHANNES PFEFFERER, AND SERGEJS ROGOVS 1403

where the last term is bounded independent of [ and m, since Aue H*(Q)=H'(Q).
Thus, according to the Cauchy criterion, the limit (fAD)lfsu::Iiml_movl exists in
H25+¢(2). Moreover, we can choose the parameter ¢ such that 2s+¢ > % which implies
zero trace of (—Ap)'~%u according to the definition of H*(2). Combining the last two
observations, we are able to apply (—=Ap)® to (=Ap)!~*u. To this end, we define

!
wy :Z)\Z (/ (AD)lsWPk) Pk
k=1 Q2

As before, we deduce for any I,m € N with [ >m

l

2
hor— = 35 08 ( [ (=200 uen) <I-80)! o

k=m+1

where the last term is bounded independent of [ and m, since (—Ap)'=sueH2T(Q).
Again, due to the Cauchy criterion, the limit (—=Ap)*(—Ap)!~*u:=1lim;_, . w; exists in
L?(Q). This allows us to conclude

/ (—Ap)*(~Ap) ' upy = A} / (—Ap)*ugy
Q Q

=\ <)\1 S/wpk—&—)\ / u@,,gok>
()\/c/wpzﬁ-/ uaﬂ%)
:/7AU30]€,
Q

where we used the orthogonality of the eigenfunctions ¢ several times, and (2.9). Since
{1 }ren represents an orthonormal basis of L?(Q2), we get the desired result. O

2.3.1. A fix to the counter example. Towards this end we shall apply our
definition of fractional Laplacian to the example discussed in Section 2.1.1. Since u=1,
we have

o0

(—Ap)'1=Y " (Aiuk +)\Zfl/ 15:/9%) P
00

k=1
Recall that

_J 0 if k even,
YR 2 if k odd.

It is easy to check that

S kr(=1)F z=1,
a”@k_{kﬂ' z=0.

This yields

B o, Jo if k£ even,
/89 18,,4,0k *km( 1) k= { —2km if k odd.
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Then
(~8001= (M gye + M (2021
k=1
=> ((Qk — 1)25w23ﬁ + (2 — 1) D20 (_9(2k — 1)7r)> O

=

2.4. Nonzero Neumann boundary data. As in Section 2.3, in order to mo-
tivate our definition for the fractional nonhomogeneous Neumann Laplacian, we first
derive such a characterization for the standard Laplacian.

PROPOSITION 2.5.  For any u€ C*> (), we have that

o0

ANUIZ<M/QW/%/693VUW> ¢k+|Q‘71/Q*AU

k=2

= — | 8, —10 |/ ou. 2.11
k_2<uk/ﬂuwk /asz U¢k)¢k €2 /asz u (2.11)

fulfills —Anyu=—Au a.e. in .
Proof. Standard integration-by-parts formula yields

/Q_Am/}k:/gw.wk—/maum/)k

:/—Awku—/ 8Vuwk+/ w0, Yy,
Q o0 a0 S~~~

— ik /Q ru— /a Dot (2.12)

where, in the last equality, we have used the fact that v are the eigenfunctions of the
Laplacian with eigenvalues . This yields the desired representation of —A having in
mind that {ty, }ren represents an orthonormal basis of L2(f2), and that

</ —Auw1> ¢1:|Q|71/—Au:—|ﬂ|71 du.
Q Q o9
O

As for the Dirichlet Laplacian, if faQ d,u=0, the operator —A can be extended to
an operator mapping from H} (Q) to Hfl(Q) in the classical way. We are now ready to
state our definition of fractional Laplacian with nonzero Neumann boundary conditions.

DEFINITION 2.4 (nonzero Neumann). We define the spectral fractional Laplacian on
C>°(Q) by

Cawru=d (it [wn—ui [ own)u-iort [ an @)

k=2

Note that we have fQ(—A N)fu=—/ 90 Ovu by construction. However, different types
of normalization are possible as well. Similar to the foregoing section, let us set

UQ,k:/uwk and an,kZ/ Oy ut)y.
Q 90
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For any v=> 7 ,upti € Hj(Q), we observe that

/ (—AN) uv= Z (uiugk —,uzfluag,k) v = ZNZ/Q (Uﬂ,k - Mgluaﬂ,k) NZ/ka
Q k= k=2

2
0o ) 1/2

< (Zui (v = py o) ) ol e,
k=2

where we employed the orthogonality of the eigenfunctions ¥y. From (2.13), it follows
that [,(—An)*u=—]Q|"" [,,0yu, then under the assumption that [,,d,u=0, the
operator (—Ay)?® is extendable to an operator mapping from

N*(Q2):= {u: ;ukwk e Lz(Q) : kZ:Q,uZ ('LLQ,]C - ,u,;luagykf < oo}

to H fS(Q); see also Section 5 where associated boundary value problems are considered.

Similar to the Dirichlet case, we get the following properties.

PROPOSITION 2.6. Let (—Ap)® be as in Definition 2./, then the following holds:
(1) When s=1, we obtain the standard Laplacian (2.11).
(2) For any ue C>(Q) with d,u=0, there holds

(—AN)*u=(-An,)’u,

a.e. in §2, i.e., we recover the Definition 2.2.
(8) For any s€(0,1) and for any uc C>®(Q) with [,,d,u=0, there is the identity

(—AN)S(—AN)lisUZ —Au

a.e. in €.

Proof.  The first two assertions are again easy to check. To show the third one, let
ue C®(Q) with [,,d,u=0 and define

l

w:zZ( é/uwk—uk / 6uwk)wk (2.14)

k=2

Using the orthogonality of the eigenfunctions v several times, and (2.12), we deduce,
for any t€[0,1] and for any [,m €N with [>m >2

2
||vz—vm||i,§5+tm)= Z u2s+t( s/wk—uk / 8u¢k>

k=m+1

1 2
= 5 i (i [ [ o)
k=m-+1 Q o0
1

2
= Z 1, (/ AU?/%) SHAUH%{t(Q)a
O )

k=m+1
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where the last term is bounded independent of I and m, since Au€ H'(Q). Thus,
according to the Cauchy criterion, there exists a function (fAN)lfsueH;SH(Q)ﬂ

HY(Q) with
lim ||(7AN)175'U,7’U[HL2(Q) =0.
l—o00

Next, using the definition and the orthogonality of the eigenvalues and eigenfunctions
once again, we deduce

|Avi = Avp || g1y« = sup /A(vl—vm)cp‘
peH (@) /0
el gy =1
1
=  sup > (ui_s/uwk—uzs/ 31/“1%) (/ Wﬂk)
PEH () k=m+1 Q o Q
el gy =1

1 21/2
u(W))

1 2 1/2
< sup < Z Lk <M,1€*S/u1/}k—M;S/ &Juwk) ) <
PEHY () \kmm41 Q a0

Il 271 gy =1

. o\ 1/2 L o\ 1/2
§< T (uk / ughy, — ayuwk) ) =< > Mi’25( fAuwk) ) :
k=m-+1 Q oQ k=m-+1 Q

where the last term is again bounded independent of [ and m, since Aue H!(Q). Again,
due to the Cauchy criterion, there exists a function v* € H(Q)* with

lim H’U* _A'Ul”Hl(Q)* =0.
l—o0

Moreover, for all ¢ € C§°(£2), we have

/(—AN)l_SuAgo: lim [ v;Ap= lim/Avlnp:/U*gp.

Consequently, v* represents the Laplacian of (—Ax)'*u in the sense of distributions.
In addition, we obtain A(—=Ay)'"*ue H'(Q)* with

lim ||A(—AN)175U— A, ||H1(Q)x =0.

l—o0

According to [25, Appendix A] and [27, Section 3], the normal derivative can be defined
in a weak sense as a mapping from

{veHY(Q): Ave HY(Q)*} to H2(6Q)

by
&,uapz/Augo—i—/Vu-V(p Ype HY(Q),

a0 Q Q

which is an extension of the classical normal derivative. As a consequence, we obtain, by
means of the foregoing results and the definition of the eigenvalues and eigenfunctions,
for k>2

ay(—AN)l—smpk:/A(—AN>1—su¢k+/V(—AN)l—su-vwk
o0 Q Q
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:hm/Avlwk—kuk/(—AN)liSW/}k

l—o0

:_uk< /uwk—uk / 8u1/)k)+uk< /uwk—uk / aquk>:

For k=1, we get
8(AN15 /A Ale *hm/A’Uﬂ/Jl—
o0

The above observations allow us to apply (—Ax)* to (—Ax)'~*u. For that purpose,

we define
l
Z </ —AN)' SU¢I«)¢

As before, we deduce for any I,m €N with [ >m

l

2
lwr— w2y = D M (/Q(_AN)ISW/%> SH(—AJV)PSMH?LI?S(Q)’

k=m+1

where the last term is bounded independent of [ and m since (—Ay)!~Su€ H;S'H(Q) N

H'(Q). As a consequence, due to the Cauchy criterion, the limit (—Ax)*(=An)1"5u:=
lim;_, oo w; exists in L2(£2). Finally, according to the orthogonality of the eigenfunctions
Yy and (2.12), we obtain, for k> 1

[ oo = [ A wn=t (m;s JRE| Qauwk)

— it / who— | Outpy— / ~ Ay,
Q o0 Q

Moreover, we deduce

/(—AN)S(—AN)l_SW/)l:— O (—AN) TPuh =0=— Oyupy = | —Au.
Q oQ o0 Q
Since {9 }ren represents an orthonormal basis of L?(Q), we conclude the result. 1]

3. Trace theorems and integration-by-parts-type formulas

The purpose of this section is to state the Neumann trace space for H?(2)N
H}(Q) and the Dirichlet trace space for functions belonging to {ve H?*(Q): d,v=
0 a.e. on 00}.

We begin by introducing the reflexive Banach space N¢(992) with s€ [O,%], which
is defined as

N*(0Q):={ge L*(00) : gv, € H*(0Q), 1<k <n} (3.1)

with norm

n

gl vy =3 lgvillm=(on)- (3.2)
k=1
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Due to the fact that
I9llL200) ~ 9l nvoa) Vg€ L?(99),
we notice that
N*(09) = [N'/2(09), L*(992)1 -as, (3.3)

which can be deduced by classical results of real interpolation.
For s= %, we state the following trace theorem for the Neumann trace operator.
LEMMA 3.1. Let n>2 and Q be a bounded Lipschitz domain. Then the Neumann
trace operator 9,

9, HY () NH?(Q) — NY2(50)
is well-defined, linear, bounded, onto, and with a linear, bounded right inverse. Addi-
tionally, the null space of 9, is HZ(Q), the closure of C§°(Q) in H?().
Proof.  See Lemma 6.3 of [26]. 0

REMARK 3.1 (Relation between N*(9€2) and H*(9%) for s€[0,1]). If Q is of class
C'" with r>1/2 then N*(9) = H*(99) for s € [0,1], see [26, Lemma 6.2].

Next, we state an integration-by-parts-type formula which relates (—Ap)® to
(—=Apyo)®. In order to do so, we need to assume that the domain € is quasi-convex,
see [26, Definition 8.9]. The latter is a subset of bounded Lipschitz domains which
is locally almost convex. For a precise definition of an almost conver domain we refer
to [26, Definition 8.4]. In the class of bounded Lipschitz domains, the following sequence
holds (see [26]):

convex =—> UEBC = LEBC = almost convex = quasi-convex

where UEBC and LEBC stands for bounded Lipschitz domains which fulfill the uniform
exterior ball condition and local exterior ball condition, respectively. We further remark
that a bounded Lipschitz domain which fulfills UEBC is also known as a semiconvex
domain [36, Theorem 3.9].

THEOREM 3.1 (Dirichlet: integration-by-parts formula).  Let 2 be a bounded quasi-
convex domain. Moreover, let u € D?¥(Q) with u|pq € NY/2(9Q)* and v € H>*(Q). Then
the following integration-by-parts formula holds

/Q(—AD)Suv:/Qu(—AD,o)sv—&-/mua,,wv, (3.4)

where w, € H2(QY) is defined as the solution to
(=Ap o) fw,=v nQ, w,=0 on N (3.5)
REMARK 3.2.  We note that the boundary integral in (3.4) must be understood as a

duality pairing. We will use this convention whenever it is clear from the context.

Proof. Let us define

1
vy = )\s/wpk—i—/\s_l/ uaugok> Dk
;( *Ja P Joa
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Using the orthogonality of the eigenfunctions ¢y, we obtain, for any I,m €N with [ >m

l

2
2 s s—1
U — U = A /wpk+>\ / uawpk>
ool = 3 (34 [ w3 [

m—+1

l 2
— Z )\is (/ u(pk-i-)\];l/ ua,,gok> S H’Uz”]%)zs(ﬂ),
Q o0

m—+1

where the last term is bounded independent of [ and m, since u€D?*(Q). As a con-
sequence, by means of the Cauchy criterion, the limit (—Ap)u:=1lim; o v; exists in
L?(Q). In the same manner, we obtain for v € H?%(Q) that the limit

l

exists in L?(Q2). Moreover, if we set

Wy, k ::Az_l (/ U%’k) 5
Q

we can conlude that the solution w, to (3.5) is given by

1 l
— 13 13 s—1
b _llggzw”’kwk _IIEEOZM (/Q ”‘pk> Pk
k=1 k=1
With similar arguments as above, it is straightforward to verify that w, € H?(Q2), Aw, €
L?(Q) and
| Awy || 2 () = [|we |la2 () (3.6)

since v € H?*(Q2). Combining the last observations yields

1
—Ap)*uv= lim <)\s/u<p +)\S_1/ u0y,p ) (/ VY )
/sz( ) HOO; Flo T Jag * a

l l
BT s . s—1
_zILI?o/Q“ZA’f (/9“90’“>‘/”f+llﬂo aQ“a”ZA’f (/gzvgpk)‘p’“

k=1 k=1
l
:/u(—AD,O)SU-;-/ u0,w, + lim udy Zwukgpk—wv .
Q o9 =00 Joq =1

The proof is complete, once we have shown that
l
lim ud, Zwv’kwk—wv =0.

To this end, we notice that in quasi-convex domains, for Aw, € L2(Q2), the solution w,
of (3.5) belongs to H2(Q)NHE () and fulfills

lwoll 2 (o) < cll Awo | £2(q), (3.7)
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see e.g. [26, Theorem 10.4]. According to [26, Corollary 6.5], the duality pairing between
N/2(9) and N'/2(99Q)* is compatible with the natural integral pairing in L?(99).
Consequently, using Lemma 3.1, (3.7) and (3.6), we obtain

l l
/ ud, (Zwv,kS@k _wv> 9y (Zwu,k% —wv> /200
[5}9]

k=1 k=1
l

Zwv,k% —wy w2 (0)-
k=1

<lull y1/2(a02)*

<cllul| y1/2 (50~

. . . . l
Thus, the assertion is proved since limy oo ||d )1 Wy xPr —Wo|lm2(0) =0, as shown
above.
0

REMARK 3.3.

(1) If in Theorem 3.1, we let u€ H'/?(99), then we do not need to assume quasi-
convexity; bounded Lipschitz domains are sufficient. Following e.g. [26], it may
even be possible to further relax the regularity requirements for » on the boundary,
in this case.

(2) If in Theorem 3.1, we let u € D?(2), then Aue€ L?(Q). As a consequence, according
to [26, Theorem 6.4], we obtain u€ N/2(9Q)*.

We continue by introducing the space N*(9Q) with s € [1,3],
N#(09Q):={ge H (09) : Viung € (H*~(0Q))"}.
This space can be endowed with the norm

||9||NS(BQ) = ||9||L2(aQ) + HvtangH(HS*l(aQ))"-

— n 9g : o  _ 9 .0
Here vtang = (ZkZI Vi Tk,]) 1<j<n with m = Z/kﬁj —Vj D

Similar to the explanations above, we obtain, by the fact that
I9lla00) ~ lgllnvioa) Vge H' (99),
the following characterization of the intermediate spaces
N*(9%) = [N*/2(09), H' (99)]5-2s, (3.8)

which is due to classical results of real interpolation.
For s= %, we have the following result for the Dirichlet trace operator.

LEMMA 3.2. Letn>2 and Q be a bounded Lipschitz domain. Then the Dirichlet trace
operator Yp

vp:{ve H*(Q) : d,u=0 a.e. on d0}— N3/2(5Q)

1s well-defined, linear, bounded, onto, and with a linear, bounded right inverse. Addi-
tionally, the null space of vp is H3(Q), the closure of C§°(Q) in H%(Q).
Proof.  See Lemma 6.9 of [26]. 0

REMARK 3.4 (Relation between N*(9€2) and H*(9%) for s€[1,2]). If Q is of class
C'" with 7>1/2 then N*(9Q) = H*(99) for s € [1,3], see [26, Lemma 6.8].
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As for the Dirichlet fractional Laplacian, we are able to state an integration-by-
parts-type formula which relates (—Axn)® to (—An,0)°.

THEOREM 3.2 (Neumann: integration-by-parts formula). Let Q be a bounded quasi-

convex domain. Moreover, let u € N25(Q) with d,u € N3/2(9Q)* and v EH?(Q). Then

the following integration-by-parts formula holds

/(—AN)Suv:/u(—AN’O)Sv— O, UW,y,
Q Q 20

where w, € H} (€) is defined as the solution to
(—AN,O)lfsw” =v inQ, Jd,w,=0 on IN.

Proof. The proof is almost a word-by-word repetition of the proof of Theorem 3.1.
In contrast, it is crucial to show that

l
lim d,u Wy Pk — Wy | =0

with w, g, == pg Jov¥k. It is again straightforward to verify that w, € H}(Q)7 Aw, €
L2(Q) and || Awy || 22(0) = [|wy ||Hf(Q). As a consequence, according to [26, Theorem 10.8],
the solution w, belongs to {ve H(Q):0,u=0 a.e. on 0} and fulfills

woll r2(0) < el Awy || L2 (q)-

According to [26, Corollary 6.12], the duality pairing between N3/2(9Q) and N3/2(9Q)*
is compatible with the natural integral pairing in L?(99). Using this in combination
with Lemma 3.2 and the foregoing results, we obtain

1
oyu Wy, Wk — Wy
/3Q (kz_z KUk )

!
< 0vull wsr2(o0)- Zw’u,kw — Wyl N3/2(00)
k=2
l

Zwu,k%//k - wv||Hf(Q)~

k=2

< cl|Oyull nsrz a0

. L . . !
Again, the assertion is proved since hml_moszﬂwv,mﬂk—wvHHf(Q)=0, as shown
above. O

REMARK 3.5.

(1) If in Theorem 3.2, we let d,u€ H~'/2(0Q), then we do not need to assume quasi-
convexity; bounded Lipschitz domains are again sufficient.

(2) If in Theorem 3.2, we let u€ N?(Q) and d,u Lebesgue measurable, then Au € L?(Q).
Consequently, using [26, Theorem 6.10], we obtain d,u € N3/2(9Q)*.

4. Application I: fractional equation with Dirichlet boundary condition
We next apply our definition in (2.10) to (1.1). In order to impose the boundary
condition u=g on 9, we use the standard lifting argument, i.e., given g €D~z (91)

with
Nz=5(5Q)* for s€[0,3)
D2 (99) :={ L2(69) fors=%
H*=32(0Q)  for se(3,1]



1412 FRACTIONAL OPERATORS WITH INHOMOGENEOUS BOUNDARY CONDITIONS

we construct v € D*(§) solving

(=Ap)’v=0 1in Q,
v=g on 0,

and given feH™*(Q), weH?*(£2) solves

(_AD)sw:f in Q7

(4.2)
w=0 on 01,

then u=w+wv. Notice that in (4.2) (—Ap)®*=(—Ap)°® by Proposition 2.4 and density.
Study of (4.2) has been the focal point of several recent works, see [14, 16,17, 19, 40]
and can be realized by using the Caffarelli-Silvestre extension or the Stinga-Torrea
extension [17,40], see, for instance, [37].

On the other hand, at the first glance, (4.1) seems as complicated as the original
problem (1.1). However, we will show that (4.1) is equivalent to solving a standard
Laplace problem with nonzero boundary conditions

—Av=0 in§, v=g on JN, (4.3)

in the so-called very-weak form, see [5,7,8,12,22,32,34] or in the classical weak form if
the regularity of the boundary datum guarantees its well-posedness.

We start with introducing the very weak form of (4.3). Given ge N2 (9)*, we are
seeking a function v € L?(2) fulfilling

/v(—A)go:—/ gop VeV i=Hi(Q)NH*(Q). (4.4)
Q a0

Next, we show existence and regularity results for the very-weak solution of (4.3).

LEMMA 4.1.  Let Q be a bounded, quasi-convex domain. For any gEN%(aﬂ)*, there
exists a unique very-weak solution v€ L?(Q) of (4.3). For more reqular boundary data
g €D~ 2(8Q) with s€[0,1], the solution belongs to H*(Q) and admits the a priori esti-
mate

[Vl s 0y < €llgllpe-g - (4.5)

Moreover, if s=1, then the very-weak solution is actually a weak solution.

REMARK 4.1. Notice that owing to Remark 3.1, when 2 is C1" with r>1/2, we
have Nz (9Q)* = H~2(dQ) and thus D2 (9Q) = H*2 (). Moreover, by employing
similar arguments, in combination with [26], the results of Lemma 4.1 can be extended
to general Lipschitz domains at least for s € [3,1].

Proof.  The idea of the existence and uniqueness proof of a solution to (4.4) is
based on applying the Babuska-Lax-Milgram theorem. This is already outlined in the
proof of Lemma 2.3 in [8]. However, in that reference, the focus was on two dimen-
sional polygonal domains. Since we are working in n space dimensions with different
assumptions on the boundary, we present the proof again, also for the convenience of
the reader. We also refer to [26] for related results.

First, we notice that the bilinear form associated with (4.4) is obviously bounded
on L?(Q)x V. In order to show the inf-sup conditions, we use the isomorphism

ApeL2(Q), plan=0 & eV,
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which is valid under the present assumptions on the domain according to [26, Theo-
rem 10.4]. A norm in V is given by |||y =[|Ap| r2(q) due to the standard a priori
estimate ||¢||g2(0) < ¢||A¢|lr2(0)- Then, by taking v=—Ap/||A¢|| 120y € L*(Q), we de-
duce

[(Ap, Ap) 20|
sup  |(v,—Ap)r2 ) > A—L()
veL?(Q) l <P||L2(Q)

HUHL2(Q)=1

= ||A</7||L2(Q) =|lellv-

If we choose ¢ €V as the solution of —Ap=v/||v|[12(q) with some v e L*(Q), then we
obtain

|(v,v) L2(0) ]
sup  |(v,—A@) 20| > U o]l L2
peV ||U||L2(Q)
[lellv=1

It remains to check that the right hand side of (4.4) defines a linear functional on V for
any g€ N%(GQ)*. In view of Lemma 3.1, we have that

] / anyso] <15 oy 12l oy S8 g IV (4.6)
Thus, all the requirements of the Babuska-Lax-Milgram theorem are fulfilled and we can
deduce the existence of a unique solution in L?(£2) for any Dirichlet boundary datum
ge Nz (9Q)*.

The a priori estimate in that case is a simple consequence of the above shown inf-sup
condition combined with (4.4) and (4.6). Indeed,

v < su v,—A = su / 0, ’S 1 . 4.7
ol < s (0Bl = s | [ 00| <lall g 6D

llellv=1 llellv=1

Moreover, according to [26, Theorem 5.3], there holds

[l,13 gy < €llglzom. (48)
Next, we show that for any g€ H'/2(9Q), the very-weak solution belongs to H'(Q)
and represents actually a weak solution. For the weak formulation of problem (4.3),
it is classical to show that for g€ H'/2(9Q), there is a unique weak solution in H'(Q)
fulfilling the a priori estimate

[0l @) <ellgllrzo0)- (4.9)

According to the integration-by-parts formula in [24]

(B X)oa=(Ve,VX)a+(Ap,x)a VeV, VxeH'(Q),

we can check that any weak solution represents a very-weak solution. Just set x =v and
use (V,Vv)=0. Due to the uniqueness of both, the weak and the very-weak solution,
they must coincide. Finally, by real interpolation in Sobolev spaces, we can conclude,
according to (4.7)-(4.9) and (3.3), the existence of a solution in H*(2) for any boundary
datum gEID)S_%(aQ), and the validity of the a priori estimate, which ends the proof. O
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Next we show the uniqueness of the fractional problem for v solution to (4.1). We
shall use this result, in combination with Lemma 4.1, to show the existence of a solution
to (4.1).

LEMMA 4.2. A solution veD*(Q) to (4.1) is unique.

Proof.  Since (4.1) is linear, it is sufficient to show that when g=0 then v=0. The
function v € D*(§), solution to (4.1) with g=0, fulfills

;Azjgwkjgm_o )

Setting ¢ =wv, we arrive at the asserted result. ]

THEOREM 4.1.  Let the assumptions of Lemma /.1 hold. Then, solving problem (4.1)
is equivalent to solving problem (4.3) in the very-weak sense. As a consequence, the
results of Lemma 4.1 are valid for the solution of the fractional problem (4.1).

Proof.  Since both (4.1) and (4.3) have unique solutions, it is sufficient to show
that the solution v €D?*() to (4.1) solves (4.3) in the very-weak sense. The solution
veD?(Q) to (4.1) fulfills

o0

Z(A;/ijﬂj1/8any<pj)/ﬂ¢¢j=0 Vo cH(Q).

j=1

Taking an arbitrary eigenfunction @y as a test function, and employing the orthogonality
of the eigenfunctions in L?(2), we obtain

O:AZ/vcpqu)\Z_l/ ga,,gok:)\z_l (Ak/vgokJr/ gd,gak>.
Q aQ Q 20

Since A\ >0 and —Ayy = Ak, we have arrived at

/U(_A)‘Pk:—/ 90, ¢k
Q o0

Since a basis of V:=dom(—Ap ) is given by the eigenfunctions ¢y, we have shown that
veD*(Q) solves (4.3). This concludes the proof. ad

THEOREM 4.2 (Existence and uniqueness). Let Q be a bounded, quasi-convex domain.
If fEH(Q), g€ D=2 () then (1.1) has a unique solution u€ H*(Q) which satisfies

(4.10)

lullzroce) < C (I ll-=(o9 + 1950 4 )

where C' is a positive constant independent of u, f, and g.

Proof.  Notice that solving (1.1) for w is equivalent to solving (4.1) and (4.2)
for v and w, respectively. Then u=w+wv. The existence and uniqueness of w € H?*()
for Lipschitz domains is due to [18, Theorem 2.5]. The existence and uniqueness of
v € H*(Q) is given by Theorem 4.1 which says that (4.1) is equivalent to (4.3) such that
the results of Lemma 4.1 apply. Finally, using the triangle inequality, we obtain

1wl s ) < Nwll s ) + 1ol s (0)-
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From Theorem 4.1 and Lemma 4.1, we know that ||v[|:q) < C||g] It remains

D=3 (00)"
to estimate ||wl| g+ (o). Using Proposition 2.1, we obtain

w0l s ) < Cllwllms @),

and from the weak form of (4.2) it immediately follows that ||w]
Collecting all the estimates we obtain (4.10).

He () §C||f||H—s(Q)D-

In Section 4.2, we will be concerned with discretization error estimates for (1.1).
For that purpose we need to establish higher regularity for the solution u=w+v, given
more regular data f and g. Due to the fact that the solution w to (4.2) is formally given
by

w:ZA;kasﬁk with fk:/fsﬁk,
k=1 Q

we obtain that w belongs to H'*#(Q) for any f€H!~*(2). The results about higher
regularity for the solution v to (4.1) are collected in the following lemma.

LEMMA 4.3 (Regularity of v). Let one of the following conditions be fulfilled:

(1) 0<s<3: Qs Lipschitz, ge Hs 2 (99),

(2) 1 <s<1: Qs quasi-conver, g€ [yp(H*(Q)),H (O)]2(1—s),

where yp denotes the Dirichlet trace operator. Then v belongs to H'**(Q) and fulfills

||UHH1+S(Q) < CHQHDH% (09)

with a constant C independent of g, and the trace space DSJF%(@Q) defined by

1 H*+z(09) ifo<s<i
D2 (9Q) = 2
O {[VD(H2(Q))7H1(8Q)]2(1—5) if §<s<l.

REMARK 4.2. Notice that, by definition, every quasi-convex domain is Lipschitz,
therefore condition 1 in Lemma 4.3 also holds in quasi-convex domains. Moreover,
when Q is C17 with 1/2<r <1 (cf. [26, Lemma 10.1]), then vp(H?(Q)) = H3/?(0%),
whence, the interpolation space in part 2 of Lemma 4.3 is

o (H?(2)), H (0)]a1-5) = H*/2(09).

Notice as well that g€~vyp(H?(Q2)) implies that on each side/face T'; of a polygo-
nal/polyhedral domain Q, we have g€ H %(FZ) Consequently, in case of polygo-
nal/polyhedral domains, we conclude by real interpolation

HgHHs{»% (]_—\L) S C”gl DS+% (89)

for any gDz (99).

Proof. When 0<s< %, this result follows from [26, Theorem 5.3]. Finally, when
1 <s<1, we recall from [26, Eq. (10.16)-(10.17) in Theorem 10.4]

g€ HY(9Q) implies ve H3?(Q),
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gE€vp(H?*(Q)) implies ve H*(Q).

Moreover, corresponding natural a priori estimates are valid. Using real interpolation
we arrive at

ge [WD(HQ(Q)),H1 (8(2)]2(175) implies v € HH'S(Q)7

which completes the proof. ]

4.1. The extended problem. It is well-known that (4.2) can equivalently be
posed on a semi-infinite cylinder. This approach in R™ is due to Caffarelli and Silvestre
[17]. The restriction to bounded domains was considered by Stinga-Torrea in [40], see
also [16,19]. For the existence and uniqueness of a solution to the problem on the semi-
infinite cylinder, it is sufficient to consider 2 to be a bounded open set with Lipschitz
boundary [18, Theorem 2.5].

We first introduce the required notation, we will follow [4, section 3]. We denote
by C, the aforementioned semi-infinite cylinder with base €, i.e., C=Q x (0,00), and its
lateral boundary 95,C:=0€ x [0,00). We also need to define a truncated cylinder: for
Y >0, the truncated cylinder is given by Cy = x(0,)). Additionally, we set 0.Cy :=
90 x[0,Y)]. As C and Cy are objects in R"T! we use y to denote the extended variable,
such that a vector ' € R™ admits the representation «’ = (21,...,%n,Tni1) = (T, Zpy1) =
(z,y) with z; eR for i=1,...,n+1, z€R™ and yeR.

Next, we introduce the weighted Sobolev spaces with a degenerate/singular weight
function y®, a€(—1,1), see [41, Section 2.1], [31], and [28, Theorem 1] for further
discussion on such spaces. Towards this end, let D CR"™ x [0,00) be an open set, such
as C or C.y, then we define the weighted space L?(y®,D) as the space of all measurable
functions defined on D with finite norm ||w|| z2(ye p) == |y*/?w||12(p). Similarly, using a
standard multi-index notation, the space H!(y®,D) denotes the space of all measurable
functions w on D whose weak derivatives D°w exist for |§| =1 and fulfill

1/2

5
lwl| g1 (ye Dy i = Z D w||2L2(ya,D) < 00.
[0]<1

To study the extended problems, we also need to introduce the space
H} (y*,C):={we H (y*,C):w=0 on d,C}.
The space Hi (y*,Cy) is defined analogously, i.e.,
HE(y*,Cy):i={we H (y*,Cy) :w=0 on d.Cy U x {7}}.
We finally state the extended problem in the weak form: Given fe€H™*(f), find We
H} (y*,C) such that

/yOlVW'Vq):ds<f,(b>H—s(Q)7Hs(Q) V(I)Effi(ya,(:) (411)
C

with a=1-2s and ds =2% Fg(;)s)7 where we recall that 0 <s<1. That is, the function

We I:ifi(ya,C) is a weak solution of the following problem

(4.12)

div(y*VW)=0 inC,
W —d, f on Qx {0},
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where we have set

0 oW (x
o 0.0) = T W, o) =l P,
Even though the extended problem (4.11) is local (in contrast to the nonlocal prob-
lem (4.2)), however, a direct discretization is still challenging due to the semi-infinite
computational domain C. To overcome this, we employ the exponential decay of the
solution W in certain norms as y tends to infinity, see [37]. This suggests truncating the
semi-infinite cylinder, leading to a problem posed on the truncated cylinder Cy: Given
feH*(Q), find Wy € H}J (y*,Cy) such that

/ yO‘VWy Vo :ds<f,cb>H—s(Q)7Hs(Q) Vo e ﬁi(ya7(3y). (413)

Cy
We refer to [37, Theorem 3.5] for the estimate of the truncation error.

4.2. A Priori error estimates. To get an approximation of W, we apply
the approach from [37], i.e. the truncated problem is discretized by a finite element
method, and in order to obtain an approximation of v, we will use the approach de-
scribed in [7,8,12] or equivalently a standard finite element method, if the boundary
datum is smooth enough. From here on, we assume that the domain 2 is convex and
polygonal /polyhedral.

Due to the singular behavior of W towards the boundary €2, we will use anistropi-
cally refined meshes. We define these meshes as follows: Let J,={K} be a conforming
and quasi-uniform triangulation of 2, where K € R™ is an element that is isoparamet-
rically equivalent either to the unit cube or to the unit simplex in R”. We assume
#To ~M™. Thus, the element size hg, fulfills hg, ~ M. The collection of all these
meshes is denoted by Tq. Furthermore, let Z, ={I} be a graded mesh of the interval

[0,97] in the sense that [0,] :Uﬁigl[yk,yk_l’_l] with

~
Yp = <Z\k4> Y, k=0,...,M, 7>%:%>1.
Now, the triangulations 7y of the cylinder Cy are constructed as tensor product trian-
gulations by means of J and Z,. The definitions of both imply # 7, ~ M"1. Finally,
the collection of all those anisotropic meshes .7, is denoted by T.
Now, we define the finite element spaces posed on the previously introduced meshes.
For every J €T, the finite element spaces W(Jy) are now defined by

W(Ty):={®€C°(Cy):®|r eP1(K)BP(I) VT =K X1 € Ty, ®|9,¢, =0}

For the case that K in the previous definition is a simplex, then P;(K)=P;(K), the
set of polynomials of degree at most 1. If K is a cube, then P;(K) equals Q;(K), the
set of polynomials of degree at most 1 in each variable.

Using the just introduced notation, the finite element discretization of (4.13) is
given by the function Wg, € W(.7,), which solves the variational identity

/ yo‘VW% V‘I):ds<f,q)>H—é(Q)7Hé(Q) VCI)EW(yy) (414)
Cy

with a=1-2s and ds =2¢ Fg(g)s) , where we recall that 0 <s<1.
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Next we are concerned with the discretization of (4.3). Since we will assume that the
boundary datum g belongs at least to Hz (9), a standard finite element discretization
is applicable, see e.g. [11]. More precisely, let

Vi={pcC’Q): 9|k €P1(K)}, Vo:=VNH;(Q), V?=V|sq.

Moreover, let 1, denote the L2-projection into V. Then we seek a discrete solution
vg, €EVii={veV:v|gqg=T4,g} which fulfills

/W%-w:o Vo e V. (4.15)
Q

Notice that, in case g¢ H? (), the weak formulation of (4.3) is not well-posed.
However, the discretization (4.15) is still reasonable and corresponding error estimates
hold, see [7,8,12].

Finally, we define the discrete solution to (1.1) as

quZWyy(~,0)—|—UyQ, (4.16)

where Wz, and vg, solve (4.14) and (4.15), respectively.
We conclude this section with the following theorem about discretization error es-
timates for wz,.

THEOREM 4.3. Let Q be convex polygonal/polyhedral, gEDS"’%(aQ) satisfies the
conditions of Lemma 4.3, and f € H~%(Q). Moreover, let u be the solution of (1.1) and
let ug, be as in (4.16), then there is a constant C >0 independent of the data such that

lu—ugy | sy < Cllog(#Ty)|*(#Ty)” T (Hf”Hl*s(Q) +1lgl

D”*%(SQ)) (4.17)

and
_(+9)
[u—wzg || £2(0) < Cllog(# Ty ) |** (# o)~ 4D (Hf||Hlfs(Q)+||9||Ds+%(m)) (4.18)
provided that & ~log(#Jy).
Proof. After applying the triangle inequality, we arrive at
lu =z, |l ae ) < llw =Wz, (- 0)lg=(0) + v —v75 | 12 0)-
We treat each term on the right hand side separately. Using Proposition 2.1, we obtain
[w=Waz, (-,0)[| = (0) < Cllw =Wz, (-,0) = ()
Subsequently invoking [37, Theorem 5.4 and Remark 5.5], we arrive at
a1
ws () < Cllog(#Ty)1°(# )~ || fllm-+(q)-
Condensing the last two estimates, we obtain
1
[w=Wa, (-,0) |z () < Cllog(#T5)|*(# Ty)~ T+0 || fllm—s @)

We now turn to [[v — v, g+ (o). Using classical arguments (see e.g. [11]), in combination
with the regularity results of Lemma 4.3 and Remark 4.2, we infer the estimates

[w=Waz,(-,0)]

[0 =vz |l @) SChig, llgll 5o 1 (09)
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Due to the fact that H*(f2) is the interpolation space between H'() and L?(Q), see
(2.4), we obtain

lv=va @) < Chzallgliper g )

where the constant C' >0 is independent of h #, and the data. Collecting the estimates

for v, w, we obtain (4.17) after having observed that hz, ~ (#7y)~ ol
Finally, (4.18) is due to the L2-estimate of W, (-,0) [38, Proposition 4.7] and the
aforementioned L2-estimate of v, . d

5. Application II: fractional equation with Neumann boundary condition
Given data f e H*(Q)*, geN*~2(9Q) with

N2=5(9Q)* for s€[0,1)
N*~2(09Q):={ H1(09)  for s=
H*=3(8Q) for se(

S

we seek a function u € H f(Q) satisfying

(_AN)SU':f in Qv

5.1
Oyu=g on 0. (5-1)

We assume that the data f and g additionally fulfill the compatibility condition

/Qf—l-/mg:O. (5.2)

Now, we proceed as in Section 4. Given g € N""3(8%), we construct v € N*(Q) solving

(—AN)Sv:|Q|71/Qf in

(5.3)
d,u=g on 0,
and given f e H*(Q)*, we seek wEH?(Q) fulfilling
—-A Sw:f—kﬂfl/ g in £,
(—Ax) ot [ o

d,w=0 on 9.

Finally, we have u=w+wv.
We will show that (5.3) is equivalent to solving the following standard Laplace
problem with nonzero Neumann boundary conditions

fAv:\Qlfl/f inQ, dv=g ondQ, (5.5)
Q

in the very-weak form or in the classical weak form, if the regularity of the boundary
datum guarantees its well-posedness.
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We start with introducing the very-weak form of (5.5). Given ge N2 (9)*, we are
seeking a function v € H ?(Q) fulfilling

Av(—A)w=[999w VoeV, (5.6)

where V:{@EH}(Q)HHQ(Q): d,0=0 on 90Q}.

LEMMA 5.1.  Let 2 be a bounded, quasi-convex domain. For any f and gEN%(GQ)*
fulfilling (5.2), there exists a unique very-weak solution UEH?(Q) of (5.5). For more

reqular boundary data g € N“%(aQ), where s € [0,1], the solution belongs to H}(Q) and
admits the a priori estimate

[vlers (@) <ellgllye-g o)

Moreover, if s=1, then the very-weak solution is actually a weak solution.

REMARK 5.1. Notice that due to Remark 3.4, when Q is Cb" with r>1/2, we
have N2 (9€) = H?2 () and thus N*~ 3 (9Q) = H*~ 3 (8Q2). Moreover, as for the Dirich-
let problem, by employing similar arguments, in combination with [26], the results of
Lemma 4.1 can be extended to general Lipschitz domains at least for s € [3,1].

Proof. The proof is similar to the proof of Lemma 4.1. We only elaborate on the
main differences. The proof of existence and uniqueness of a solution v in L?(Q2) with
va =0 is again based on the Babuska-Lax-Milgram theorem using the isomorphism

Ape L (Q), 8u30:0,/<p:0 & peV,
Q

see [26, Theorem 10.8], and Lemma 3.2. The higher regularity can be deduced by
real interpolation from classical regularity results for the solution of the corresponding
weak formulation, which is actually a very-weak solution due to the integration-by-parts
formula, and the regularity results in Hz () from [26, Theorem 5.4]. O

The equivalence between (5.3) and (5.5) now follows along the same lines as in
Theorem 4.1. We collect this result in the following theorem.

THEOREM 5.1.  Let the assumptions of Lemma 5.1 hold. Then, solving problem (5.3)
is equivalent to solving problem (5.5) in the very-weak sense. As a consequence, the
results of Lemma 5.1 are valid for the solution of the fractional problem (5.3).

Finally, we conclude this section with the well-posedness of (5.1).

THEOREM 5.2 (Existence and uniqueness). Let Q be a bounded, quasi-convex domain.
If fe H5(Q)*, gGNS*%(GQ) fulfill the compatibility condition (5.2), then the system
(5.1) has a unique solution u € H?(Q) In addition

Jalzs(oy <C (Il + 19 oy ) (5.7)

Proof. The proof is similar to that of Theorem 4.2 and is omitted for brevity. O
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6. Application ITI: Boundary control problems

6.1. Dirichlet boundary control problem.  Given ug€ L?(2) and a >0, we
consider the following problem: minimize

1
J(,2):= 5 (lu=ualliz) +allalizon) (6.1)
subject to the state equation

(=Ap)°’u=0 1in Q,

6.2
u=gq on 0f), (62)

and for given a,b€ L?(09Q) with a(z) <b(z) for a.a. x €99, the control ¢ belongs to the
admissible set (0,4, defined as

Qua:={q€ L*(09Q):a(z) < q(x) <b(x) for a.a. x€IN}. (6.3)

Notice that L2(9€) C Nz (9Q)*. Consequently, owing to Theorem 4.1, we notice that
the state equation (6.2) is equivalent to

—Au=0 in £,
(6.4)
u=¢q on ),
where the latter is understood in the very-weak sense.

Without going into further details we refer to [6,22,34], where the (numerical) anal-
ysis for this problem is carried out. The advantage of our characterization of fractional
Laplacian is clear, i.e., it allows to equivalently rewrite the fractional optimal control
problem into an optimal control problem which has been well-studied.

6.2. Neumann boundary control problem. Given ug€ L?(Q2) and o> 0, we
consider the following problem: minimize J(u,q) as defined in (6.1), subject to the state
equation

(—An)*u=0 in Q,

6.5
d,u=q on 0. (6:5)

and the control ¢ € Qqq With [;,q=0, where Quq is defined in (6.3). Since g€ L?(99Q) C

N*~2(99), the state equation (6.5) is well-posed according to Theorem 5.2. Moreover,
it is equivalent to

—Au=0 1in Q,
(6.6)
d,u=q on 08,
where the latter can be understood in the classical weak sense.
The optimization problem with constraints
—Au+cu=0 in Q,
(6.7)

dyu=¢q on 09,

where ¢ >0, has been well-studied, see [9, 20, 21, 30, 33].
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7. Numerics

Let n=2. We verify the results of Theorem 4.3 by two numerical examples. In the
first example, we let the exact solution w and v to (4.2) and (4.1) to be smooth. In the
second example we will take v to be a nonsmooth function. All the computations were
carried out in MATLAB under the {FEM library [23].

7.1. Example 1: smooth data. Let Q=(0,1)2. Under this setting, the eigen-
values and eigenfunctions of —Ap o are:

Mea =72 (k2 +1?),  pp=sin(krz;)sin(inzs).
Setting f =sin(27x1)sin(27zs), then the exact solution of (4.2) is
w= N\, 58in(2mzy)sin(27mws).

We let v=x1 422 and g=x1 + 2. Recall that u=v+w. As g is smooth, the approxi-
mation error will be dominated by the error in w.

Recall that ||u—uz, | m: @) <||[v—va, |52 Q) + |w =Wz || 5 (), Where u, v, and w
are the exact solutions and ug,, v,, and Wg, are the approximated solutions. Recall
from Proposition 2.1 that ||w—Wgz, ||gsq) <Cllw =Wz, ||lus (). Then using the exten-
sion, in conjunction with Galerkin-orthogonality, it is straightforward to approximate
the H®(€2)-norm

[w—Wa,|

bty < CIVOV =W ) [y 0= ds | flw= W) o

However, it is more delicate to compute ||[v—vg,||f+(q), for instance, see [10,15]. To
accomplish this, we first solve the generalized eigenvalue problem Ax=AMx, where A
and M denote the stiffness and mass matrices on 2. If v and v, denote the nodal
values of the exact v and approximated vz, , then we take

Nl

(o= v 320y + (v = v) T (MV) D (MV) (v = v.5,)

as an approximation of ||v — vz, || g+ (), where D is the diagonal matrix with eigenvalues
and the columns of matrix V contain the eigenvectors of the aforementioned generalized
eigenvalue problem.

Figure 7.1 (left) illustrates the H®-norm, computed as described above. Figure 7.1
(right) shows the L?-norm of the error between the u and u ,. As expected, we observe
(#.7,) "3 rate in the former case. In the latter case, we observe a rate (#.Z,)~ % which is
higher than the stated rate in Theorem 4.3. However, this is not a surprise as we already
observed this in [4], recall that our result for L2-norm relies on [38, Proposition 4.7].

7.2. Example 2: nonsmooth data. We let Q=(0,1)2. Moreover, let w and f
be the same as in Section 7.1 and we choose the boundary datum

g=r"1995in(0.4999 6).
This function belongs to H'~¢(9Q) for every €>0.0001. The exact v is simply
v=r"49%in(0.4999 0).

Then u=w+wv. In view of the regularity of g, we expect the approximation error of u
to be dominated by the approximation error in v if s>0.4999. On the other hand, if
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Fic. 7.1. Rate of convergence on anisotropic meshes for n=2 and s=0.2,0.4,0.6, and s=0.8 is
shown. The solid line is the reference line. The panel on the left shows H?-error, in all cases we

recover (#,%,)*%_ The right panel shows the L?-error which decays as (#99/)7%.

5<0.4999, the approximation error of w will dominate. More precisely, we expect in the

former case, a rate of about (#ﬂy)fé(%ﬂ) in the H?(Q)-norm. In the latter case, we
expect a convergence rate of (#ﬂy)*% in the H*(2)-norm as in the foregoing example.

Figure 7.2 confirms this.

1/2

(e =W, 3oyt lv=vllf o

10°
Degrees of Freedom (DOF's)

F1G. 7.2.  Rate of convergence on anisotropic meshes for n=2 and s=0.2,0.4,0.6, and s=0.8 is
shown (dotted line). Starting from the top, the first solid line is the reference line with rate (#ﬁy)fé.

The second and third solid lines shows the rate (#ﬁy)_% %_S) for s=0.6 and s=0.8, respectively.

8. Further Extensions: general second-order elliptic operators

We notice that our Definitions 2.3 and 2.4 immediately extend to general second-
order fractional operators. More precisely, let the general second-order elliptic operator
L be given as

Lu=—div(AVu) in Q. (8.1)
Here, the coefficients a;; are measurable, belong to L>°(€2), are symmetric, that is,

a;j(z)=aji(x)Vi,j=1,...,n and for a.e. z€Q,
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and satisfy the ellipticity condition, that is, there exists a constant >0 such that

n

Z aij ()& > 7)€, VEER™,

ij=1

Moreover, we use d5u to denote the conormal derivative of u, i.e.,

Z(Za” )D; u)l/J (8.2)

j=1 i=1

The fractional operators corresponding to £ are defined as follows.

DEFINITION 8.1 (nonzero Dirichlet).  For s€(0,1), we define the spectral fractional
Dirichlet Laplacian on C*(Q) by

(oo}

‘Bu::z N[ ok [ wdE e ) o, (8.3)
Q o0

k=1
where (Mg, 0k) are the eigenvalue-eigenvector pairs of L with vilog=0.

As we showed in Section 2.3, the operator L}, can be extended to an operator
mapping from

> _ 2
D*(Q):={ue L*(Q): Z)\Z (uak+A; Tugar)” <oo}
k=1
to H™*(9), where uq,x = [, upr and usq i :faﬂ ud pp,.

DEFINITION 8.2 (nonzero Neumann).  For s€(0,1), we define the spectral fractional
Neumann Laplacian on C*(Q) by

o0

f\ﬂ“:z< /ka— / 3£U¢k>¢k—|g| 1/ agu, (8.4)

k=2
where (uy,y) are the eigenvalue-eigenvector pairs of £ with 051y =0.

Again, as in Section 2.4, we set uq 7fQu1/Jk and uaq.k 7f898 u. Then, if we
assume |, 50 0%u=0, the operator L} is extendable to an operator mapping from

*(Q):= {U:Zujwj €L*(Q): Z,uz (uq,k —,u,;luagyk)Q <oo}

j=2 k=2

to Hf_“’(ﬂ)

REMARK 8.1. For ce L*°(Q) and c¢(z) >0 for a.a. v €, we can further generalize £
in (8.1) to Lu=—div(AVu)+cu. The definitions above of fractional operators remain
intact with the obvious modification in the Neumann case.

Acknowledgement. We thank Boris Vexler, Pablo Stinga, and Mahamadi Warma
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