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Machine Perception based on Eddy Current for
Physical Field Reconstruction of Conductivity
and Hidden Geometrical Features

Min Li, and Kok-Meng Lee, Fellow, IEEE

Abstract— This article presents a new machine perception
method based on eddy current (EC) effects to reconstruct physical
fields (Eddy current field, electrical-conductivity field and hidden
geometrical features) of a nonferrous material commonly
encountered in intelligent manufacturing using one-time finite
magnetic flux density (MFD) measurements. An analytical model
for EC testing system with conductor discretization is established
and expressed in state-space representation. Two improvements
(physical constraints and adaptive element refinement) are
developed and integrated into the system model. The measurement
models of physical fields using discrete MFD measurements are
linearly established, reducing the physical field reconstruction to
a linear inverse problem for solving using Tikhonov regularization
method. The EC-based machine perception is numerically
illustrated by reconstructing the eddy-current density field,
conductivity field and hidden geometrical features of aluminum
plates. Additionally, the effects of element refinement, physical
constraints and sensor configurations on the reconstruction results
are analyzed numerically. Using an experimental prototype
consisting of an air-cored electromagnet and a two-dimensional
array of magnetic sensors with associated electronics, the
effectiveness of the machine perception method and the accuracy
of the reconstructed physical field are demonstrated
experimentally.

Index Terms— Eddy-current testing, inverse problem, physical
field reconstruction, Tikhonov regularization.

I. INTRODUCTION

ACHINE perception and smart sensing are attracting

more and more attention in many research fields, and are
in exponentially growing demand for intelligent manufacturing
in the past two decades. Because of stringent requirements and
complex environments (such as workpiece deformation, cutting
force vibration, thermal effects and residual stresses), high-
quality manufacturing with superior service capability has been
challenging when machining special workpieces (for example,
compressor disks and casings in aircraft engines with thin-
walled shape [1][2]) or encountering newly developed
manufacturing, such as the metallic-additive-manufacturing.
Especially for the metallic-additive-manufacturing, most of the
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critical problems focus on process reliability, finished-part
geometries and material properties, which require layer by layer
defect detection as well as post-processing precision machining
[3][4]. Real-time estimation of the geometry and material
properties, defect detection (including the detection of internal
porosity, crack, residual stress and delamination [3] [4])
between layers are needed to be performed within large areas
or volumes. The effectiveness of the real-time parameter
sensing and process monitoring dictates the success of
intelligent manufacturing.

Eddy current (EC) induced inside the electrical conductor
due to the presence of a changing magnetic field works as
media, which has the ability to transmit the properties of
conductors, such as location, geometry and electrical and
magnetic properties. Since magnetic field has many attractive
characters (such as great penetration, fast response, well
defined theory, and insensitivity to oil or other media), EC
sensors are well suitable for nondestructive testing [5][6] and
for multi-target sensing in intelligent manufacturing [7]. Instead
of analyzing the unmeasurable EC field, traditional methods of
EC testing directly establishes the relationship of the desired
parameters and measurable EC effects, such as characteristic
impedance of the excitation coil [8][9], the voltage of a
secondary or receiver coil [10][11], and the magnetic field
generated by EC [12][13]. For instance, electrical conductivity
estimation is one common application using EC technologies,
which has the potential for the nondestructive evaluation of
multiple material properties (such as subsurface residual
stresses [14][15]). There are two primary types of EC-based
methods for conductivity estimation based on the coil
excitation: 1) frequency domain analysis using sinusoidal
excitation [8][16], and 2) time domain analysis using pulsing
transient excitation [17][18]. Another good application is the
detection of internal defects or non-conductive buried materials
(such as embedded sensors in a 3D-printed product) which can
be interpreted as hidden geometrical features. Different from
the conductivity estimation, most of the methods for defect
detection [19][20] are based on time-domain analysis using
pulsing transient excitation. The hidden geometrical features
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are classified or identified by relating the transient
specifications (such as rise-time, peak-time) to the
corresponding patterns of surface- and/or subsurface-features.
Recently, by analyzing the thermal effects of the eddy current
in time and frequency domain, EC thermography [21][22] has
been developed for internal defect detection.

EC technologies have been widely used. However, most
traditional EC testing methods estimate or measure a parameter
at discrete points or over a small area. For applications (such as
metallic-additive-manufacturing) requiring detection and
measurement over a large area or volume, sensor probes need
to scan the whole area, which is time-consuming and could
dramatically lower manufacturing efficiency [9][11].

Existing EC methods are generally single-purpose (mostly
designed based on high-frequency impedance measurements to
estimate either the displacement or conductivity) using a
lumped parameter approach; as a result, they are inefficient
particularly involving large area/volume and/or multiple-
parameter measurements. As a physical quantity, eddy- current
density (ECD) has been effectively used to describe the EC
distribution over a target region of interest. In [7]. an in-depth
parametric study based on the relationship between a
harmonically generated ECD field and material/geometrical
properties demonstrates that several parameters can be
simultaneously determined from measured ECD fields. The
estimated ECD field not only can be used to verify the estimated
conductivity and internal defect with the field density and
pattern, but also monitor/visualize the EC stimulation used in
medical and biological fields [23].

To overcome the limitations of conventional single-purpose
EC sensors, this paper proposes an effective means to measure
or detect the targeted parameters (or physical fields) of interests
within a relatively large area/volume with one-time
measurement. As an alternative machine perception based on
EC effects and physical field reconstruction for manufacturing
applications, the proposed method has potentials to integrate
multi-functions in a compact sensor for estimating or detecting
desired parameters within a large area/volume using one-time
measurements. The remainder of the paper offers the following:

— An analytical model for an EC-based sensing system with
conductor discretization is formulated in state-space
representation. Two improvements, physical constraints and
adaptive element refinement, are developed and integrated
into the system model.

— The measurement models of physical fields relating the
physical parameters and the discrete magnetic flux density
(MFD) measurements are derived, which reduce the physical
field reconstruction to a linear inverse problem for solving
using Tikhonov regularization method.

— The effectiveness and accuracy of the reconstruction method
are demonstrated numerically. The conductivity and hidden
geometrical feature of aluminum plates and the ECD field are
estimated. Meanwhile, the effects of element refinement,
physical constraints and sensor configuration on the
reconstruction results are analyzed numerically.

— An experimental setup consisting of a sensor array, an air-

cored electromagnet (EM) and associated hardware is
utilized to reconstruct the physical fields (conductivity and
hidden geometrical feature, and ECD field).

II. PHYSICAL FIELD RECONSTRUCTION

Figure 1 illustrates a method to reconstruct the ECD field
induced in a non-ferrous metal conductor from a set of N3y MFD
measurements, from which the distribution of the electrical
conductivities and geometrical features in the conductor are
characterized. The conductor, in which the EC is induced by a
time-varying source, is discretized into Ng elements. The i®
element (volume ; and electrical conductivity ¢;) and m™ sensor
are located by the displacement vectors, 1; and r,,. respectively,
wherei=1, 2... Nz and m=1, 2... Ny The external sources for
inducing the EC may or may not be a part of the measuring
system but are known or can be pre-calibrated. As the source-
MFD can be subtracted from the sensor output, the m™

measurement f,,(€ R*™) represents the MFD generated at the
location of the m'™ sensor by EC in all Ni elements.
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Fig. 1 Schematics of physical field reconstruction

A. System Model
The system is magneto-quasi-static with negligible
displacement current and oI <1/\[us ~3x10°nv/s where o is
the system frequency, (&, u) are the (permittivity, permeability)
of the conductor that obeys Ohm’s law; and L is the
characteristic length. The ECD field can be written in matrix-
vector form (1a) where its 7/ elemental ECD j; (contributed by
the MFD generated by the source and by the self/fmutual
induction among Nz elements) can be expressed in terms of
vector potentials in (1b) [24]:
T
iy, ]

J=[jl--- i
f)ﬂfoZ |_ T } (1b)

and 4, is the magnetic permeability in free space, r; is the

(1a)

where j, =—cy, E
ot

position vector of the ¥ element. Similarly, the EC-generated
MFD measurements are given in (2a) in matrix form where the
m™® measured MFD PB,, can be derived from the curl of the vector
potential [24]:
T
By, ]

B=[B, - B,

A

(2a)

B, = (2b)
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In (2b), the square matrix [skew (e)] denotes the skew matrix
of the unit vector e.

In physics, the induced EC must satisfy the constraints
imposed by the boundaries and the principle of charge
conservation. The former accounts for the fact that EC cannot
pass through a non-electric element and must satisfy the
boundary constraint (j;*ns, =0) where n is the unit normal to
the boundary surface area s, ; for simplicity, we define the
In matrix form,

[Hy ]I =0 (3a)
For a system of the Ny elements consisting of Np boundary
elements in (3a), the row vector of [HB] e R has the
form given by (3b) where the i element is a boundary element:
|:0(€ RIX}(i—l)) sf,nT 0(e R]x}(NF—i))J (3b)
Without loss of generality, consider a hexahedron element (with

surface areas s; and unit normal e) for illustrating the principle
of charge conservation that implies Vej, =0 . The i element

subscript /= x,y,z .

boundary constraint (BC):

must satisfy the continuity equation:
(jm _j[ ).e)cs)c + (ji+2 - ji ).eysy + (j[+3 _j[ )'ezsz =0
Similarly,

charge conservation:  [H¢|J =0 (4a)

The row vector of [H,. |(e R"**"*) where N¢ (=Nr — Ni) has

the form given by (4b) where the i element is a non-boundary
element:

PMEIR“““”) P (4b)

X

ST S_T O(ERIXS(N,;—i—B))J

sz] ands, =s' (withs,, =0).

For describing the ECD and its corresponding MFD of the
system with Ny conductor elements, N, observations and (N3
boundary and N¢ continuity) constraints, the time-invariant
state and output equations can be derived from (1) to (4). In
state-space representation,

where s" = [sx s,

State equation: J=[A]J+[Bl(qU/ dt) (5a)

where U = [d)(rl,t) o(r,r) - (I)(I‘NL ,I)]T (5b)
subject to constraints (3) and (4) .

Output equation: B=[c]J (6a)

where [C] consists of NiyxNg submatrices with its mi" (3x3)
submatrix given by

Hy r, L
C |= ki
R (]|

The ECD field J can be estimated from finite measurements
with (6) using an observer or calculated analytically from (5)
for a given time-varying input (dU/d¢) if the system matrix [A]
and input matrix [B] are known:

[Al=~[s]" (tP1+[¢]); [B]=—4'[s]" (Tab)
In (7a), [P] is a diagonal matrix consisting of N non-zero 3x3
submatrices, where the i submatrix is given by

(6b)

[P,]= (00 )_] (1] (7¢)
where [IM] is a 3x3 identical matrix. Similarly, [ ¢ ] in (7a, b)
are expressed as NgxNy submatrices with its k™ (3x3)
submatrix given by [ ¢, |=(47|r, —rk|)_] [1,:].In(7a,b), [A]

depends on [P] that accounts for the non-uniformity of the
material properties and geometrical features (o; v;), and the
time-derivatives of the motion due to any deformation and
deflection of the conductor; [B] depends on the geometry
feature only for a nonferrous conductor with constant po but
neither the time-derivative nor material property. The other
three matrices depend on the geometry feature only.

B. Formulation of Measurement Models

Without loss of generality for simplicity in illustration, the
following assumptions are made in formulating measurement
models for manufacturing inspection:

1) The specified geometrical details of the WP being processed
are known in advance. Furthermore, the sensing speed is
sufficiently fast that the shape of the workpiece (WP) can
be assumed approximately constant.

2) The WP is stationary ([ ¢ ]=0); and its material is isotropic.

3) The external source U inducing the ECD in the metallic
plate (with known exterior geometry) is known.

With these assumptions, the state-space equations provide a
basis to determine the desired output By for detecting hidden
non-conductive geometrical features (or defects), and
estimating the distribution of the conductivity fields. Once the
hidden geometrical features and conductivity distribution are
completely known, the ECD field J can be reconstructed from
the state equations (5a, b).

Alternatively, the measurement models are formulated as
inverse problems. Unlike the forward kinematics (5a, b) where
the solutions to J can only be solved with known [A] and [B]
for the given material and geometrical properties, the inverse
solutions deduce the target fields directly from the
measurement 3 of the MFD generated by EC. The formulation
is best illustrated by the following three application scenarios
as described in Subsections B./, B.2 and B.3:

— Detecting non-conductive geometrical features in

conductor with approximately known conductivity (B.1)

— Estimating the electrical conductivity in nonferrous

conductor with known geometry (B.2).

— Reconstructing the ECD field in conductor with known

geometry and conductivity (B.3).

B.1 Hidden non-conductive geometric features detection
The measurement model for reconstructing the interior

geometry in conductor with an approximately known

conductivity is formulated in (8) where Y, (=p-B,) defines

the deviation of the measured B from the desired By and 1,
accounts for errors in the measured data:

Y, =[Q]T+n, (8a)
In (8a), each element in the probability vector T(c R:*)
has a value between 0 (conductive) and 1 (non-conductive)
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indicating the likelihood that the element is electrically
conductive; and

Qe )=[a, @ g ay,] (@b
qi:[ﬁil"' Bim 'Bszj| -B (8c)

In (8Db), the sensitivity matrix [Q] with its column vector q;
given by (8c) can be pre-calculated using (5) and (6), where

Bim is the theoretically expected m™ MFD sensor output of

the specified WP except the i element is nonconductive.
For the subsequent conductivity estimation and the ECD
field reconstruction, a threshold (normally the average of all
elements) will be applied to determine the corresponding
elements are occupied or not.

B.2 Conductivity estimation

In most applications, the targeted conductivity of the
material is a designed value (in manufacturing, for example)
or approximately known. The measured P is a nonlinear
function of the N elemental conductivities,

B(o) where(s:[al--- o, ---JNET.

For small deviations about the desired values (&, B,) , a
linearized measurement model to reconstruct the

conductivity field is formulated in (9) where 6 =6 —06 and

M2 accounts for errors in the measured deviation
Yz (: B-B, ) :
Y, =p=[G]6+n, (9a)
In(9), [G]=[oB/de]" (9b)
B_ s .. § .
6_0'1. Ao ([Bil B ﬁ;sz ] Bo) (9¢)

The Jacobian matrix [G] with its /" column given by (9¢)

can be pre-calculated using (5) and (6), where B,

represents the m™ MFD measurement of the specified WP
except the i" element with conductivity (& +Ac).

B.3 Reconstruction of ECD field

The reconstruction of the ECD field J induced in a
nonferrous metallic plate (with known geometry)
essentially as an inverse problem in (10) which requires no
knowledge of material properties:

b [C]
Y;M: [Hy] |J+n,

[H]
In (10) where Nz boundary constraints and N¢ continuity
equations are augmented in the output equation (6), Y3 is the
measurement vector; and M3 accounts for errors in the
measured data. For cases with no BCs, the matrix [Hs] in
(10) is zero. However, (10) cannot be used to reconstruct J

when the conductor has unknown (hidden) geometric
features and thus [Hsg], [Hc] and [C] are not defined.

All the three measurement models (8a), (9a), and (10)
described above can be written in generalized form as shown in

(10)

(11) to determine X from the measurement vector Y(e R”X‘)

and given [K] in the presence of noise n:

Y =[K]X+1 (11)
For a noise-free system with nonsingular [K] and n>m , (11)
can be solved using pseudoinverse (12):

X =[R]Y where [R]=([K]' [K]) [K]

However, n<m in practice when reconstructing a physical
field from limited measurement data. As a result, [K] becomes
increasingly ill conditioned as measurement cost increases. The
pseudoinverse solutions (12) fail as the noise n in Y may be
greatly amplified.

(12a,b)

C. Inverse Solutions Based on Tikhonov Regularization

Tikhonov regularization [25] commonly used in machine
learning is employed to solve the ill-posed problem (13):

X,=[R,]Y where[R,]= ([K]T [K]+a[1])7l [K]"  (13a,b)

In (13b), a (with range [0, 1]) is the regularization parameter to
control noise effects and prevent overfitting; and [K] is a known
real-valued matrix and has a singular value decomposition
(SVD) with strictly positive decreasing singular values s;:

[K]=[F][ diag(s,) |[G]" (14)

In (14), F and G consist of column vectors, f; and g,
respectively. The error e, (=X,—X) consists of regularization
truncation error €, and noise amplification error €, defined as

¢,~([R,][KI-[1])Y and &=[R,]n (15a, b)

Very small a will result in inadequate filtering of the noise
and highly oscillatory solution. On the other hand, overly
smooth solutions would filter out most solution components. In
this work, a trades off between noise filtering and solution
smoothness using an L-Curve graphical method [26][27],
which requires no prior information about sensor noise. The
regularization for the inverse solutions should satisfy the
requirement that €, — 0 whenn — 0. Substituting (14) and

[R, ] from (13b) into (15a, b) lead to

é —Z( L (s7)-1)(£79)e, (16a)
8 —Zw (s7)s' (tn)g, (16b)
In (16a, b), the T1khonov filter function
2
w(s)— —>lasa—>0;¢, >0 (16¢)
s +a
Since w,(s*)s™ <a™?, a is chosen to have the form (17a) in

terms of the error level J defined in (17b):

a = 6" where 5=||1]||>0and0<p<2 (17a, b, ¢)
where |ls| denotes the standard Euclidean norm. Equations
(16b) and (17b) lead to (17d):

¢ <a'’5=06"7" (17d)
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The above implies that the requirement é, — 0 as § - 0 can
be guaranteed with (a, p) given by (17a. c).

D. Effects of Element Sizes on Regularization Accuracy

The accuracy and effectiveness of the reconstruction based
on Tikhonov regularization depend on the number of state
variables for a given sensor system. To improve the accuracy in
reconstructing the eddy cumrent while maintaining a
manageable number of state variables, the elements are
distributed based on two criteria on each elemental ECD:

. . [ e
Jie]| = &[], and M iR (18a.b)
where £ =x,y,z . The 1% criterion compares |j;| with a pre-

determined threshold |jne|| where 0<% <1 based on the

maximum ECD j... whereas the 22¢ criterion compares its
gradient against a pre-determined threshold g, upon which
element 7 is divided evenly into 2, 4 or 8 elements in the
corresponding ¢ directions as illustrated in Fig. 2(a).

Sub-elements

MFD data, Discretize conductor
271 conductor shape into elements
1 direction| 1 +
! -
- .| Estimate new ECD
Element i . elements using (13)
t
Y
5
)= LT IL____7 Refine elements
fal 2 directions using [22]
2 1A
eV ECD field i
3 directions LA ¥/ .
@ ections LA i ®) conductor

Fig. 2 Element refinement (a) Subdivision. (b) Illustrative flowchart

Since the element refinement will change the state vector
dimension, which in terms will affect the choice of the
regularization parameter a, the elements are sized such that the
magneto-quasi-static conditions mathematically expressed in

(19) and noise error condition (17c) are not violated:
1/2

(19)
(17¢)

The procedure consisting of the following steps for refining the
elements is graphically illustrated in Fig. 2(b): Given the MFD
data and conductor shape, Step 1 begins with evenly spaced
elements. Next, the elemental variables of the field to be
reconstructed are estimated using (13a) integrated with proper
constraints in the 2°¢ step. In the 3% step, given &, g and the
maximum iteration Q. the refinement criteria (18a, b) are
examined to determine whether the elements should be further
sub-divided. The 2°¢ and 3™ steps are repeated until the criteria
are met or the algorithm exceeds Q.

I<L< o™ (us)
O<p<?2

III. RESULTS AND DISCUSSION

The effectiveness of the inverse solutions to field
reconstruction (13a) based on Tikhonov regularization (13b)
has been investigated numerically and experimentally.
Sinusoidal MFD fields are used to induce eddy-current in the
conductor. For model validation and parametric studies, the

induced ECD and its corresponding MFD are simulated
numerically. For verification of the reconstructed distribution,
the actual conductivity distribution was experimentally
measured by a commercial conductivity gauge (Sigma 2008A,
precision: + 1%). The algorithms were written in MATLAB and
computed on a desktop PC (Intel Core 17-7700, 3.60-GHz CPU,
16-GB RAM, 64-b 0S). To facilitate comparisons with
published solutions, the harmonic solutions are derived from

the system equations, J=[Jg, Jlm]T and p =B, plm]T where

the subscripts “Re” and “Im” refer to their respective real and

imaginary parts:
{[PH[@] ~o[q] }[Jnﬂz[ 0 } (20a)
ols]  [P1+[e] || T —(@/ 1y)U
Subject to

R el e L ol S

B=[Bz Bu] =[C]la] (20d, ¢)
The (Re, Im) parts of the ECD column vector j, defined in (1a)
are given by (j,cos8,, j,sin6,) with amplitude j,, and phase
6, in{(=x,y,z) directions. Similarly, the (Re, Im) parts of the
vector B, defined in (2a) are

(Bt €OS@pss By sing,, ) With amplitude B, and phase ¢,,, .

column given by

Table I illustrates the sensor system and lists the parametric

l' T T - T [ 1 I Lovwer Limits: LL
! MFD sensors Aluminum slab MFD sensors Upper Limits: UL
Half sectional view C1 (axisymmetric) C2 (Corner)

100-turn EM (a; a,, @) | (6.5,7.7,3.65) Sinusoidal input ( I, = 1A)

Aluminum slab o=216x10" 8/m, zo=-7.1
Configuration (w x w) C1 (60x60) C2 (30=30)
Sensors (N d;, z,) (15%15; 4,-12.5) (11x11; 3,-12.5)
Location (LL: d;: UL) —28: 4: 28 0:3:30

Reconstruction simulation parametric values:

Feature Cl;f=1kHz; h=3mm
Element size (Ng) 2x2x3 (900)
Conductivity Cland C2; f=1kHz, h=1mm
Element size (Ng) 2x2x1 (900)
ECD Cl and C2; f=1kHz; h=3mm
Initial element size (Vz) | 6x6x3 (100) 3.75x3.75%3 (64)

Refinement (k, O, g)
FEA (COMSOL) simulation parameters for C2:

(0.1, 4, 30%) (0.1, 4, 30%)

Simulation space (mm?®): 60 x 60 x 60
64268

Total number of elements:

Number of boundary elements: 3619

Minimum element quality:  0.2352
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Table I illustrates the sensor system and lists the parametric
values used in the simulations and experiments, where an EM
(excited by a sinusoidal current with an amplitude 7, and
frequency «=2mf) is placed above a conducting slab (Al
specimen with an electrical conductivity of o= 2.16x107 S/m

[28]).
The skin depth 6 =./1/ (m4,fo) (defined as the depth below

the surface of the conductor at which the current density has
fallen to e!) is used as a guide to select an excitation frequency
f- Because the method requires only the EC to penetrate the
plate thickness, the criterion that requires the skin-depth/plate-
thickness ratio (&/h) greater than unity (&h = 1) is set as a rule
of thumb. In an industrial setting, the choice of an appropriate
frequency is essentially a trade-off between the signal-to-noise
ratio (SNR) and the skin -depth penetration; the former can be
improved by means of high excitation frequency but too high a
frequency will result in small EC penetration. To meet the
criterion (&h = 1) for the 3mm-thick Al (= 2.16x107 S/m)
specimen, the excitation frequency is equal or less than 1300
Hz. For the thin-plate applications illustrated in this paper, f=
1 kHz was used for the Imm- and 3mm-thick Al specimens in
the simulations and experiments.

A. Numerical Investigation

Two Aluminum (Al) alloy configurations (denoted as C1
and C2 in Table I) are used to illustrate the inverse solutions
(13b) for geometrical feature detection (8). conductivity
estimation (9), and ECD field reconstruction (10):

C1: The EM is placed at the center of a relatively large Al slab.
Its induced EC field is 2D axisymmetric, for which
analytical solutions [29][30] are available for verification.

C2: The EM is placed at the corner of an Al slab. Since
analytical solutions that generally neglect the boundary
effects cannot be used to compute the induced ECD field,
the ECD field is verified by comparing with finite element
analysis (FEA) using commercial COMSOL software with
the simulation parameters illustrated in Table I.

The MFDs at specified locations were calculated using
analytical or FEA solution as “measurements”.

A.1 Non-conductive Geometrical Feature Detection

The 1% set of results detect two common geometrical
(cylindrical and slot) features in a 3mm-thick Al slab, where an
eddy-current was induced in C1 (Table I) by a 1 kHz sinusoidal
current flowing through the EM. The effects of sensor
configurations (characterized by the ratio ds// =2, 3 and 5, where
[ is the smallest dimension of the elements) on the solutions to
the ill-posed inverse problem were numerically analyzed. The
results are presented in Figs. 3(a) to 3(d) comparing three
different types (through, interior and hidden-blind) of a 6mm-
radius circular hole and a 20mm=2mm slot, which are located
at (10mm, 10mm) and (0, —10mm) on the x-y plane.

The estimated errors of the feature location (x, y), the hole-
radius » and the slot length b are summarized in Table II, where
the errors of the parameter P(x, y, r, b) are defined as
Pites — Putwat| /P - As demonstrated in Fig. 3, the three

geometrical features can be successfully distinguished from the
different thresholds of T values (= 1 yellow, 0.5 internal and
hidden-blind). The estimation performance decreases as d./l
increases (or with the smaller number of measurements),
resulting in blurry edges.

Table II. % estimated errors of feature location (x. y) and size

Type Through Interior Blind
dsll 5 3 2 2 2
Hole Loc. |437,443| 361, 293,1.82 |3.22,2.59| 3.62,3.46
3.53
Radius 6.27 6.14 7.49 121 153
Slot Loc. |242,122] 319, 249,118 |2.56,12.6 | 2.09, 10.23
112
Length b 131 8.27 427 493 535
Unit:mm
+
Type2
Interior cylinder

Type 3
Hidden blind hole

®) (@
Fig. 3. Detection images of cylindrical and slot features. (a) d./ effect on
reconstructed circular through-hole feature. (b) Effect of hidden hole types with
d/l =2. (c) d/l effect of on reconstructed rectangular through-slot feature. (d)
Effect of hidden slot types with d./1 =2.

A.2 Conductivity estimation

The 2% set of simulations numerically estimates the
conductivity distribution of a Imm-thick Al slab with 1 kHz
excitation current. The conductor is evenly divided into small
(2mm>2mmx>1mm) elements; and the sensors are evenly
spaced with interval d~4mm. The “true’ conductivity
distribution of the plate is assumed to have a circular or an
axisymmetric form commonly encountered in industry:

0(;:-") —1+g, H“jz]z +(u:‘; Zﬂ

where w=60mm; the aluminum conductivity g (= 2.16 x
107S/m); and ¢, is a constant that determines the variation of
the preset conductivity distribution. The estimated results of
two variations (¢,=0.3 and 0.03) in C1 and C2 are compared
with the pre-set electrical conductivity in Figs. 4(a, b).

As shown in Figs. 4(a, b), the estimation curves, in general,
follow the trend of the “true” conductivity, particularly when
the variation is small. Some discrepancies can be seen in the
case of large variation (g,=0.3) in the region under the EM

21)
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center and that from the EM, where the eddy-current is
relatively small. The effects of sensor spacing ds// on estimation

errors defined as |0'E,—0'm| /6, are shown in Fig. 4(c)

where g,= 0.03. The errors are within 0.3%, 3% and 4% of the
preset ofor d:/I =2, 3 and 5 respectively.

ao— (%) go=03

30|

20|

10| T

qo

° 03,
===(003 4
== Preset #

-5t 1
o y=0 7
. 020 2
a % 10 % y@® 003 002001 0 001 0_02(0.513

Y

¥y =x(m)
dJ/l=
(%)
3
2
1
dﬂ = 5 275
) E e
4
4 =]
3 26
2
1 == o oo oo2 ool
(© ¥y =x(m)

Fig. 4. Conductivity estimation. Comparison of g, effect on (a) C1 without
boundary effects and (b) C2 with boundary effects. (c) Effect of ratio d.// on C2
conductivity reconstruction errors.

A.3 ECD Field Reconstriction

The 3 set of simulations numerically verifies (13a, b) for
reconstructing ECD induced in a conductor, a Imm-thick Al
slab is illustrated as an example. For quantitative evaluation, the
following % estimation error E; is defined in (22) where Jime is
analytical or FEA solution.

% E, =100 M
|7
The objectives of the numerical investigation and their
corresponding results are summarized as follows:
1) Validate of the adaptive refinement scheme:
The reconstructed ECD fields in C1 and C2 are presented in

(22)

tmel
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Fig. 5(a. b), where the 1% and 2°¢ rows show the initial and
final element distributions; and the 3* row compares the
reconstructed (Re and Im) parts of the ECD J, along the x-
axis in C1 and the diagonal path (x=v) in C2.

2) Investigate the effects of BCs on reconstruction:
Fig. 5 (last row) compares the reconstructed ECD fields
based on formulation with BCs (WBC) and with no BCs
(NBC). Table III compares the average (Ave) and standard
deviation (SD) of the estimation errors of each iteration,
where the & values are listed for completeness.

3) Parametric study on reconstruction robustness:
Gaussian white noise was added into the “measurements” to
simulate the effects of sensor noise characterized by a
signal-to-noise ratio (SNR). The effects of SNR and the
sensor spacing d; on the regularization parameters and
estimation errors (with and without BCs in the formulation)
are compared in Table IV and Fig. 6.

=30 .
<20 \
r
]ﬂiﬁal 0 ; : ..r..
o : NI '
— o e i oa
-30 to : : : : ! : : : i i : :
=30 -20 -10 0 10 20 30 10 20
S X (mm
’E‘ 30 :
T 20f
10
Final  ° |
-10r.
-20p :
_30 . E . E . . e le ER e T - E .
-30-20 -10 0 10 20 30 10 70 30
s x (mm) x=y (mm)
%10 x10°
< B
= o e
= NBC A A
-5 -2
-4 ol
-6
0 10 20 30 0 10 20 30
(a) x (mm) ®) x (mm)
Fig. 5. Verification of ECD reconstruction (a) C1. (b) C2. 1% row: Initial

element distribution. 2™ row: Final element distribution. 3 row: ECD along
the x-axis and the diagonal (x=y) path.

20 3 40 5 10 20
(a) SNR(dB) (b)
Fig. 6. SNR effects on regularization parameters (a) a and (b) p.
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Table ITI. Estimation errors of each iteration (Ave, SD) (%)

(o} Cc2
Iteration NBC WBC NBC WBC
a 0.0089 0.0084 0.0063 0.0095
1 |Re | —6.74,1941 -2331,30.17| -—73.94,8759 3842 8415
Im | 27.18,42.50 12.72,31.93 —35.22,97.19 -59.62, 109.35
a 0.0031 0.0039 0.0023 0.0029
2 |Re |-9.72,2121 -5.19,11.57 -2.71,22.68 —3.54,27.37
Im | 2.08, 6.39 8.28,12.41 —12.63,2537  —15.47,35.65
a 0.0008 0.0000 0.0005 0.0000
3 |Re | —0.73, 195 021, 1.79 2.05,15.71 —0.68, 4.82
Im 041, 0.78 0.75, 2.92 1.83, 474 —1.65,4.83

Table IV. Effects of SNR and sensors on errors (Ave, SD) (%)

Effect of SNR on estimation errors, C1

SNR (dB)| 40 30 20 10 5
Re | 086,393 146,739 586, 5.60,1726 837,2126
N 16.49
BC 071,485 193 836 409, 447 6231 1629 610598
Im
1938
W |Re | 138,538 141,993 737792 587,1005 436,170
064,486 203,859 538, 526,984 669,24.11
BC |Im
13.15
Effect of sensor configuration (d,) on estimation errors, C1
d, (Inm) 4 6 10 12 15
a 0.0059 0.0102 0.0132 0.0225 0.0257
R 1032,
€ |073,195 385439 847,926 1725 1836,14.72
. 6.93, 1737,
m 041,078 2.16,6.61 1373 2252 2527,2794

Some observations can be drawn from the results:

— The adaptive refinements for both C1 and C2 converse to
their respective final element distribution after 3 iterations
(Fig. 5) with estimation errors in the order of 5% or less
(Table III), and  — 0.

— Theoretically, [R«]—>[R] and Xo—X as a — 0. In the
absence of noise, the ECD J, (reconstructed from either NBC
or WBC) along the x-axis (or a radial) path of C1 (Fig. 5a) is
nearly identical to that calculated from the 2D—axisymmetric
analytical solutions. Similarly, the WBC-reconstructed .J, in
C2 along the x-y (or diagonal) path about which the ECD J,
is symmetric, closely agrees with FEA in the absence of noise
(Fig. 5b). However, some discrepancies between NBC
solutions and FEA can be seen when x < 2.5mm, revealing
the boundary (comer) effects neglected in the formulation
with NBC.

— Fig. 6 and Table IV compare the effects of boundary
constraints (NBC and WBC) on estimation errors of the
reconstructed ECD fields subjected to measurement noise
with the same SNR. Although the estimation can be
improved with a larger a that provides more regularization to
filter noise in measurements, the additional physical
constraints are much more effective to suppress the effects of
measurements noise than that without constraints.

— The parameter o and estimation errors decrease as the sensor
spacing d; reduces (Table IV) as expected.

— The parameter p increases with SNR and as regularization
parameter a decreases. For all cases illustrated in Fig. 6. the
parameter p satisfies the condition 0 <p < 2.

— The computational time to reconstruct an ECD field increases

1551-3203 (c) 2018 IEEE. Personal use is p IEEE

with the number of iterations, which represents a tradeoff
between time and accuracy. Since the number of elements
may increase after each iteration, computational time is not
linear with the number of iterations. Using C1 in Table III as
an illustration, the calculations to reconstruct one frame of
ECD take about 0.137sec, 0.821 sec and 2.793 sec, which
correspond to (Re, Im) estimation errors of (—6.74%,
27.18%), (-9.72%, 2.08%) and (—0.73%, 0.41%), for one,
two and three iterations respectively.

B. Experimental Investigation

The method of reconstructing a physical field from MFD
measurements was experimentally validated on the prototype
sensor testbed as illustrated in Fig. 7(a. b) where the test-sample
(Al slab) was placed between the stationary sensor board and
the EM positioned by a precision 3D motion stage. Three sets
of experiments were conducted to demonstrate three
applications where the parametric values involved are tabulated
in Table V and the results are presented in Figs. 8, 9 and 10, and
Table VI:

— Geometric feature detection (Fig. 8)
— Conductivity distribution estimation (Fig. 9)
— ECD field reconstruction (Fig. 10)
Computer ~ A/D converters  Voltage amplifier  Current amplifier

S

lier Sens-ing platform Motion stége Function generator

@
SESSSSSS L Sensor board
Function generator 5
and
current amplifier M{_Eg{sguggg;
L
Computer Sampling | Al conductor

resistor

Voltage

Fig. 7. Expenimental setup. (a) Testbed overview. (b) Sensing/ data-acquisition
systems. (¢) Calibration setup.

The corresponding EC-generated MFD measurements were
voltage-amplified before sampled by a (National Instruments)
NI data acquisition system (consisting of a cDAQ-9178 with
three NI-9205 modules); the sampling rate for each channel was
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set to 10 kHz. The sinusoidal current was generated by a
function generator and amplified before flowing through the
EM. which was determined by measuring the voltage across a
sampling resistor connected in series with the EM and sampled
through an analog-to-digital (AD) converter. Computations
were performed on a computer that communicates with the NI
devices through a USB port.

The measurement system consists of 5x5 (2-axis
HMC1052) analog MFD sensors evenly spaced (d; = 10mm) on
a printed circuit board (Fig. 7b). Ideally, all sensors should have
identical outputs in a uniform magnetic field. Thus, the sensors
were individually calibrated using the setup (Fig. 7c) where the
sensor board was pre-leveled by three micrometers guided by a
laser displacement sensor attached on the precision 3D-motion
stage. The individual gain-factor, (g &) where i=1. 2, ..., 25,
was calibrated using a cylindrical permanent magnet (PM) and
a 3-axis magnetic digital sensor (BMC050), which together
serve as a referenced pair of input (B, f) and output (Veu,
Vi) Mounted on the precision 3D-motion stage, the referenced
(PM and digital sensor) pair was positioned above each sensor
to determine its gain factor:

|:gn:|_|:)81/Vm:|
&l | Po/Vei

Three sets of experiments were conducted to demonstrate
the applications; geometric feature detection, conductivity
distribution estimation, and ECD field reconstruction. The

parametric values involved are tabulated in Table V; and the
results are presented in Figs. 8, 9 and 10, and Table V1.

(23)

emmradius

8x24
Through-hole Through-slot
8
.6
4
.2

@ © @
Fig. 8. Experimental detectlon of geometrical features. (a) Through hole. (b)
Blind hole. (c) Through slot. (d) Blind slot.

The color-bar in Fig. 8 (2 row) represents the value of the
elements in the probability vector T as shown Eq. (8a), which
has a value between 0 (conductive) and 1 (non-conductive)
indicating the likelihood that the element is electrically
conductive. The experimental results in Fig. 8 demonstrate the
detection of four different types of geometrical features
(through/blind circular-hole/rectangular-slot), where the depth
of both blind features is 1.5mm. The geometrical features can
be successfully detected by using MFD measurements. The
values of the elements in the through (hole or slot) features are
approximately equal to 1 whereas the internal features (blind
hole and slot) with values less than 1. Besides the actual features,
several “shadows” that have similar shapes as defects appear in
the results; however, their intensities are much smaller than that
of the actual cavity defects. Inspired by the numerical analysis,

IEEE

the “shadows” may be introduced by the limitation of
measurement number.
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Flg_ 9. Conductnnty estimation for 6061. (a) Estimated conductivity of full
plate. (b) Estimated conductivity of half-plate. (c) Percentage errors of the
estimated conductivity along different y. (d) 1D ECD J, for corner. (¢) 1IDECD
J, and J,, for straight edge.

i o 10 0 30 -30 -20 -10 o 10 20 30
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Fig. 10. Boundary effects on reconstructed ECD. (a) Test samples, (b) 2D ECD
for axisymmetric/boundary-free, straight edge and corner, (c) 1D ECD J, for
axisymmetric (d) 1D ECD J, for corner, (e) 1D ECD J; and J, for straight edge
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Figure 9 displays the estimated conductivity distributions
of a full-size plate and a half-size plate, both made of aluminum
alloy (Al alloy 6061), respectively. As an illustration, the
design assumes a uniform @ =1.903x107 S/m (for Al alloy
7075); and the actual conductivities were experimentally
measured using the Sigma 2008A to provide a basis for
experimental verification. Since commercial conductivity
gauges can only perform measurements at discrete locations,
only 1D conductivity distributions along several lines (y =—10,
0, 10, 15 mm) of the full and half plates were measured. To
facilitate visualization, Figs. 9(a) and 9(b) show the
conductivities estimated by measuring the EC-generated MFD
of the full and half plates. The estimation errors defined in (24)
where ow and Omeas are the estimated and measured
conductivities are plotted in Fig. 9(c):

|Gesl ~ O ineas

% error =100 (24)

O

The discrepancy between Fig. 8(a) and Fig. 9, which show a
circular-symmetric field and a mirror-symmetric appearance
respectively, could be due to cumulative errors contributed
from both the sensor calibration error and the EC-generated
MFD measurement error. In addition, Al alloy 7075 plate used
for f measurements may not have uniform conductivity.

Table V Parameters used in experiment (dimension in mm)

100-turn EM: (a; a,, a) =(6.5,7.7, 3.65). Input: ([, =1A: f'=1kHz)
Two-axes Sensors (HMC1052)

(N dy, z,)= (5%5; 10,-12.5); (LL: d,: UL) = (=20 : 10 : 20)

Al slab o=2.16x107 S/m, zc = -7.1

ECD reconstruction: (k, O, g) = (0.1, 3, 30%)
3mm-thick plates (w;xw,): Full (56x56); Half (56x28); Quarter (28x28)

Experiments ECD Feature Conductivity
(plate thickness) (h=3mm) (h=3mm) (h=1mm)
Element size 5.6x5.6 1.4x1.4 1.86x1.86
Ng 400, 200, 100 1600 900

FEA (COMSOL)simulation parameters
(Space, total elements, boundary elements, minimum quality)

P1 80x80x40mm | 78361 4561 0.2632
P2 80x60x40mm | 60163 3873 0.2376
P3 60x60x40mm | 47261 2934 0.2012

Table VI. Physical field estimation errors (%)
Difference between reconstructed ECD and FEA (Ave, SD):
P1:13.5,114 P2:18.4,13.5 P3:25.3,20.5

Estimation errors of feature location and size:

Circular hole Rectangular slot
Through Blind Through Blind
Location: (x,y) | (9.6, 6.2) (7.0,5.2) (6.3,7.2) (11.3,2.3)
Radius or (4, b) 10.4 18.6 (10.5,5.8) (3.7,10.4)
Conductivity estimation errors (Ave, SD):
P1:6.5,5.0 P2:8.4,13.5

Figure 10(a) compares the three different geometrical
boundaries relative to the EM and sensor board; no boundary
effect (or axisymmetric), straightedge and corner, which are
denoted as P1 (full plate), P2 (half plate) and P3 (quarter plate)
in Tables V and VI. Plotted in Figs. 10(b, ¢, d, ¢) where the
three (full, ¥ and %) plates are evenly divided into 400, 200 and
100 (5.6mm x 5.6 mm) elements respectively, the
experimentally reconstructed ECD fields induced in P1, P2 and

P3 (indicated as blue-colored vectors) and the corresponding
FEA simulations (red colored vectors) show consistently
similar field patterns. Quantitative differences between the
reconstructed ECD and FEA are listed in Table VI, where FEA
(as a basis for comparisons) computes the ECD field based on
the actual experiment setup and the given coil/conductors,
while the reconstruction is essentially an inverse problem
solving for the ECD field from the limited 55 array of MFD
measurements. The discrepancy between the experimental
estimation and FEA in Fig. 10 can be explained with the aid of
Table IV where the effects of system noises and measurement
errors on the estimation are numerically analyzed. As
illustrated in Table IV, an increase of sensor interval d;, both
the regularization parameter o and estimation errors increases.
Based on the simulation results in Table IV with the same
sensor configuration (d; = 10) as in the experiment setup, the
(8.47%, 6.93%) estimation errors of the (Re, Im) simulation are
in the same order in the experiments. This discrepancy is within
the expectation of the simulations that demonstrate that the
accuracy of the reconstructed ECD field can be improved with
more sensors (smaller d).

IV. CONCLUSION

A new machine perception method based on EC effects to
reconstruct physical fields using finite MFD measurements has
been presented. The eddy-current and measurement models for
physical field reconstruction have been derived in state-space,
and formulated as inverse problems, which have been solved
using the Tikhonov regularization method. The effectiveness
and accuracy of the EC-based machine perception for
reconstructing conductivity, hidden geometrical features and
ECD have been illustrated numerically and experimentally
using a prototype sensor array. Experimental results show that
the percentage (average and standard deviation) of the ECD and
conductivity field reconstruction are (19.0, 15.1)% and (7.45,
9.3)% respectively. The location and dimension of the hidden
geometrical features can be found within 10% average error.
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