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Abstract: We give a non-trivial upper bound for the critical density when stabilizing
i.i.d. distributed sandpiles on the lattice Z?. We also determine the asymptotic spectral
gap, asymptotic mixing time, and prove a cutoff phenomenon for the recurrent state
abelian sandpile model on the torus (Z/ mZ)?. The techniques use analysis of the space
of functions on Z2 which are harmonic modulo 1. In the course of our arguments, we
characterize the harmonic modulo 1 functions in £7 (Z2) as linear combinations of certain
discrete derivatives of Green’s functions, extending a result of Schmidt and Verbitskiy
(Commun Math Phys 292(3):721-759, 2009. arXiv:0901.3124 [math.DS]).

1. Introduction

1.1. Stabilization of i.i.d. sandpiles. A sandpile on the integer lattice Z? is a function
o7 — Z=0, where o (x) represents the number of grains of sand at the site x. The
sandpile o is stable if each o (x) < 3.If some o (x) > 4, then we may topple the sandpile
at x by passing one grain of sand from x to each of its four nearest neighbors. We say
that o stabilizes if it is possible to reach a stable configuration from o by toppling each
vertex finitely many times. If the heights (o (x)) 72 are i.i.d. random variables, we refer
to o as an i.i.d. sandpile.

Meester and Quant [32] asked which i.i.d. sandpiles stabilize almost surely. It was
proved by Fey and Redig [19] that such a sandpile o must satisfy E[o (x)] < 3. This
condition is not sufficient for stabilization: for every p > 0, thei.i.d. sandpile where each
o (x) = 2 with probability 1 — p and o (x) = 4 with probability p almost surely fails to
stabilize [16]. Thus, foreach2 < p < 3, there are somei.i.d. sandpiles withE[o (x)] = p
that do stabilize almost surely (e.g. when each o (x) € {0, 1, 2, 3}) and others that fail
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to stabilize. This behavior contrasts with the closely related divisible sandpile model, in
which stabilization of a nonconstant i.i.d. initial condition o is determined entirely by
the value of E[o (x)] [30].

Our first main theorem shows that an i.i.d. sandpile with E[o (x)] slightly less than 3
cannot stabilize almost surely unless o (x) < 3 with high probability.

Theorem 1. There are constants ¢, d > 0 such that any i.i.d. sandpile o on 7* that
stabilizes almost surely satisfies

E[o (x)] < 3 — min (c, dE[|X — x/|2/3]) (1)

where X, X' are independent and distributed as o (x).

If 3 — E[o (x)] is small, then the inequality Prob(X # X') < E[|X — X'|?/3] implies
that the law of o (x) is concentrated at a single value, which must be at most 3. Some
extra work would be required to extract explicit values for the constants ¢ and d from
our proof of Theorem 1; see the discussion following Lemma 15.

Theorem 1 answers a question posed by Fey et al. [18] by demonstrating that an
i.i.d. Poisson sandpile with mean sufficiently close to 3 almost surely does not stabilize.
An interesting question that remains open is whether there exists € > 0 such that the
only i.i.d. stabilizing sandpiles with E[o (x)] > 3 — € are those which are already stable.

1.2. Cutoff for sandpiles on the torus. We also consider sandpile dynamics on the dis-
crete torus T, = (Z/ mZ)?, given as follows. The point (0, 0) is designated sink and is
special. Each non-sink point on the torus has a sand allocation

o : Tyu\{(0, 0)} — Zxo. 2)

As on the integer lattice, if at some time a non-sink vertex has allocation at least 4 it
may topple, passing one grain of sand to each of its neighbors; if a grain of sand falls
on the sink it is lost from the model. Those states .%, for which o < 3 are stable. We
consider the discrete time dynamics, where a single step consists of dropping a grain
of sand on a uniformly randomly chosen vertex and then performing all legal topplings
until the model reaches a stable state. The abelian property [11] ensures that this stable
state does not depend on the order in which the topplings were performed.

Those stable states %, which may be reached from the maximal state 0 = 3 are
recurrent, whereas all other states are transient. Started from any stable state, the sandpile
model forms a Markov chain with transition kernel P,,, which converges to the uniform
measure Uy, ~on recurrent states.

Theorem 2. Letm > 2. Thereis a constant co = 0.348661174(3) and t,rn“ix = com? logm
such that the following holds. For each fixed € > 0,

lim min | 20" s, — Uy —1,
MmO oeS V()

lim max P,,L1(l+€)t’” JBG - Ug, =0. 3)
m—o0 ge. s, TV(,,V,,,)
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Informally, the convergence to uniformity of the sandpile model on the torus has total
variation mixing time asymptotic to com? log m and the transition to uniformity satisfies a
cutoff phenomenon. Implicit in the statement of Theorem 2 is that, with high probability,
the time to reach a recurrent state started from a general state in the model is less than the
mixing time. In Sect. 5 we give an easy proof using a coupon collector-type argument
that this hitting time is almost surely O (m?/logm). Also, the asymptotic mixing time
of order m?logm is at a later point than is sampled in some statistical physics studies
regarding sandpiles, see [36].

We also determine asymptotically the absolute spectral gap of the torus sandpile
Markov chain.

Theorem 3. Let m > 1. There is a constant
y = 2.868114013(4)

such that the absolute spectral gap of the sandpile Markov chain restricted to its recurrent
states satisfies

+o(1
gap, = L2 s s oo, @
m

The constants in the preceding theorems are reciprocals: coy = 1. An explicit formula
for y in terms of the Green’s function on Z? is given in “Appendix B”.

1.3. Functions harmonic modulo 1. Functions which are harmonic modulo 1 play a
central role in the proofs of Theorems 1-3. For X = Z%>or X = T,,, we say that
f + X — Cis harmonic modulo 1 if

AN ) =4fG ) —fG-1, )= fG+L ) —fGj-D—=fGj+D 5)

isin Z for all (i, j) € X. The operator A is the graph Laplacian on X .

Schmidt and Verbitskiy [35] characterized the set of all functions in 2! (Zz) that are
harmonic modulo 1. Their result can be stated using discrete derivatives of the Green'’s
function on Z?. Let

vi=~(8¢-1,0 +801,0) + 80,1 +80.1)) (6)

FNp-

be the measure that drives simple random walk on 72, and let v*" be its n-th convolution
power, so that v**(x) is the probability that a random walker started from the origin is
at site x after n steps. The Green’s function is defined by

D) = v0,0)]. @

n=0

1
Gp() =

Evidently, G;2(0, 0) = 0. For nonzero x = (x1, x2) with [x|2 = ,/xf +x§, it is known

classically that G2 (x) = —% log ||x|l2 + O(1). As shown in [20], this is the start of an
asymptotic expansion, whose first few terms we quote in Theorem 6.

It can easily be shown that AGz2(x) = e@,0)(x) = 1{x = (0,0)}, so Gy is
harmonic modulo 1. By taking discrete derivatives, we can find harmonic modulo 1
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functions that decay to zero with ||x||>. The discrete derivatives D f, D> f of any
f : Z> — C are defined as

DifG, j):=fG+1,j)—=fG 7)), DafG j):=fGj+D—fGJj). (©)

If f is harmonic modulo 1, then so is any finite linear combination with integer coeffi-
cients of translates of f, including Dy f and D, f.

From the asymptotic expansion, it follows that the k-th derivatives of G, decay
like the inverse k-th power of the radius. That is, if @ + b = k, then DY DSGZz x) =
0 <||x||2_k). When k > 3, this implies that D¢ DYG . € €!(Z2). Thus, the third deriva-
tives of G2, and all finite integer linear combinations of their translates, are harmonic
modulo 1 functions in ¢!(Z?). (Note that the fourth and higher derivatives are linear
combinations of translates of the third derivatives.)

For 1 < p < 00, let J£P(Z?) be the set of all functions in £7 (Z?) that are harmonic
modulo 1. Also, let { f1, ..., fn) denote the set of all finite integer linear combinations

of translates of the functions fi, ..., f, onthe domain Z?, so that for example DY Dg fe
(f) foranya,b = 0.

Theorem 4. The sets 7P (7?), for | < p < 00, admit the following characterization:
AN 2P = (D}Gpa, DID2Gyp, DID3G 2, D3G 2, €00.0))
HP (L) = (D}Gpp, D1D2Gpa, D3GpY), 1<p<2
HP(L2) = (D1Gp, D2G o), 2<p<oo. 9)

The first equality in (9), which is the most delicate part to prove, is essentially a
restatement of Theorem 2.4 in [35]. We provide a unified proof of all three parts of
Theorem 4 in Sect. 3.

Since the function e, is itself in J277 (Z*) for all p, it is implicit in the theorem
statement that € o) is a linear combination of translates of second derivatives of G ..
This is true because AG,2 = €(,0), and the Laplacian A is a second-order discrete
differential operator.

1.4. Discussion of method. This section outlines the methods used to prove Theorems
1-3.

Theorem 1 says that if o is an ii.d. sandpile on Z? that stabilizes almost surely,
then 3 — E[o (x)] is bounded below by a quantity that measures the typical difference
between the heights at two locations o (x), o (x"). To prove the theorem, let u(x) be the
‘odometer’ function that counts the number of times a vertex x topples in passing from
o to its stabilization 0®°, so that 0®° = o — Au.

In Sect. 4 we observe that the modulo 1 harmonic functions are dual to toppling in
the following sense: If £ € ¢1(Z?) is harmonic modulo 1, then

(0,6) =(0°,€) mod 1, a.s. (10)

where (f,g) = Y ..z f(x)g(x) is the usual pairing. This provides a collection of
invariants which obstruct stabilization in the sandpile model.
To prove Theorem 1, we consider the characteristic functions

X036 =E[e200 ] y(0%:ig) =E[e2m0T 0] an
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which, by (10), are equal. If E[o(x)] = E[0*°(x)] is close to 3 (which is the maxi-
mum possible value), then o> (x) must equal 3 for most x € Z2. Choosing £ so that
Yoem E(x) =0, x(0°; &) must be near x(3; &) = 1. On the other hand, since the
starting values o (x) are i.i.d.,

x(0:§) = [] E[e2mirtm]. (12)

xeZ?

The modulus of each term E [6_2” io(x)§ (x)] decreases as the possible values of o (x)
get more spread-out. In this way, the lower bound on | (0; )| = |x (0°°; &)] translates
into an upper bound on the amount that the starting values o (x) can vary.

We now turn to Theorem 3. The set %, of recurrent sandpiles on the torus has a
natural abelian group structure. This identifies %, with the sandpile group <,,, which is
formally defined in Sect. 5. The sandpile Markov chain restricted to its recurrent states is
arandom walk on ¥,,, meaning that its eigenvectors are given by the dual group fém. We

can express {ém as the additive group of functions & : T,, — R/Z such that £(0,0) =0
and A¢ = 0in R/Z. (The operation of £ on sandpiles is o er?l‘m\{(o,())} E(x)o(x).)

In this way, an element & € G, is naturally associated with the set of harmonic modulo
1 functions &’ : T,, — R that reduce mod Z to &.

The eigenvalue of the Markov chain associated to & is the Fourier coefficient of the
measure p driving the random walk at frequency &:

N 1 wi&(x
pE) = — 3 &, (13)

x€Ty,

The mixing time is controlled by the frequencies for which | (&)] is close to 1.

Given a frequency &, let &’ : T,, — R be one of its harmonic modulo 1 representa-
tives. The integer-valued function v = A§’ will be referred to as a ‘prevector’ of &. To
recover &' from v up to an additive constant, we convolve v with the Green’s function
Gr,, on the torus, which is defined by

1 & 1
G, () = 5 > <v*" (x) — W) (14)

n=0

and is the unique mean-zero function (i.e. erﬂl‘m G, (x) = 0) satisfying

1
AGT,, (x) = €(,0)(x) — Pl (15)

It follows that (G, * v)(x) = §'(x) — ¢, where ¢ = # Zye’[Fm £ (y).

Although we will not use this characterization, G, can be considered as a mean-
zero version of the Green’s function for the simple random walk on T, started from the
origin and killed at a uniformly random point. To be precise, given y € Ty, let 7, be
the first time + > 0 that a simple random walker started from the origin reaches y, and

define gy (x) to be the expected number of times 0 < t < 7, that the walker visits site
g = b 3 g, 800, then G, (1) = 4 [0 — L e, 8],
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In Sect. 5.2, we specify for each frequency & € 5!2,,, a particular choice of &’ such that
the ‘distinguished prevector’ v = A&’ satisfies

2
”GTm * U”Lz(Tm)

1—[a@)l = — (16)

Each prevector v has mean zero because v is in the image of A. To find the absolute
spectral gap of the Markov chain, which minimizes 1 — |2 (&)|, we ask which mean-zero
integer-valued vectors v make |G, * v||i2 T, & small as possible.

It is profitable to think of G,, * v as a linear combination of translates of discrete
derivatives of Gr,,. For example, if v(a, b) = —1,v(a — 1,b) = 1, and v(i, j) = O at
all other (i, j) € Ty, then

(GT,, *v)(x1,x2) = GT,,(x1 +1 —a,xp —b) — G, (x1 —a,xy —b) (17)
which is the translation by (a, b) of D1Gr,, .

The Laplacian operator A acts locally. Its inverse, convolution with G, , is non-
local but satisfies an approximate locality in that the discrete derivatives of GT,,, like
those of G2, decay to zero. Using these decay estimates, we show in Sect. 6.1 that

IGT,, *vll7, (T,) is minimized when Gr,, * v is an integer linear combination of the
m

second derivatives Dqurm, D1 DyGr,,, D%GTM and their translates. These lead to gaps
of order 1/m? in (16).
It follows from (16), an upper bound on [|A||;2_, 2, and the inequality

ol720p, ) = IAGT, * W72y < I1AI72 21GT, % VT2 o (18)

that if the L? norm of the prevector v is too high, then v cannot generate the spectral
gap. Proposition 20 shows that if the support of v is too spread-out over T,,, then by the
approximate locality of convolution with G, , v can be separated into widely spaced
clusters whose contributions to 1 — [/1(&§)]| are nearly additive. Just keeping one of the
clusters and zeroing out the rest of v would produce a smaller gap. By this argument,
the only prevectors with any chance of generating the spectral gap have bounded norm
and bounded support, so the computation of the gap is reduced to a finite check.

To fill in the details of the proof, we require precise asymptotics for derivatives of
Gr,,. We obtain these using a local limit theorem, which is proved in “Appendix A”. We
alsorelate GT,, as m — oo to G2, which translates the finite check for the spectral gap
into a minimization problem involving functions in ¢?(Z?) that are harmonic modulo 1.
The resulting search was performed using convex programming in the SciPy scientific
computing package [27], and is described in “Appendix B”. We find that for sufficiently
large m, the gap is achieved for prevectors of the form v(a, b) = v(a@a —1,b—1) =1,
v(a—1,b) =v(a,b—1)=—1,v(, j) = 0 elsewhere, which correspond to translates
of D1D,Gr,,.

For Theorem 2, we prove cutoff in both total variation and L at time y ~'m? log m.
The necessary ingredients are a total variation lower bound and an L? upper bound on
mixing time.

First, we use the coupon-collector argument mentioned earlier to reduce to the case
where the starting state o is recurrent. Next we observe that, due to translation, there are
m? different prevectors v whose corresponding frequencies £ achieve 1 —|(£)| = gap,,,.

1
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The L? distance from the uniform distribution on %,, of the chain started from o after
N steps satisfies

2
= Z \ﬁ(é)|2N > m?(1 — gap,,)*". (19)

£€9,)\{0}

Zm

| 2o, - g

L2(dUg,,)

Thus, the chain cannot mix in L2 before time
1
gap,,

N =

1
logm = —m? logm + o(m2 logm). (20)
v

We strengthen this to a lower bound on total variation mixing time by a second moment
method due originally to Diaconis [13,15] that builds a distinguishing statistic out of the
top eigenvectors of the chain. See Lemma 27. To apply this lemma, we require an upper
bound on |1(&; — & )| when the frequencies &}, & (both of which achieve the spectral
gap) come from prevectors vy, vy whose supports are separated. Since the contributions
of vy and v; are nearly additive, we have 1 — |1(§; — &)| &~ 1 —2 - gap,,, which enables
the argument to go through.
For the upper bound on the L? mixing time, we show that

> e @1
£ed\(0)

tends to zero as m — oo when N = (1 + €)y ~'m?logm. Our argument uses an
agglomeration scheme in which we partition the support of each prevector v into widely
spaced clusters. Lemma 25, the main step in the proof, shows that each small cluster
contributes additively to the gap 1 — | (&)|. The earlier additivity results in Sect. 6.1,
most notably Proposition 20, hold only for prevectors with bounded L! norm, so the
extension to the general case requires new arguments. We use techniques from the
theory of exponential sums, including van der Corput’s inequality. As a consequence of
the clustering scheme, we can control the number of distinct frequencies & whose gap
1 — |/1(&)| might be small, giving the desired bound on (21).

The cutoff argument may be considered an extension of the classical analysis of
mixing on the hypercube [14], and exploits the fact that the lattice which is quotiented
to give the sandpile group is approximately cubic. See [22] for analysis of some random
walks on the cycle where the L' and L? cutoff times differ by a constant.

1.5. Historical review. Sandpile dynamics on the square lattice were introduced by Bak
et al. [3,4] as a model of self-organized criticality. Dhar [11] considered the case of
an arbitrary finite underlying graph, proving many fundamental results. Subsequently,
Dhar et al. [10] used harmonic modulo 1 functions (there called ‘toppling invariants’)
to analyze the algebraic structure of the sandpile group for rectangular subsets of Z?.
Sandpiles are examples of abelian networks, which are systems of communicating
automata satisfying a local commutativity condition [7,12]. By a theorem of Cairns [8],
an abelian network on Z? can emulate a Turing machine, as can a sandpile on Z3. In
particular, for a periodic configuration of sand on Z> plus a finite number of additional
sand grains, the question of stabilization is algorithmically undecidable! It is not known
whether the same question is undecidable on Z?. A related open problem, highlighted
in [30], is the following: “Given a probability distribution @ on Z (say, supported on
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{0, 1, 2, 3,4} with rational probabilities), is it algorithmically decidable whether the
i.i.d. abelian sandpile on Z? with marginal y stabilizes almost surely?” Theorem 1 and
its method of proof can be viewed as a slight advance on this problem.

The question of stabilization of i.i.d. sandpiles was posed by Meester and Quant [32]
and by Fey and Redig [19]. A fundamental result is the conservation of density proved by
Fey et al. [18], which in particular implies the earlier result of [19]: An i.i.d. stabilizing
sandpile o on Z? must satisfy E[o (x)] < 3. To get strictly below 3 in the upper bound
of Theorem 1, we use harmonic modulo 1 functions to construct additional conserved
quantities; see Lemma 14.

Theorems 2 and 3 are concerned with the sandpile Markov chain on the discrete
torus T,,, whose stationary distribution is uniform on the (finite) set of recurrent states.
These finite Markov chains are related to sandpiles on the infinite grid Z* by theorems of
[2,24]. Athreya and Jarai [2] proved that the restriction of a uniform recurrent sandpile
on the d-dimensional cube [—m, m]¢ N Z% to any fixed finite subset of Z¢ converges
in law as m — oo. Hence, there is a limiting measure 4 on recurrent sandpiles on Z9.
By equality of the free and wired uniform spanning forests, replacing the cube with the
d-dimensional discrete torus results in the same limit . Jarai and Redig [24] proved that
in dimensions d > 3, a u-distributed sandpile plus one additional chip stabilizes almost
surely. They used this fact to construct an ergodic Markov process on recurrent sandpiles
on Z? having 4 as its stationary distribution. In dimension 2, it is not known whether a -
distributed sandpile plus one additional chip stabilizes almost surely. (Possibly Lemma
14 could help resolve this question.) Some further studies of sandpile dynamics on Z4
are [6,25,31].

The mixing of the sandpile Markov chain on finite graphs arises in relating sandpiles
with different boundary conditions: the dependence of observables such as the ‘density’
(average amount of sand per vertex) on the boundary conditions is a symptom of slow
mixing. In particular, the extra log factor in the mixing time t,?l‘ix of Theorem 2 could be
viewed as the cause for the failure of the ‘density conjecture’ [17,29].

The proof of cutoff in Theorem 2 estimates a significant piece of the spectrum of the
transition kernel of the sandpile walk on the torus. See [5,9] for further applications of
spectral techniques related to sandpiles.

The eigenvectors and eigenvalues of the sandpile Markov chain on an arbitrary finite
graph were characterized in [26] using ‘multiplicative harmonic functions’ (these are
complex exponentials of the harmonic modulo 1 functions, as explained in Sect. 5.1).
In [26] it was shown that the sandpile Markov chain on any connected graph with n
vertices mixes in O (13 log n) steps, and that cutoff for the complete graph (both in total
variation and in L?) occurs at time #n3 logn.

Regarding the discrete torus T, it was proved in [26] that the sandpile chain on any
graph with m? vertices and maximum degree 4 has spectral gap at least 1/(2m?), and
mixes in at most %mz log m steps. Theorems 2 and 3 improve these results by obtaining
asymptotics for the mixing time and spectral gap, and by demonstrating cutoff. We
expect that our techniques can also prove cutoff for the sandpile chain on the finite box
[—m, m]2 N Z2, with boundary vertices identified as the sink, at a constant multiple of
m? logm steps.

Schmidt and Verbitskiy [35] characterize the set 7! (Z?) of harmonic modulo 1 func-
tions in £!(Z?) in terms of third derivatives of the Green’s function G 72. Our Theorem
4 provides a similar characterization of the sets 577 (Z2), forl < p < 0.
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Organization. Section 2 fixes notation and provides background on discrete derivatives
and Fourier transforms, the graph Laplacian and Green’s function on Z? and T,,, and
results from the theory of exponential sums. Section 3 proves Theorem 4, while Sect. 4
proves Theorem 1. Section 5 defines the sandpile group ¥, and its dual fém, describes
the eigenvalues and eigenvectors of the sandpile Markov chain using ?m, and shows that
we may assume the starting state is recurrent when proving Theorem 2. Section 6 proves
Theorem 3 and provides the main technical estimates needed for Theorem 2. Finally,
Sect. 7 proves Theorem 2.

“Appendix A” proves a local limit theorem for repeated convolutions of the simple
random walk measure on Z? that is used to obtain asymptotics for derivatives of the
discrete Green’s function on T,,. “Appendix B” uses convex programming to find an
exact formula for the leading constant y in the spectral gap and mixing time of the
sandpile chain.

2. Function Spaces and Conventions

The additive character on R/Z is e(x) = ¢***. Its real part is denoted c(x) = cos 27x
and imaginary part s(x) = sin 27 x. For real x, ||x|g,z denotes the distance of x to the
nearest integer.

We use the notations A < B and A = O(B) to mean that there is a constant
0 < C < oosuchthat |[A] < CB,and A < Btomean A < B <« A. A subscript
such as A <g B, A = Og(B) means that the constant C depends on R. The notation
A = o(B) means that A/B tends to zero.

Given a measurable space (2", %), the total variation distance between two proba-
bility measures p and v on (2, &) is

I = viry = sup |u(A) = v(A)I. (22)
AcR

If u is absolutely continuous with respect to v, the total variation distance may be
expressed as

IIM—vIITv—— ‘——1‘ (23)

In this case an L2(dv) distance may be defined by

du 2
e = vliZ2 g = fgg (5 - 1) dv, (24)

and Cauchy-Schwarz gives ||y — v|tv < %H,u = VllL2(av)-

Consider Z? and the discrete torus T,, to be metric spaces with the graph distance
given by the ¢! norm on Z? and the quotient distance, for x, y € T,,

Ix =yl = min{llx’ =yl - x', ¥ € 2%, X1 = x, [y = y} (25)

where [x'], ['] are the images of x’, y" under the quotient map Z> — T,,. The ball of
radius R > 0 around a point x is

Br(x) ={y:lly —xli = R}. (26)
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We also use ||x||> to denote the £2 norm of x = (x1, x2) € Z?. The argument of x,
denoted arg(x), is the angle 0 < 6 < 2m such that (x1, x2) = (||x||2 cos 8, || x]||2 sin ).
Denote the usual function spaces

e (2) =2 > Clfl= Y IfI <cop. 1=p<oo  (27)

xeZ?
and

LP (M) ={f:Tw—=>Clflh= D If@IP}, 1<p<oo (28

xe€Ty,
The latter functions may be considered as functions on Z? which are mZ?-periodic.

Let £%°(Z?%) and L°(T,,) be the spaces of bounded functions on 72 and T,,, with

£ llgoo(z2) = Supyeze [ f(x)] and || flzoo(T,,) = maxyet,, | f(X)].
On the torus, the subspace of mean zero functions is indicated by

L3(Tw) = feLXTw): Y f) =0}, (29)
xeT,,

The notation ZOT"’ is used for the integer-valued functions in L%(’]l‘m).
On either Z2 or the torus, the standard basis vectors are written

ei ik, £) =1{i =k}1{j = ¢}. 30)
For functions other than the standard basis vectors, the notation fy = f(x) is used
interchangeably.
For X = Z* or X = T,, the support of a function on X is
supp f = {x € X : f(x) # 0). 31)
Given (i, j) € X, the translation operator 7{; ;) acts on functions by
Tijfk, €)= fk—1i,¢—j). (32)

The convolution of functions f € £'(Z?), g € £ (ZZ) or f, g € L*(T,,) is given by

(fr)i =Y fl—k j—0gke) (33)

(k,0)eX

where again X represents Z2 or T,,.
The averaging operator with respect to the uniform probability measure on T, is
indicated by

1
Ecer, [f1=— ) f(0). (34)
xeTy,
Given x, y € R/Z and f € £!(Z?), the Fourier transform of f is
foaoy)y= > fl. pe(=Gix+jy)). (35)

(i,j)eZ?
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Givenx,y € Z/mZ and f € L*(T,,) the Fourier transform of f is

faen =3 fa m( ’“”) (36)

@i,))€Tn

The Fourier transform has the familiar property of carrying convolution to pointwise
multiplication. For f € €%(Z?), Parseval’s identity is

R 2
1= [ |faon] ax. @)
(R/Z)?
For f € L*(T,,) the corresponding identity is
1 .2
1£13=— Y |Feo| (38)
xeT,,

For a function f on Z2 or T,,, the discrete derivatives Dy (i, j), D2 f (i, j) are
defined by (8). Discrete differentiation is expressed as a convolution operator by intro-
ducing

=1 (i, j)=(0,0)
G, jy=31 G j)H)=(10
0  otherwise,
=1 (i, j)=(0,0
&G jH)y=31 Gj)=(0-1 (39)
0  otherwise.

For integers a, b > 0, one has

DIDSf =81 %850 x f. (40)
For X = Z? or T,, and functions fi, ..., fnon X, recall that
((fla-"?fn»ZSPaHZ{TXfla" T fnix € X}, (41)

where spany refers to the finite integer span. It is convenient to introduce classes of
integer-valued functions:

C'(X) = (e.0)) = {f : X > Z. || flly < oo},

C'(X) = (81, 62).

C2(X) = (872 81 % 82, 83%).

C3(X) = (873, 872 % 82, 81 % 832, 83°). (42)

One has the equivalent characterizations

c'x) = {f e CO(X) : Zf(x)=0}, (43)

xeX

C*(X) = {f eCOX): ) f)=0.) f)x= 0} (44)

xeX xeX
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and, foreach 1 <k < 3,
CKX)={(81 % f+82xg: f,g e CF (X)) (45)

Note the special cases C O(T,,) = Z™ and C(T,,) = Zg’".

2.1. The graph Laplacian and Green’s function. The graph Laplacian A on either Z2
or T,, is the second-order discrete differential operator defined by (5). On Z? its Fourier
transform is given by

Af)(x,y) = (4 —2[c(x) +cMD F(x,y), x,y€R/Z, (46)

and on T,,, the Fourier transform is

AN (x, ) = (4 =2[ctx/m)+cy/mDf(x,y), x,ye€Z/mL.  (47)

Lemma 5. The graph Laplacians satisfy the operator bound

Al 2z2)—» @2 > 1A 2T, > 12(T,,) = 8
1Al goo (22)— g0 22y > 1Al Lo (T, )— L5 (T,) = 8- (48)

Proof. The £°° and L estimates are immediate. For f € ¢%(Z?), by Parseval
R 2
IAfI3 = f( gyt T 2@ H O | v dxdy <64l f13. @9)

The bound on L%(T,,) is similar. O

On either X = Z? or X = T,,, let v be the probability measure given by (6), which
drives simple random walk on X. The Green’s function G is a distribution on C!(X)
given by

1 o0
Gxf=7 YT f),  fec'. (50)
n=0

Since Af =4 (8«)50) - v) * f, the formal computation

FN

ATl =2 (00 —v) ' =

I

o0
Y vt=G (51)
n=0

indicates that G is in some sense the inverse of A. Precise versions of this statement are
given below.
On7% G may be realized as the function (7):

o0

1
Gp(x) = i Z [V (x) = v*"(0,0)]. (52)

n=0

This is a classical object of probability theory. We quote the asymptotics from [20].



Sandpiles on the Square Lattice 45

Theorem 6 ([20], Remark 2). Let x = (x1, x2) € Z2. There are constants a, b > 0 such

that
0 x=(0,0)
8x2x2
G2 =1 g ! 4 (33)
_ gzﬂ 2 _a—b ||x2|\§ +O0(|xl;7) x #(0,0).
It follows from (52) that
o0
AGpx) =) [v*" (x) — v*("+1)(X)] = €(0,0)(x), (54)
n=0
s0 A(Gpe x f) = fforall f e C%(Z?). The Fourier transform of Gy is
N 1
Gpx,y) = . (55)
? 4=2(c(x) +c(y)
When combined with (46), this shows that G2 * Af = f whenever f € 02(7%).
On T, arealization of G as a function is obtained by (14):
1 & 1
G, (¥) = Z (v*"(x) — W) ) (56)

n=0

This converges absolutely, as is most easily checked by passing to frequency space,
where the zeroth Fourier coefficient vanishes, and the remaining Fourier coefficients are
convergent geometric series. Summing (56) over all x € T, shows that Gr,, has mean
zero. As well, it follows from (56) that

> 1
AGT, ) =" [v*" (x) — v*("+1)(x)] = 0 (0) = . (57)
n=0

Therefore, A(Gr,, * f) = f — Exer,, [f] forany f € L*(T,,). In particular, if f €
L3(Ty) then A(Gr,, x f) = f.

It is also true that G, * Af = f — Eyer, [f] forall f € L?*(T,,). To prove this,
observe that since Af € L%(']I‘m), A(GT,, * Af) = Af. Only the constant functions
are in the kernel of A, so GT,, * Af = f — ¢ for some constant c¢. Since GT,, * Af has
mean zero, ¢ = Exer, [ f].

Both operators, A and convolution with Gr,,, have image L%(Tm). The two obser-
vations A(GrT,, * f) = f — Exer, [fland GT,, * Af = f — ExcT, [ f] imply that the
composition in either order of the two operators results in orthogonal projection onto
L%(Tm). Restricted to L(Z)(Tm), the two operators are inverses. On L(T,,), Gr,, is the
Moore-Penrose pseudoinverse of A.

We will require the following statements regarding discrete derivatives of G, . Recall
that the notation A <, » B means that there is a constant 0 < C < oo depending on
a, b such that |[A| < CB.

Lemma 7. Fora,b € Zso, 1 <a+b, for|i|,|j| < %

D{D4Gr,, (i, j) <ab (58)

1+(i2+j2)7.
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In the case a + b = 1 the following asymptotic evaluation holds.
LemmaS8. Letm > 2and 0 <i,j < % Set R = i +j2. There is a constant ¢ > 0

such that, as m — oo, for0 < R < —"—,

(logm)?
DGy ()= ——= v o=
l 9
19Ty, J i2 +j2 i2 +j2
.. cj 1
DG L) =— + 0 . 59
26, (05 ) 73 2 (i2+j2> (39)

The proofs of Lemmas 7 and 8 are given in “Appendix A”.
Lemma 9. Ifa+b > 2then D{ DSGZz is in 0*(Z?) andfor each fixedi, j, DY DgGTm i j) —
D{D5G2 (i, j) asm — oc.
Proof. The Fourier transform of D{ Dé’ G2 is given by, for x, y € R/Z, not both 0,
o — 1) -1 b
D9 BG .y = CD D () = 1) ©0)
4 —2(c(x) +c(y)
This function is bounded on (R/ Z)2 which proves the first claim by Parseval.
The Fourier transform of D“D Gr, at frequency (x,y) € (Z/mZ)? is given by

m

DY D2 Gz2 (£, ). Taking the group inverse Fourier transform,

o 1 — Xy ix+jy
a b a nb
DiD;Gr, (i, j) = — ) yEEZ/mZ D D3 G (—, —) e ( . 61)

Treating this as a Riemann sum and letting m — oo obtains the limit

D?Dngz(i, j) = /(‘R/Z)z D?DSGZz (x,y)e(ix + jy)dxdy. (62)

2.2. Exponential sums. This section collects the two results from the classical theory of
exponential sums that are needed for the proof of Lemma 25, which is the key ingredient
in the upper bound of Theorem 2. For further references, see [23,33,38].

The first result is van der Corput’s inequality. We will only need the case H = 1. See
[37] for a motivation and proof of this statement.

Theorem 10 (van der Corput’s Lemma). Let H be a positive integer. Then for any
complex numbers yi, y2, ..., YN,

N+H 2(N + H)
Zy" _H+IZ|"2 TZ( H+1)

h=1
The second result treats summation of a linear phase function and is fundamental.
Lemma 11. Let o« € R\Z and let N > 1. Then
N
3" eta)| < min (N, llally ) (64)

j=1

(63)

Z Yu+h Y| -

n=1

Proof. Sum the geometric series. O
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3. Classification of Functions Harmonic Modulo 1

This section proves Theorem 4. Let | < p < o0, and recall that J77 (Zz) is the set
of all harmonic modulo 1 functions in ¢£7(Z?). If f € P (Z?), then as ||x||, — oo,
f(x) — 0 and therefore also Af(x) — 0. Since Af is integer-valued, it must be
identically zero outside a ball of finite radius. Thus,

%”p<Z2)={fe£p<Z2):AfeCO(Zz)}, 1< p < oo, (65)

where CY(Z?) is the space of integer-valued functions on Z? with finite support, as in
(42).
From Theorem 6, we can derive the following formulas.

Lemma 12. For nonzero x = (x1, xp) € 72, we have:

DG () = 5+ 0 (Ixl;?)
2 x12+x% 2
DG () = 5 20 (Ixl;?)
2 x?+x32 2
| 22

DZG 2(X1 xz)z_u+0<nx”73)
1Pz 21 (x} +x3)? 2

1 2x1Xx2 3
DuDAGpten ) = 2 V2 (1)
1D2G72(x1, x2) o e lxll,
2 2

D2Gn(rr.xn) = —— 227 L o (x5
2V X =5 (x? +x2)? Il
1 2
DIDG 2 (x1, x2) = O <||x||2_3> . a+b=3. (66)
Proof. For (x1, x2) ¢ {(0,0), (—1,0)}, Theorem 6 gives

D1Gy(x1, x2)

1 1 1+2x1+1 b 1 1
= —— 10 —
4z E X7 +x3 (x1+D2+x3  x7+x3

ORI .
- - 0 : 67
|:[(X1 + D24+ 223 (P +a3)3 + (”x”z ) (67)

Expand the log term into a Taylor series. The quantities in brackets are O <||x Iy 3 ), as
follows from using a common denominator. Thus

DIt =~ A LTS Lo (). )
X|, X)) =——" — x .
1G72(X1, X2 o )C12+X22 47 (X%+X§)2 2

This and the analogous statement for DG 2 prove the first two formulas in (66). The
remainder of the lemma is proved similarly by taking further discrete derivatives; we
omit the details. O
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Proof of Theorem 4. Using the terminology introduced in Sect. 2, the desired statements
are:

AN =Gy xv:ve C(Z)+ 07
HP(Z2) = {Gpxv:veCX(ZP), 1<p<2
HP(Z*) = {Gp*v:veC (Z), 2<p<o. (69)

Ifv e CK (ZZ) for 1 < k < 3, then Gy * v is a finite integer linear combination of
translates of k-th derivatives of G2. It follows from Lemma 12 that (G2 * v)(x) =

) (||x||2_k), 50 Ggo % v € €P(Z2) as long as p > 2/k. Since A(Gyp # v) = v is Z-

valued, we conclude that G2 xv € 7 (Z%). Along with the observation that C 0zZ* c
R (Zz), this proves that for each line of (69), the set on the left side contains the set
on the right side.

We prove the forward inclusions in (69) in reverse order, from the third line to the first
line. Let f € J#P(Z?*) forsome 1 < p < oo, and letv = Af. By (65),v € C%(Z?), so
there is R > 0 such that the support of v is contained in the £'-ball of radius R about
the origin. In

Grx)@) =Y GpE—ywi» = Y Gpx-yvd)., (70

yezZ? Iyli<R

write G2 (x) — G2 (x — y) as a sum of at most R first derivatives of G52, and use
Lemma 12 to see that G2 (x) — G2 (x — y) = O <||x||2_1). Thus, setting B = ||v|;
anda = Zyez2 v(y),

(G % v)(x) = aGyo(x) + O g (||x||2_1> . 1)

Set h(x) = (Gz2 *v)(x) — f(x),sothat Ah =0.Ifa # 0, then as ||x[|2 — oo, we
have (G2 *v)(x) — —sgn(a)-oo while f(x) — 0, meaning that h(x) — —sgn(a)-oo.
Since D1h(x), Doh(x) — 0as ||x||, — oo, it follows from the maximum principle that
h is constant, a contradiction. Thus @ = 0 and v € C!(Z?). We now have i(x) — 0 as
[lx|l2 = oo, so again by the maximum principle, 7 = 0 and f = G2 * v. This proves
the forward inclusion in the third line of (69).

Suppose that p < 2. Since v € c! (Zz), we can write v = 81 * v + 82 * vy for some
vi, v2 € C°(Z?). Then

(Gz2 % v)(x) = (D1Gz2 *v1)(x) + (D2G 72 * v2)(x)

= Y DiGpx —y)vi(y)+DiGrkx — y)v(y)
lylli<R+1

= b1D1G (¥) + b2 D2G 72 () + O (1161157 (72)
where each b; = ZyeZZ v; (v). In the last equality we wrote D; G72(x) — D; G2 (x — y)

as a sum of O (R) second derivatives of G2 and used the bound from Lemma 12. Again
using Lemma 12, we obtain for nonzero x = (xy, x2) that

1 —bix; —byxy _
Gz % 0)(X) = 7 TR Ok (||x||22) : (73)
v/ .xl +.x2
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Suppose by and by are not both zero. Then, there are 0 < 61 < 6, < 27 such that
(Gpe xv)(x) = ||x||2_1 for all x # (0,0) with ) < arg(x) < 6. This contradicts
the assumption that f = G *xv € EZ(Z2). We conclude that by = b, = 0, so
vy, va € C1(Z?) and therefore v € C*(Z?) by (45).

Finally, suppose that p = 1. Since v € C?(Z?), we can write v = 8;‘2 * wp + (81 *
82) * wyp +83‘2 * w3 for some wi, wy, w3 € CO(ZZ). Setc; = Zy€Z2 w; (y). By the same
reasoning as in the previous case,

(Gp2 xv)(x)
= ¢ DG (x) + 2Dy Dy Gy (x) + ¢3D3G 2 (x) + Op g (||x||2_3)

1 (c— C3)()C12 - x%) +2cyx1x7 _3
= +0p.x (14157 74
= ra ICE (74)

for all nonzero x = (x1, x2). This implies that c; = ¢3 and ¢y = 0; if not, the first term
would have asymptotic order ||x||, 2 for arg(x) in some range [0, 6>], contradicting that
f e tiZ?).

Setc =1 = c3, and let v/ = Ae(g,0) = —87% * e(1,0) — 83 * €(o,1). Then

v+ v =87 % (wy — ceqo) + (81 % 82) % wy + 837 % (w3 — ceq.1)). (75)

Since all three of w1 — ce(1,0), w2, and w3 — ce(,1) are in CL(Z?), wehave v + ¢’ €
C3(Z%). As well, Gy x cv' = ce(0) € CO(Z*). Hence

f=Gpsx@W+cv —cv) e {Gpxw:we C(Z)}+ 7Y, (76)

which completes the proof. O

4. Stabilization on 72

Consider asandpile o : Z> — Z>0. The parallel toppling procedure attempts to stabilize
o by defining a sequence of sandpiles o = 0% 0!, o2, ... where 0! is obtained from
o" by simultaneously toppling all vertices x with o”(x) > 4. Formally, set v (x) =
1{oc"(x) > 4} and define "*! = o — A (v"). Define the sequence of odometer functions
ul u?, ... by u" = W+l +.. 40" 50 that u" (x) is the number of times vertex x
has toppled in the first n topplings. In particular, ||u"|¢~ < nand 6" = o — A@"). It
is shown in [18] that o stabilizes if and only if u” 4 u® for some u* : 7> — Z>0, in
which case the stabilization is given by 60 = o — Au®°.
Our proof uses the following ‘conservation of density’ result of [18].

Lemma 13 ([18], Lemma 2.10). Let (0y) .72 be i.i.d. and stabilize almost surely, with
stabilization (0°) ,¢z2. Then E[og] = E[o§°].

In particular, if the i.i.d. sandpile o stabilizes almost surely, then E[og] < 3.
We now show that if £ € 1 (Z?), the pairing (o, &) = ) _y» 0 (x)&(x) remains
invariant modulo 1 when the sandpile o is stabilized.

XEL

Lemma 14. Let (0y), 72 be an ii.d. sandpile which stabilizes almost surely, and let
£ € V(LY. Then
(0,E)=(0,€) mod 1, a.s. (77)
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Proof. Lemma 13 implies that E[og] < oo. Since & € ¢1(Z?),

E[{o.[5)] = Z &x|Efox] = [[§]l1E[o0] < o0 (78)

xez?

and so (o, &) converges absolutely almost surely. Write " = o — Au’* and use self-
adjointness of A to obtain

(0", &) = (o — Au",§) = (0,§) — (u", Af). (79)
Since u" is integer-valued, increasing and converges almost surely, while A& is integer-

valued and has finite support, the increment (1", A&) converges a.s. to (u™°, A&) € Z.
Note that the parallel toppling property implies that, for n > 0,

o™ (x) < max (0" (x), 7). (80)

Thus, whenever (o, |£]) is finite and o stabilizes to o*°,

lim (0", §) = lim )" 0"(0)& = Y lim 0"(0& = (@™,§) (D)

n—o00
xeZ? xeZ?

where the second equality is justified by dominated convergence:

lo" (x)éx| < max(o(x), 7)[&x], Z max (o (x), 7)|&x| < oo. (82)

xezZ?

Sending n — oo in (79) completes the proof. O
For definiteness, our argument uses the particular function
£=Gp*8P = DGy, (83)

which is in 21 (Z?) by Lemma 12. The next lemma estimates the tail of || ||%.

Lemma 15. Let R > 1 be a parameter. As R — o0,

Yo &P> R (84)

. 1
x€Z?:0<|éx|< yp

Proof. Arguing as in Lemma 12, we see that there are 0 < 0; < 6, < 27 such that, for
nonzero x € 7Z?* satisfying 6 < arg(x) < 6»,

l&] = llx]l5°. (85)
Thus
2 Ood}" _4
Yoo &P> |, = >R (86)
R3 T

. 1
x€Z?:0<|& <55
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As the proof below makes clear, an explicit constant in the lower bound (84) would
lead to explicit values of ¢, d in the statement of Theorem 1. To obtain a fully quantitative
version of Lemma 15, it would be enough to bound the error in (53) by finding an explicit
C > 0 such that

8x%x%

log |Ix]l2 xI2
+ z x|l v+ p ;
llx 115

Gy (x) < Clxll* (87)

for all (0,0) #x € Z2. A result in this direction [28, Section 4] is that

< 0.01721|x||32. (88)

log [|x|l2
G + —
‘ 22 (*) 21

(Indeed, the constant 0.01721 is optimal and an exact formula for it is given.) It is likely
that extending the techniques developed in [28] would lead to a bound of the form (87),
and thence to an explicit numerical bound in Theorem 1.

Proof of Theorem 1. Consider the characteristic functions
x(0:6) =E[e00] y@®ie =E[e 2T @39)

Since (0,&) = (0°°,&) mod 1 as., x(0;&) = x (0% &).
Let E[og] = E[o§°] =3 — €. Using |1 — 2™ < 27|t and Y oer2 & =0,

1= x (@) = [E[1 - ¢ 2mi™ =381
< ER27|(c™ - 3,¢)|]

<2r|§&le. (90)
Thus, [x(c™; &) > 1 — 27 ||&||1€.
Meanwhile, since (o), 72 is 1.1.d.,
x(0:§) = [] E[em2sm]. o1
xeZ?

. . 2. .
Use the inequality —log ¢ > th in0 < ¢ <1 to obtain

—log|x(o; &) = % > <1 - ‘E[e—zﬂifwo]

xez?

2
) . 92)

Let X, X’ be independent and distributed as o. One has

‘E [e—ZniSXao] 2 —E [e—ZniéxX] E [ezm'gxx’] —E I:e—ZniSX(X—X’):I . (93)

This quantity is equal to its real part E[c (&, (X — X"))]. (Recall ¢(¢) = cos2mt.) There-
fore, using 1 — ¢(r) > 8¢2 for |¢| < 1,

~loglx(o: §)l = 5 Y (1~ Ble(x — X))

xeZ?
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> 4K Y gx-x

0<|éx (X—X")|<1

=4 E|{X-X|=k > &k |. (94)
k=1

1
0<|éxl<5¢

Lemma 15 now implies that

—loglx(@; ) > Y E[1{1X - X'| = | = Ellx - xR, (95)
k=1

and therefore
L= Ix(0: &) > min (1, E[IX — X'1*]). (%)

The result follows on combining this with (90). O

5. The Sandpile Group

Recall the designations %, C %, for the recurrent and stable states, respectively, of
the sandpile model on T, with sink at (0, 0). Any sandpile o : T,,\{(0, 0)} — Zx can
be stabilized by repeatedly performing legal topplings until the resulting configuration
is stable. By the abelian property [11], the final state does not depend on the order in
which the topplings are performed, and is called the stabilization of o.

If we view functions on T}, as m? x 1 column vectors, then the Laplacian operator A
on T,, can be considered as an m? x m? matrix, so that for example AZ™" is the integer
span of the columns of A. The null space of A is one-dimensional, and is spanned by the
all-ones vector. The reduced Laplacian A’ is obtained by omitting the row and column
corresponding to the sink (0, 0), and is invertible.

The recurrent states %, of the sandpile model are naturally identified with the abelian
group

G, = ZTm\{(O,O)}/A/ZTm\{(O»O)}’ 97)

which is the sandpile group of T,,. Indeed, each equivalence class

o + A7 Tn\{(0,0)} c ZTW!\{(O»O)}’ o e ZTm\{(O’O)}’ (98)

contains exactly one recurrent sandpile [21]. Addition in %}, corresponds via this bijec-
tion to the operation on %,, of pointwise addition followed by stabilization.

The sandpile Markov chain has state space .}, and transition operator P,,. To take a
single step from a sandpile o, choose a site x € T,, uniformly at random. If x # (0, 0),
replace o with the stabilization of o + ey; if x = (0, 0), remain at o. The recurrent
states of the chain are precisely %,,, and the chain restricted to %, is a random walk on
the group ¥,,. See [26], which develops this construction in the setting of an arbitrary
underlying graph, for further background.

Using (97), the matrix-tree theorem implies that &, is in bijection with the spanning

trees of T,. It is shown in [26] that |¥,,| = exp ((4“;& + 0(1)) m2> where B(2) is the
Catalan constant,

48(2)

T

=1.1662.... (99)
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Thus the recurrent states make up an exponentially small fraction of the 4m*=1 stable
states.

The following proposition bounds the hitting time started from a deterministic stable
state to reach a recurrent state.

Proposition 16. There is a constant C > 0 such that, as m — oo, for any stable state
o € L, ifn > Cm?/Togm then

Prob (P)8; € %m) =1—o(1).

Remark. Starting from o = 0, at least order m? steps are necessary to reach a recurrent
state, since only one chip is added at a time. We do not claim that the extra factor of
J/logm above is optimal. Because we will show that the mixing time of the sandpile
chain has order m? log m, the bound in Proposition 16 is sufficient for understanding the
mixing behavior.

Proof. We make two initial observations. First, any state satisfying o > 3 can be toppled
to a stable recurrent state. This is because such a state can evidently be reached from
a recurrent state. Also, by performing a sequence of topplings, a single vertex with
allocation 4 can be toppled to produce a disc of radius > /A with height at least 3.
This follows as a simple consequence of the analysis in [34], which studies the limiting
shape of the configuration obtained by repeated toppling of a pile at a single vertex.
Let A be an integer, A < +/Togm, and drop n ~ Poisson(Am?) grains of sand on
the torus, while performing no topplings. Note that this is the same as independently
dropping Poisson(A) grains of sand on each vertex. Also, n < 2Am? with probability
1 —o(l).
The probability that a non-sink vertex x has height at most a is
a AJ
Prob(h, <a) =e¢ 4 — (100)
=0/’

Fora < % we obtain

a

A
Prob(h, <a) < — exp (—A).
al

If x1, x2, .. ., x; denote the points of a disc of area s > a, then, by independence,

Prob (/\(hxi < a)) < exp <—sA + salog é +s(a + 0(1))) . (101)
a

i=1

Choose s, a < +/logm such that a point of height a in a disc of area s topples to cover
the disc. Then choose A a sufficiently large constant times +/log m so that the probability
of (101) is o (1/m?). It follows that with probability 1 — o(1), the event (101) does not
occur for any disc on the torus at distance > 4/logm from the sink. The sites closer
to the sink have height > 3 with probability 1 — o(1) by estimating using (100) and a
union bound. O

The following proposition reduces the statements in Theorem 2 to estimates started
from the fixed recurrent state o = 3.
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Proposition 17. For each constant C > 0, for t = Cm?*logm, as m — oo,

sup || Phson = Uy [y = [ Phdoms = Uiy [y | =00 (102)

00 ES m

Proof. Given oy € ./, let o1 € %, be the unique recurrent state in the equiva-
lence class og + A’ZTn\(0.0}, By Proposition 16, P} 85,(%m) = 1 — o(1), and thus

| P86y — Phdo, |y = o(1). Since the chain restricted to %, is transitive, it follows
from the triangle inequality that
‘ ” Pl’i’ls(f() - U<@m TV - ” P’;(SGE}' m } TV ‘
= ) || P’i’laao Ujm - “ P’i‘l8‘71 IU~Zm )
< | P}dey — Pdo, ||TV = o(1). (103)

5.1. Random walk on the sandpile group. Going forward we assume that the sandpile
Markov chain is started from the deterministic recurrent state o = 3 so that the dynamics
is reduced to a random walk on the abelian group ¥,,. In general, for any random
walk on a finite abelian group ¢ driven by the measure p, the eigenfunctions of the
transmon kernel are given by the dual group, which is the additive group of characters

={&:9 — R/Z}. If & - g denotes the image of g € ¥ under & € ¢, then the
elgenfunctlon corresponding to £ is fz(g) = e(§ - g). The corresponding eigenvalue is
the Fourier coefficient of p at frequency &, namely (&) = > o u(ge(& - g).

The sandpile chain on ¥, is driven by the measure

1
o= — | b+ > b (104)
€T, \{(0.0))

where, technically, e, refers to the equivalence class e, + A’ 7T MO0} ¢ @ and0 € 4,
is the identity. The dual group of ¥, is

G, = (A)~'ZTn\O.0) 7T\ 0.0) (105)

This can be seen by dualizing (97); a bare-hands proof is given in Section 3 of [26]. To
define the meaning of £ - g in this setting, we can view each frequency & € g”;,, as a
function from T,,\{(0, 0)} to R/Z, and each group element g € ¥, as an equivalence
class o+ A'ZT MO0 where o € ZTn MO0} Then, &-¢ = 3 1 \(0.0) Ex0x € R/Z,
whose value does not depend on the choice of the representative o in the equivalence
class. The eigenvalue corresponding to £ is

. 1
e =— |1+ > e@]. (106)

x€T,\{(0,0)}

Given & : T,,\{(0,0)} — R/Z, which may or may not be in ?m, setv = A€
(which is also R/Z-valued). Extend & to the domain T,, by setting £(0, 0) = 0. Then
AE(x) = v(x) for all x € T, \{(0,0)}, and since the columns of A all sum to zero,

A£(0,0) = — ZX#(O’O) v(x). From (105), &£ € Eém if and only if v = 0, which holds
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if and only if A¢ = 0. This justifies the description of ¢, in Sect. 1.4 as the additive
group of functions & : T,, — R/Z such that £(0,0) = 0 and A§ = 0 in R/Z. From

this point forward, when we refer to a frequency & € %,,, we mean a function that meets
these conditions.

In [26], ¥,, was identified with the group of ‘multiplicative harmonic functions,’
which in the present setting are the maps from T,, to C* given by x > e(&y).

Abusing notation slightly, define for any R-valued or R/Z-valued function £ on T,,,

(€)= Exer, [e(€0)]. (107)

When in fact & € S?Am, this definition agrees with (106).

5.2. Representations for frequencies. We use a concrete description of the frequencies
in terms of the Green’s function, which associates to the frequencies an approximate

partial ordering. To describe this, given & € Sém recall that a ‘prevector’ for £ is any
integer-valued vector A&’, where & : T,, — R reduces mod Z to &. We choose a
particular representative &’ : T,, — (—1, 1) by letting

1
CE) = ——mgowa) e[-1.3) (108)

and choosing each &, € (C(é) — %, Cé)+ %] The ‘distinguished prevector’ of & is
then given by
v=uv(§) = AE. (109)

Note that v : T),, — Z has mean zero and satisfies ||v||p~ < 3.

Lemma 18. For every & € gm, the distinguished prevector of & satisfies

~lae)] > (g)”2 > ”U}fz)ul. (110)
Proof. Choose £’ as above, and define §* : T,, — (=3, 3] by
£y =& —C), (111)
so that Aé* = A&’ = v and
05|ﬁ($)|=# Ze(é;")=# > elEr). (112)
x€Tp x€Ty

Approximating 1 — ¢(r) > > uniformly for |¢| < % yields

MH
L= |a@)] > =52, (113)
Since A is bounded from L2(T,,) — L%(T,,),
i3  IIAE*I3  1IE*I3
= < <= ) (114)

as desired. Finally, ||v||% > |lv]l; since v is integer-valued. O
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To go in the reverse direction, for any v € Zg’" define E = Gr,, * v, so that Ag = .
Let&! =&, —& ). and set§ = £(v) to be the reductiAon mod Z of §”. Since &(j ;) = 0
and A&” = v, which is Z-valued, it follows that £ € ¥,,.

If & € 4, and v = Ag' is any prevector of &, then £(v) = &p; this is because
AE —&") =0,50& —&" = ¢ for some ¢ € R, and in fact ¢ = 5(’0’0) — 5(’6’0) € Z.

Also, if vy € ZE)T’” and v is any prevector of &(vg), then vy — v € AZTnm.

Lemma 19. Given £ € gm, let v be any prevector of & and let & = Gr,, * v. Then
|(E)| = |(E)]. If v is the distinguished prevector of &, then in addition
. 15113
L= a@) = =5 (115)

m2

Equation (115) is equivalent to Theorem 3.8 in [26], and the argument below is the
same as the proof given there.

Proof. Letv = A&', where &' : T,, — Rreduces mod Z to &. Then & = G, * A&’ =
& — c where ¢ = E,c7,,[£'], 50

[1(€) = Exer, [e(€; — )] = e(=0)1(§)) = e(—c)u(§) (116)

and therefore |[L(8)] = |/1(&)].
To prove the upper bound in (115),

_ _ 1 _
I—]a@l=1-]a@E)| =1-Rei) = ) > [1—e@]

xeTy,

<« Y E P Ll (117)
m? * m?

x€T,,

For the lower bound, define £* as in the proof of Lemma 18 and observe that & =
G, * AE* = &* — Eyer,, [£¥] is the orthogonal projection of £* onto L%(’]I‘m). Thus
€113 < I6*]13, and the result follows from (113). O

6. Spectral Estimates

This section reduces the determination of the spectral gap to a finite check, and provides
additive savings estimates for separated spectral components. Lemma 18 implies that
each nonzero frequency & € Eém satisfies 1 — [(€)] > 1/m?, and if 1 — |A(&)] <
¢/m?, then the L' norm of the distinguished prevector v(&) must be bounded by a
constant depending only on c. Section 6.1 develops tools to deal with prevectors that
have bounded L' norm, providing control over those frequencies that achieve the spectral
gap or approach it to within a constant factor. This proves Theorem 3 and does most of
the work for the lower bound in Theorem 2.

Section 6.2 extends the analysis to prevectors whose L' norm increases with m, but
which are sparse enough that their supports can be partitioned into widely separated



Sandpiles on the Square Lattice 57

clusters. This provides the main ingredient for the upper bound in Theorem 2. As we
will show in Sect. 7, if & is a frequency for which v(§) is not sparse, then the Lemma 18
lower bound on 1 —|{i(£)| shows that the contribution of & is negligible when computing
the mixing time.

To fix ideas, given & € gm recall that 1(§) = EyeT,, [€(§,)]. For any subset S C T),,
it is evident that

D e

xes

<8I (118)

The ‘savings from S’ for the frequency &, denoted by sav(§; S), is the amount by which
the left side falls short of this upper bound:

sav(§: §) = S| = |} e (119)
xes
By the triangle inequality, if S1, S» C T, are disjoint then
sav(§; S1) +sav(§; §2) < sav(§; S1 U S). (120)
The ‘total savings’ for & is defined by
sav(§) 1= sav(E; To) =m> — | Y e(€0) (121)
xeTy,
and satisfies
- [a®)] = 2. (122)

m2

The notion of savings is well-suited for proving lower bounds on the gap 1 — |1 (§)].

Specifically, if Sy, ..., Sk are disjoint subsets of T,, then
|k
T= @] 2 — ) sav(E; S)). (123)
i=1

The spectral gap of the sandpile Markov chain is

- sav(§)
gap,, = min_ 7 (124)
0£E€G, M

Observe that if v is the distinguished prevector of & € {!”Am then Lemma 18 gives
sav(€) > ||v]l;. Also, given a set S C T,, and a function w on T,,, write w|s for the
function which is equal to w on S and 0 on S°.
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6.1. Determination of spectral gap up to finite check. Given constants B, R > 0, define
the finite set
%(B. R) := {v € C*(Br(0)) : |v]; < B}. (125)

Here B (0) is the £! ball of radius R about 0 in Z?, and C?(-) is given by (44). Since
Br(0) embeds into T,, for each m > 2R, we can view each v € % (B, R) as an element
either of C2(Z?) or of C?(T,,) by setting v = 0 outside Bg(0).

For any R- or R/Z-valued function & on Z?, define the functional

& =) —cE)). (126)
xeZ?

We will see that this is the appropriate analogue to savings for functions on Z2. If
v € C%(Z?), then f(Gp2%xv) < oobythebound 1 —c(r) < 12 combined with Lemma
9 or Lemma 12. For such v, f(Gz2 *v) = 0if and only if G52 * v is Z-valued. Since
Gpxve 02(Z?), if it is Z-valued then it must be finitely supported, and in addition we
have A(Gy2 * v) = v. Thus, f(Gy % v) = 0 precisely for those v in the subset

7:={Aw:we C*Z>} c C*Z?. (127)

Ifv,v' € C2(Z*) and v — v € Z, then (G % v) = f(Gyp % 0).
Set
y = inf {f(GZz ¥v) v e CZ(ZZ)\I} . (128)

The following are the main results of this section. Together with the computation in
“Appendix B”, they lead to a quick proof of Theorem 3.

Proposition 20. We have y > 0, and there exist constants By, Ry > 0 such that:

1. Forsufficiently largem, any§ € gm that achieves the spectral gap, sav(&) = m*gap,,,
has a prevector v which is a translate of some v' € € (Bo, Ry) C C*(T},).
2. For any v € C*(Z?) satisfying (G % v) < %y, there exists v € € (Boy, Ry) C

C%(Z?) such that a translate of V' differs from v by an element of T. In particular,
F(Gpxv) = f(Gpr*V).

Proposition 21. Fix B, Ry > 0. Foranyv € € (B, R1)andm > 2Ry, let€™ = £ (v)
be the frequency in 9,, corresponding to v, namely

%-)Em) = (G, *v)(x) — (GT,, *v)(0,0) (reduced mod 7Z.), (129)
and let§ = £(v) = Gp xv. Then
sav(EM™) —> f(&) asm — oo. (130)
Part 2 of Proposition 20 implies that
y =min{f(GZz *¥V) 1V e%(BO,Ro)\I}, (131)

which reduces the computation of y to a finite check. In “Appendix B” we verify that y
is obtained by & = G2 * &1 * 82 with numerical value

y = 2.868114013(4). (132)
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Proof of Theorem 3. In this proof we use the notation & (v) = G2 *v. Take the constants
By, Ry from Proposition 20 and find y’ > y such thatif v € € (By, Ry) and f(£(v)) >
y, then f(£(v)) > y’. Applying Proposition 21 with B = By and R; = Ry, choose m
large enough that

/

glmy = swp  Jsav(E™ (@) — eI < T (133)
ve% (By,Ro)
Let vy € %(Bo, Ro) satisfy f(£(vg)) = y, and let " = £ (vg) € %, Then
sav(g™) < % (134)

Now suppose that £ e gm achieves the spectral gap. By translating, we may assume
that £ has a prevector v € € (Bo, Ro). We claim that f(£(v)) = y: if not, then
f(&W) >y’ and

+y'

sav(E™M) > ”T > sav(g(™), (135)

a contradiction. Thus f(£(v)) = y, and

Im*gap,, — y| = sav(E"™) — f(E@)] < g(m), (136)

with g(m) — 0 as m — oo. Along with the formula (132) for y, which is proved in
“Appendix B”, this concludes the proof. 0O

In the process of proving Propositions 20 and 21, we show two lemmas, Lemmas 22
and 23, regarding savings in the neighborhood of the support of v for prevectors v € Zg’”

that have bounded L' norm. Note that if £ € Sém is the frequency corresponding to v
and £ = G, * v, then for any S C T,,, the proof of Lemma 19 implies that

Y eE)| =D eEy)

xes xeS

) 137)

so all savings computations can be done using £. Indeed, if we extend the defini-
tions (119), (121) from elements of ¥, to all R- or R/Z-valued functions on T, then
sav(&; §) = sav(€; S) and sav(§) = sav(§).

Lemma 22. For all A, B, Ry > 0 there exists an Ry(A, B, R1) > 2Ry such that if m
is sufficiently large, then for any x € T,, and any v € Z™ satisfying the following
conditions:

(M) vl = B ,

() vlBg,x) & C(Ti)

(3) d (. supp vl o) > 2Ra

we have
sav (GT,, * v; B, (x)) > A. (138)

Thus, if v has mean zero, then the corresponding frequency & € ffm satisfies sav
(&: Br, (1)) = A.
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Proof. Givenv € ZT», decompose £ = G, *v into an internal and external component,
& =&' +£&°, setting

£ =G, * Vg ), E° =G, * By, (- (139)

Treat R, as a parameter growing to infinity, and let R be a second parameter growing
with R; such that R—% — oo as Ry — oo. In practice, these parameters are chosen large,

but fixed, so that tﬁere is uniformity in all m sufficiently large. Since |D;Gr,, (y)| and
|D2Gr,, (y)| have size < 1/[lyll1 as [lylli — oo, we have &7, = &7 + 0(%) for all

m

Iyll1 < R. Hence, by Taylor expansion,

_ BR3 .
Y ey = 0(—)+ D el (140)

R;
Iylli<R Iyllh<R

Since the error tends to 0 as Ry — 00, it suffices to prove that

#y:lyli <Ry —| Y e(}@) 000 asR— oo. (141)
Iyl <R

First suppose that U|BR1 ) & C!(T,,). Forall y = (y1, y2) € T, with |y1], [y2] <
m/2,

Ea= D Gr, 00— +2). (142)

llzlli =Ry

Letr =,/ yl2 + y%. Using the Lemma 7 bound on the first derivatives of Gr,, to approx-
imate G, (y — z) with G,,(y) yields

1y = aGr, () + Onk, (1)) (143)

where a = lezlhs g, V(x +2) # 0. The asymptotic for the first derivative of the

Green’s function in Lemma 8 now implies that | — §;| — o0 as j — o0, while

. . , *4(7.0)
|$)lc+(j+l,()) - E}‘C+(j’0)| — 0, so that {E}’C+(j,0)};?°;0 is dense in R/Z, and hence

R
R—|> e, 0 —&)|>o00 asR— oo, (144)
j=1
which suffices for the claim.
Now suppose that U|3R1 ) € C! (T,,) \C? (T,y), so that it can be written as §; * w{ +

82 * wy where wq, wy are Z-valued, supported on Bg, 41 (x), and not both in cli(T,) by
(45). For all y = (y1, y2),

Eo= Y. DIGr, (v —dwi(x+2)+ DaGr, (y —DJwa(x +2).  (145)

lzlli<Ri+1

Use the Lemma 7 bound on the second derivatives of G, to approximate Dy Gr,, (y —z)
with Dy G, (y) for k = 1, 2. The result is

&, =aDiGr, (y) +bDaGr,, (y) + Op &, (r_z) (146)
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for constants a, b = Op g, (1), not both zero. Lemma 8 now shows that for 1 < r <
m!/2/(logm)'/4,

- b
_ —clay +byr) +Op R, (r_2>, (147)

gl
xX+y T 2 2
Yty

where ¢ > 0 is a fixed constant. Thus |E)’;+y| <& 1/r,and there are 0 < 0] < 6 < 2w
such that if ;] < arg(y) < 65, then |§};+y| = 1/r. It follows that

Y (1—clEy,)) =< logR, (148)
Iyl =R

D osEL[= D] IsEL)I< R (149)
Iyl <R Iyl <R

To combine (148) and (149) we use that for all a, b € R witha > 0,
a’+b? dt b2
/a2+b2—~/a2=/ - < 150
a2 2t T 2a (150)

Letting a and b be the real and imaginary parts of ZH YIi<R e(éjé +y)» we conclude that

#lyilylh <R —| ) e(&,’;ﬂ) =< log R, (151)

Iylli<R
as required. O

Proof of Proposition 21. Given v € € (B, Ry), set £ = Gr,, * v; we suppress the
dependence on m for notational convenience. It will suffice to show thatsav(§*) — f (&)
asm — 00.

Write v as a sum of Op g, (1) translates of :i:8’1“2, 1681 * 87, :i:8§“2. Since the second
derivatives of the Green’s function decay like the inverse square of the radius, an argument

parallel to the one given in equations (145)—(146) shows that |E;‘| = Op,g,(1/ r2), where
r= ,/ylz + y% and |y1], |[y2| < m/2.Forall Ry < R < m/2, Taylor expansion yields

> (A=) = Opr (R7?).

Iyl >R
Y (I —cE) = 0., (1),
yeTW
> sEH| = 0p.r, (D). (152)
yeTn

In the last estimate, we use that £* is mean zero over T,, so that the contribution of the
linear term in the Taylor expansion of S(S;‘ ) vanishes. Therefore, using (150) in the first
equality,

sav(E*) = Op.g, (m‘z) + 3 =)

yeTy,
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= Opr (R2)+ Y (1 =cE)). (153)

Iylli<R

Sending m — oo for fixed R, Lemma 9 shows that each g; — §&,. Thus

lim sav(e") = Opr (R2)+ Y (1= c(6)) (154)
lIylli=R

for each R > R;. Sending R — oo completes the proof. O

Lemma 23. Forall B, Ry > 0 and o < 1, there exists Ry(«, B, R1) > 2R such that if
m is sufficiently large, then for any x € T,, and any v € Z™ satisfying the following
conditions:

(M vl < B )
(2) vIBg, (x) € C(Tm)

3)d (x, supp v|131.\,1 (x)c) > 2R,

we have
sav (GTm * V] BRz(x)) >asav(E®); & =G, * V| Bg, () (155)

Thus, if v has mean zero, then the corresponding frequency & € 9, satisfies sav

(&; B, (x)) = arsav(£™).

Proof. First, we show that there is § = §(B, R;) > 0 such that for sufficiently large
m, either sav(é*) = 0 or sav(§*) > §. Translating v by —x shows that sav(§*) =
sav(GT,, * V) for some v’ € €(B, R}). Let

y =min{f(Gz xv') v € €(B, R)\L}, (156)
so ¥’ > 0. By Proposition 21, if m is large enough then
|sav(Gr,, * V") — f(Gp xv')| < y'/2 forallv' € € (B, Ry). (157)

Thus, if v/ € €(B, R1)\Z, then sav(§*) > y'/2.

If v/ € €(B, R;) NI, we will show that sav(§*) = 0, allowing us to take § =
y'/2. Write v/ = Aw where w € C%(Z?%). Observe that supp(w) is a finite set, and
any (i, j) € Z*\supp(w) that is adjacent to exactly one point in supp(w) must have
(Aw)(i, j) # 0. Since supp(Aw) C Bg,(0), it follows that supp(w) C Bg,-1(0).
Hence, we can consider v’ and w as Z-valued functions on T,, for m > 2R, and the
equation v" = Aw still holds in this context. Therefore, G, * v/ = w — ¢ where ¢ is
the mean value of w on T,,, and sav(Gr,, * v') = 0.

With § in hand, we turn to the proof of (155). Set € = €(«, B, R1) = (1 —«)é > 0.
We will show that if m is sufficiently large,

sav(GT,, * v; B, (x)) > sav(§*) — €. (158)

m

This implies (155), because if sav(£*) = 0 then (155) is trivial, while if sav(§*) > § then
sav(£*) — e > asav(£*). By arguing as in Lemma 22 up to equation (140), it suffices
to prove that if R is fixed but sufficiently large then

sav(§*; BR(x)) > sav(§*) —¢/2 (159)
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for all m sufficiently large. Writing v|g, () as a sum of Op g, (1) translates of +512,
+51 * 87, j:B;‘z, it follows as in the proof of Proposition 21 that for y = (y1, y2) € T,

*

with [y, [y2| < m/2 and r = [y} +y3, | oyl = Op g, (1/r?). Taylor expansion

gives

> (I —cEf) = 0p.r, (1),

Iylhi=R

> (=) = Opr (R2),

Iylli>R
> s = Y |s@h)| = 0nr g B, (160)
Iylhi=R Iylhi=R

Thus,

sav(E") =m® — | Y e < Y (1 —c@E))

z€Ty, z€Tyy,
= O, (R72)+ Y (1=clh,)
Iyl =R
log? R
= O, < Oiz )+#BR(x)— Z e(E5y)] (161)

Iyl <R

using (150) in the last equality. Since this is sav(§*; Bgr(x)) plus a quantity tending to
zero with R, (159) is verified. O

Proof of Proposition 20. First we find a constant By such that:

(I) For sufficiently largem,if €™ e %Am achieves the spectral gap, then its distinguished
prevector v = (&™) must satisfy [[v"|; < Bo.

(ID) If v € C%(Z?) satisfies f(Gp xv) < %y + 1, then v differs by an element of 7
from some ¥ € C%(Z?*) with ||]|; < Bo.

Tothisend, fixany v’ € C>(Z*)\Z andlety’ = (G2 *v') > y.Choose B/, R’ large
enough that v/ € € (B’, R'), and let m > 2R’ so that €(B’, R') embeds into C>(T,,).
Applying Proposition 21 shows that if £'™) is the frequency in %, corresponding to v’,
then

sav(£'™) — f(Gp xv') asm — oo (162)

and therefore sav(&'"™)) < y’ + 1 for sufficiently large m.

Suppose that £ ¢ &, achieves the spectral gap, and let v be the distinguished
prevector of £ By Lemma 18,

™ I < sav(E™) < sav(E"™) < ' +1, (163)

that is, |[v”||1 is bounded by a universal constant. This verifies (I).
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By choosing y’ arbitrarily close to y, we could have obtained that for any € > 0,
if m is sufficiently large then any £ ¢ fém achieving the spectral gap must satisfy
sav(£™) < y + €. This will be used later.

For (II), given v € C Z(Zz), let § = Gy xv. Lemma 9 or Lemma 12 shows that
£ € (*(Z?), so there are only finitely many x € Z? such that |&,| > % Reduce £ to
£:7% > [—%, %) by subtracting w € C%(Z?), and let § = Aé = v — Aw, which
differs from v by Aw € 7 and is therefore in C 2(Z2). Because ¥ is integer-valued and
A is bounded from ¢2(Z2?) — €2(Z?),

151 < 1515 = 18815 < IEI5 = D &1 < D (=), (164)

xeZ? xez?

where the last inequality uses 1 — c(¢) > 12 for |t] < % The right side is f(é) =
f(Gz2 % v), so an upper bound on f (G2 * v) translates to an upper bound on |||/,
confirming (II).

Fix By to satisfy (I) and (II). For any v € ZT with |Jv|l; < Bo, we perform a
clustering on supp(v), as follows.

(1) Initially all of supp v is uncovered and initialize a list 2" of centers of balls to be
empty.
(2) Iterate until supp v is covered:
(a) Choose x € supp v which is uncovered and append x to 2.
(b) Beginning from an initial guess R;(x) = 1:
@) Ifvlg Ry 00 @) ¢ C 2(T,,), then choose Ry (x) according to Lemma 22 with

A= %y+1,B = Bp,and R| = R](x).valgR](x)(x) € C2(T,,), then choose

R>(x) according to Lemma 23 with o = %, B = By, and R; = R(x).
(ii) If the condition of those lemmas holds,

d (x, supp ”|BR1<x)(X)f) > 2Ry (x),

then declare those y € supp(v) N Bg,(x) covered and continue to (c).
Otherwise, replace R;(x) := 2R (x) and repeat step (i).
(c) If all of supp v is covered, finish. If not, return to (a).
(3) Since ||v||1 < By, the process stops after boundedly many steps.

At the end of this process,

suppv C | J B, (x). (165)
xeZ
d (x, supp U|BR1(X)(x)") > 2Ry(x) foreachx € 2. (166)

We claim that a subset 2~ C 2 can be chosen such that

suppv C | | Bry) (). (167)
xeZ"’

Note a particular consequence of (166) and (167) is that the balls

{Bry()(X)} e (168)
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are pairwise disjoint.

To verify (167), let x and x’ be centers of balls of the process with x appearing
prior to x” in the list. We will show that either Bg, (v)(x) and Bg, () (x") are disjoint,
or Bg,(x)(x) N'suppv C Bpg,w)(x'). First, since x" ¢ Bpg,(x)(x), we have d(x, x") >
2R>(x) > 2R;(x). Suppose y is in the intersection of Bg, (x)(x) and Bg, (" (x), so that

dx,x") <d(x,y)+d(y,x") < Ri(x) + R{(x'). (169)
Combining this with the lower bound on d(x, x") gives Ri(x) < Ri(x’). Therefore,

(169) implies that d(x, x') < 2R (x") < 2R»(x’), whence d(x, x’) < Ry(x). For any
Z € BR,(x)(x) Nsuppv,

d(z,x") <d(z,x) +d(x,x') < Ri(x) + R1(x") < 2Ry(x") (170)

so that, in fact, z € Bg, () (x") and Bg,(x)(x) Nsuppv C Bg, vy (x"). Hence, starting
from 2" we obtain the desired list 2" by discarding any x which satisfies x € Bg, (x/y(x")
for some x’ later in the list.

Let R (v) = max{R(x) : x € Z"'}. From the description of the clustering algorithm,
there is a uniform in m upper bound on R{(v) that depends only on By:

Ri(v) < Ro = Ro(By). (171)
Fix
yo =min {f(Gz *v) : v € €(Bo, R))\Z}. (172)

We will show that y = yp, but a priori we only know that yp > y and y9 > 0. Proposition
21 implies that if m is large enough,

|sav(Gr, *v) — f(Gp *v)| < /8 forall v e €(Bo, Ro). (173)

We can now prove Part 1 of Proposition 20. Let & e ?m achieve the spectral gap, and
take m large enough that sav(§) < min(%y +1, %)/0), noting that the upper bound is

strictly greater than . Letv € Zg’" be the distinguished prevector of &, with ||v||; < By,
and run the clustering algorithm on v. Set

P {x € 2 gy i ¢ I} (174)

and define v’ to equal v on each Bg, (x)(x) for x € 27", while v = 0 elsewhere. To get
from v to v/, we subtracted finitely many elements of Z. It follows that v = v — Aw
for some w € ZTn; the proof of Lemma 23 explains why this holds on T,, as well as on
7?. We conclude that v’ is also a prevector of &.

Given x € .2, for notational convenience set u*) = v| B, (o ()~ If some u® ¢

C?(T,,), then by construction, sav(£) > %y + 1, a contradiction. Therefore, each u™) €

C2%(T,,). Since R1(x) < Rp and u™® ¢ T, we have f(Gpa x u®y) > yp. It follows from
(173) that sav(Gr,, * u®y > %yo. Then, by step (i) of the clustering,

7\? 3
sav(§; Bry(x)(x)) > <§> Yo > 770 (175)
If | 27| > 2, then sav(§) > %yo, another contradiction. We conclude that |27 = 1,

and moreover, for the unique x € 2™, v' = u™ € C*(T,,). Translating v’ by —x yields
an element of €’ (By, Ro). This proves Part 1 of Proposition 20.
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Part 2 is proved along similar lines. Let v € C?(Z?) satisfy
f(Gg %) <min(3y +1, 3y0). (176)

By property (II), we may assume that ||v]|; < By (by subtracting an element of Z if
necessary). Since supp v is finite, it embeds into T,, for large enough m, and then v can
be seen as an element of C?(T,,). Let £ ¢ fém be the frequency corresponding to v,
so that sav(£§(™)) — f(Gz2 xv) as m — oo, by Proposition 21.

Run the clustering algorithm on v, noting that independent of the value of m, the
algorithm will follow exactly the same steps and produce identical clusters. Define 27",
v’, and the notation u™ as in the proof of Part 1. If u ¢ C?(T,,) for some x € 2™,
then sav(£ ™) > %y + 1. Since the property “u™ ¢ C?(T,,)” is independent of m, this
is a uniform lower bound on all sav(& (m)) and so f(Gpxv) > %y + 1. Likewise, if each
u®™ € C2(T,) but | 27| > 2, thensav(§™) > 3y forallm and so f(Gz xv) > 3.
Both possibilities contradict (176).

We conclude that any v € C?(Z?) satisfying (176) differs by an element of Z from
some v\ € C2(Z?) that has a translate in € (By, Rp). It follows that y is equal to the
right side of (172), that is, y = yp. In particular, y > 0. Finally, the right side of (176)
simplifies to %y, proving Part 2 of Proposition 20. 0O

The following lemma provides the additive savings needed to prove the lower bound
in Theorem 2.

Lemma 24. Let k > 1 be fixed, and let vy, ..., v € C? (T,,) be bounded functions of
bounded support which are R-separated, in the sense that their supports have pairwise

¢! distance at least R. Set v = Zle v;. Then as R — 00,
log(1+R)\ <
- |aEwn| =0 <R2—mz) +> (1= lagwnl). a7
i=l
The implicit constant depends upon k and the bounds for the functions and their supports.

Proof. Seté = G, xvand§; = G, *v;,s0 that |2(5(v))| = |u(§)] and | (5 (v))| =
|L(&;)|. Fix a point x; in the support of each v;, so that the balls Bg/(x;) are disjoint
where R” = [(R — 1)/2]. As in the proof of Proposition 21, if y = (y;, y2) with

vil, [y2] <m/2andr = m

& (xi +y)| = O(1/r). (178)

We obtain the analogue to (153),

_ 1 1 _
1"ﬁ($f)'=0<m>+m > (1-c@w+y)). (719

Iylh =R

If [|ylli < R, then £(x; +y) = &;(x; +y) + O(R™2), so that

— _— _i i 1
¢ B +y)) =c($i(xi+y))+0<w>+0<ﬁ>. (180)



Sandpiles on the Square Lattice 67

As in (160),
Z s (&;(x; +y))| = O(log(1 + R)). (181)

Iyl =R

Combining (179), (180), and (181) yields

)+ ( —c@w+y)). (s
Iyl =R

_ 1 1+R 1
1— 4@l =0 (M)

Take the sum of (182) overi = 1,2,...,k. For z ¢ Ul | Brr(x;), let r; be the 02
distance from z to x;, so that |§(z)| = 0(1/r12 -+ l/rk) Use the inequality

2
! +.et ! <k ! + ! (183)
rl2 r,? - rf r,f

3 (1 - c(E(z))) —0 (%) . (184)

z¢ U{'(:I B (xi)

to conclude that

In combination with (182), this yields

k s log(1 + R) 1 -
L (1-li@) =0 (M) + e X (1-cC@). as

i=1 z€Ty,
or equivalently,

_ log(1+R)\ < _
1—Re(ﬂ(5))=0< e ) Z( ~ |a@)|)- (186)

We will finish the proof by applying (150). Proposition 21 implies that each 1 —
|LE)| = O(1/m?), soRe (L(§)) > 1. Meanwhile,

1 _
Im(A®) = — > sE@). st)=2m1+0 (|z|3>. (187)

m?
z€Ty,

In the Taylor expansion, the linear term vanishes since E has mean zero on T,,. Also,

3

E)’ < (f |§,-<z>|> sk22kj 3

i=1 i=1

(188)

and ) .7 & (Z)|3 = 0(1) by (178). Hence Im ((1(§)) = O(1/m?), and we obtain
the desired result from (186) using (150). O
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6.2. Estimation of moderate size phases. Inthis section we give estimates for the savings
of frequencies & whose distinguished prevectors v = v(§) have ||v||; growing with m.
In particular, we prove an approximate additive savings estimate for separated parts of
v, which is what is needed to prove the upper bound of Theorem 2.

Let R > 1 be a large fixed parameter. Given any v € ZT», for each x € supp v let

nbd(x) := Br(x) ={y € Ty, : ly — xll; < R}. (189)

Perform a simple agglomeration scheme, in which any two points x, y € supp v whose
neighborhoods overlap are joined in acommon R-cluster. In other words, x and y belong
to a common cluster if and only if there is a sequence of points {z;}' ; C supp v such
that x = zg, y = z, and, for 0 < i < n, ||z; — zi+11l1 < 2R. Write % for the collection

of clusters formed in this way. Given C € ¥, write

nbd(C) := |_J nbd(x) (190)

xeC

for the neighborhood of C, so that supp v C | |-ce nbd(C).

Let & C ¥ be the collection of all clusters C such that v|c = Aw for some
w € ZTn and let S be the union of all clusters C € E\ L. The ‘R-reduction’ of v is
defined to be v = v|g, which differs from v by a sum of terms of the form Aw, and
whose L! and L> norms are bounded by ||v||1, ||v]|z~ respectively. We say that v is
‘R-reduced’ if v = v. For any frequency & € éém, the ‘R-reduced prevector’ of & is the
R-reduction of the distinguished prevector v(§), which is indeed a prevector of &.

The following is the main result of this section. It is similar to Lemmas 22 and 23,
but does not require the prevector v to have bounded L' norm.

Lemma 25. Let B > 1 be a fixed parameter. There is a function n(B, R) tending to
0 as R — oo such that for all m sufficiently large, if v € Z™ satisfies the following
conditions:

(1) v is R-reduced
@) llvllge =3
(3) v has an R-cluster C for which || Ve ”1 <B

then
sav(Gr,, * v; nbd(C)) > ngapm —n(B, R). (191)

Thus, if v has mean zero, then the corresponding frequency & € fém satisfies sav(&; nbd(C)) >
ngapm —n(B, R).

The sufficiently large value of m above which (191) holds is allowed to depend on
both B and R.

The upper bound on ||v||p~ could be replaced by any fixed constant; we chose 3

because the distinguished prevector of every & € Eém satisfies ||[v(§)]L~ < 3, so the
R-reduced prevector has the same bound.

Proof. Suppose that v € 7T satisfies the conditions of the lemma. We decompose the
phase function & = Gr,, * v into an internal and external component, £ = &' +£¢, where

g=Gy, *v|c, &%= Gt,, * Vlce . (192)

m
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Our first observation is that the third derivatives of £¢ are uniformly bounded over
all x € nbd(C):

1
‘sz)gs; < . forx € nbd(C)anda,b>0.a+b=3. (193)

To see this, note that if x € nbd(C), then every y € supp(v)\C satisfies |x — y|l; > R.
Therefore,

|D¢Dges| =| 3 v DI DYGr, (x = ¥)
yeCe¢
<llvle= Y ID{DSGT, (x —y)l. (194)

YEBR(x)®

The bound (193) then follows from the asymptotic of Lemma 7.

The rest of the proof is divided into three cases. Heuristically, £¢ could be roughly
constant over nbd(C), vary linearly over nbd(C), or vary quadratically over nbd(C). The
bound on the third derivatives of £¢ ensures that these are the only possibilities. If £€ is
roughly constant, then we can prove (191) using the arguments developed in Sect. 6.1.

If £¢ varies linearly over nbd(C), then we can find a region of nbd(C) far enough
away from C that the internal phase is nearly constant, so £ = £ + £¢ varies linearly.
We then cite the geometric series bound of Lemma 11 to show that for any A > 0, if R
is large enough then sav(£; nbd(C)) > A. This is much stronger than the desired bound
(191):aslongas A > y = limy— o ngapm, we do not even need to subtract n(B, R).

Finally, if £¢ varies quadratically over nbd(C), we use van der Corput’s inequality to
reduce to the linear case.

The proof will use three auxiliary parameters Ry, R2, R3 which tend to infinity with
R and satisfy Ry < Ry < R3 < R. We require that

R3

Ry — o0, —Z 0, ——
R Ri1R5

00, > 1, as R — oo. (195)

252
Rl R3
These properties are all satisfied if, for example, Ry = R'/?®, Ry = R3/%%, R3 = R12/26,

For the first case, suppose that for all x € C and ||y — x||; < R;, we have
’ &y — & Rz <1/ R?. Perform the clustering algorithm from the proof of Proposition
20 on v|, using the same parameters (e.g. « = 7/8). This partitions C into sub-clusters

indexed by a set 2 for each x € 2" there are radii 2R; (x) < R»(x) such that

cc || B () (®), (196)
xeZ’

while the balls {B Rz(x)(x)} re. are disjoint, and each sub-cluster meets the conditions

of either Lemma 22 or Lemma 23, as appropriate. As in (171), the radii Iéz (x) are
uniformly bounded by some R depending only on B. By taking R large enough with
respect to B, we may assume that Ry is arbitrarily small relative to R;.



70 R. D. Hough, D. C. Jerison, L. Levine

Let x € 2”7 and R’ < R;. We use the assumption that ‘ &y — & < 1/R; forall

R/Z
y € Bg,(x) to compute, by Taylor expansion,

. , 1
S e +ED| = Y e +0<R—1>. (197)

YEBRs (x) YEBR/(x)

In other words, for all R’ < Ry,
sav(E; Br(x)) = sav(E'; Br/(x)) + O (R;‘) . (198)

Define 2 C £ as in the proof of Proposition 20. Since v is R-reduced, 2™ is
nonempty. For x € 27", let u'®) be the restriction of v to B 1) (X). By step (i) of the
clustering,

3y +1, u® ¢ C*(Ty),

199
Fsav(Gr, *u®™), u™ e C%(T,). (5

sav(§'; By, (X)) =

Note that %y +1 > ngapm for large enough m, and sav(Gr,, * u®y > ngapm
by definition of 2. Thus, the combination of (198) with (199) verifies the desired
bound (191) except when |.2””| = 1 and u™® e C*(T,,). In that remaining situation,
we observe from (161) that

sav(&'; Bg, (x)) = sav(Gr,, * u™; B, (x))

log? R
= sav(GT,, * u™) — 0p ( o8 5 1)
R
1

o 2 log? R
> m~gap,, — Op ) (200)
1

which along with (198) completes the proof.
In the second and third cases, we assume that there exist x € C and y € Bg, (x) such

thatd := [|§] — &¥llr/z = 1/R3. Setw = y — x, so |w|ly < Ry. For the second case,
suppose that for all integers 1 <n < Twlr>
e e e e 1
Einw — 8¢ — 1 (s)r - Ex) R/Z < R_l (201)

Effectively, the external phase varies linearly along the discrete line {x + nw : n €
Z,0<n<ps).
We now find a segment along the line that is far away from C. Set

z:{ Ry J (202)

38wl

and consider the £!-balls of radius 3*¢|lw]||| centered at x +2-3*¢w, for0 <k < B—1.
The interiors of these balls are disjoint, and x € C is not in any of the interiors. By the
pigeonhole principle, the interior of at least one ball contains no elements of C. Choose
k corresponding to one such ball, and set U = 2 - 3k¢, so that x + Uw is the center.
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Set V = |vtd~T]. By (195), & > +/td — oo with R, and certainly V — oo with
R. Any point y along a shortest path fromx + Uw to x + nw, withU <n < U +V,
satisfies d(y, C) > Ullwl]|;. Since the first derivatives of Gr,, decay like the inverse of
the radius, it follows that &/, — &/, = O () = or(1).

Consider the exponential sum

Uu+v U+v
E — § e i
(x+nw - ( y+nw T éx+nw)
n=U

U+v ) 1 v
=Y e (g; +EL 0 (g; - gf) +0 (R—]) +0 <E>> . (03)
n=U

Taylor expanding the error in the exponential, then summing the geometric series, we
obtain

U+v B % V2 1
) =0 [ —+—+=) =0r(V). 204
;e(sx ) <R1 T +d> or(V) (204)

Hence, this segment of the line provides savings of > V for &. That is, sav(&; nbd(C))
is bounded below by a constant that may be made arbitrarily high by taking R large
enough.

For the third case, suppose that (201) fails for somen = n; < lfj—i SetW = L IIwHu 1,
and apply van der Corput’s inequality with H = 1 to estimate

w

W(W + l) W+1

Z x+nw ) Z (—x+(n+1)w §x+nw)‘ . (205)

Set zp = &7, (1e1yw — Svanw- BY the definition of ny,

ni—1 ni—2

el PCOEIE R DGR EDICHESS (206)

! i=0 R/Z i=0 R/Z
and therefore there is ng < ny — 2 for which
2 2llw|}
8 = llzng+1 — ZnollR/Z = > (207)

Rin? ~ RR;’

For all 1 < n,p < W, the quantity z, — zp — (n — p)(Zng+1 — Zny) 18 @ sum of
O (W?|wl3) terms of the form D‘fDé’é;, where @ + b = 3 and x’ € nbd(C). (Each z;
is a sum of O (||lw||y) first derivatives of £€¢, so z;4+1 — z; is a sum of O (||w||%) second

derivatives of £°, and then (z;4+1 — 2;) — (Zng+1 — Zny) 1S @ sum of O (||w||% . W||w||1)
third derivatives of £¢. Finally, sum over all i between p and n.) Thus, (193) gives

w2 wl
lzn = 2p — (1 = P) @1 = 2n) | g, = O — (208)

By the definition of W and (195), this quantity is O (1/Ry).
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We now repeat the argument of the previous case, using

’ R3
v L _J (209)

3B lwll

to define U’ = 2 - 3%¢’ for an appropriately chosen 0 < k < B—1,and V' = [~/£/§~1].
By (195), é—,, > /0§ — oo with R, and §~! = og (V). Arguing as before, we obtain

U'+v’

_ Vv’ (V/)Z 1
D e Evrurtyw — Exnw) = O (R—l ST 5) =or(V).  (210)
n=U’

Thus, we have saved an arbitrary constant in the sum
w—1
Z e (gx+(n+l)w - §x+nw) ’ (211)
n=1

and hence also in )" ¢ (€,4,,), by (205). O

7. Proof of Theorem 2

In the process of proving Theorem 2, we also prove the following mixing result in L.

Theorem 26. Let m > 2, let ¢y = y ! be the constant of Theorem 2, and as there, set
tMX = com? log m. For each fixed € > 0,

PR, g,

lim min =00
m—00 g ey, LZ(dU% )
. 1 mix
lim max | Py T s, — U, —0. 212)
m—00 g €%y, Lz(dUgy )
cm

Note that, since we restrict to recurrent states, Parseval gives the following characteri-
zation of the L?(dUg, ) norm,

H P,Q’SU —Ugym

m

= > e, (213)

L2dUg,)
£€9,\{0}

7.1. Proof of the lower bound. Our proof of the lower bound in Theorem 2 uses the fol-

lowing second moment lemma, a variant of the method used by Diaconis and Shahsha-

hani [15] to show cutoff in the Bernoulli-Laplace diffusion model (see also [13]).
Given any probability measure p on a finite abelian group ¢, recall from Sect. 5.1

the definitions of the dual group & and the Fourier coefficients (&), for& e 7
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Lemma 27. Let 4 be a finite abelian group, let u be a probability measure on 4 and

let N > 1. Let & C g\{O}. Suppose that the following inequalities hold for some
parameters 0 < €1, €2 < 1,

%l
3 lae) > 28

EeX €1
2

. N N N
Y e -a <a+d | Y ae] - (214)
&1.6eZ Eed

Then
*N 2 2
— U, H > 1 — 4e? — 4é2. 215
‘M v ™VG ~ €l i (215)

—\ N
Proof. Define, for £ € 2, wg = (ﬁg;') or 1if i(€) = 0, and f € LX(%) by

f) =) wee( - x). (216)
Ee X

Then
Eulf1=0. Eu[lff]=121

Eanlfl= Y [2®". B [I/P]= Y wiwmae -2 @)
e £1.6e2

Define A = {g €Y \f(9)| > %EM*N[f]}. By Chebyshev’s inequality, U(A) < 4612,
while by the same inequality, /L*N (A)>1- 46%, from which the claim follows. O

Proof of Theorem 2, lower bound. In light of Proposition 20, choose v € € (By, Ro)
such that the frequency & = £(v) € fém generates the spectral gap. Choose a large fixed
constant R > Ry and let {v; }iAi | be acollection of R-separated translates of v, with M =<
’%. The corresponding frequencies & = &(v;) all satisfy |1(&)] = |2(§)| = 1 — gap,,-

Givenc > 0,set N = |_(10g m—c) gapnjlj and apply Lemma 27 with set of frequen-
cies ' = {Si}f‘i |- Calculate

e = e_c[1+0(1°g2m)]. 218)
m m

If ¢ is sufficiently large, then the first condition of Lemma 27 is satisfied with €] =
0 (Re_c) .

Write d (v;, v;) for the ¢! distance between the supports of v; and v;. Ifd(;, vj) > p,
then by Lemma 24,

log(1 +p>) 019

1— | — &) =201 — |a@)) + 0 (W
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and therefore we can compute

~ N . 2
|M(%‘l _ SJ)| — eZLm 2+O(10g(1+p)/p ) (220)

Choose R large enough that when p = R in (220), the power of m is less than —1. Then,
by separating the cases i = j and i # j,

2
> Jag-gpt =0 (%) +é*0 (%) 221)

I<i,j=M
d(v;i,vj)<logm

since the number of pairs (i, j) in the sum is O(m?log?(m)/R*). In addition, using
p = logm in (220) and plugging in (218),

> el = Y e (1eo(HEem))
ogm

1<i,j<M I<i,j<M
d(vi,vj)=logm d(vi,vj)=logm
log1
< M) N (1 +0 <M>> . (222)
logm

Therefore, since M2 | (£)|*N =< e*m?/R*,

2
S [ -l = M@ PR (1 +0 (l‘)glﬂ B %)) (223)

2
1<t <M logm e~
and the second condition of Lemma 27 is met with & = O (Re™). O
Proof of Theorem 26, lower bound. By Cauchy-Schwarz, the condition ) tc | (&) |N

1
AL
€

implies

2

Ee

1
a© N = 5. (224)
€1

By the proof of the lower bound above, since € is fixed, €] may be taken arbitrarily small,
which proves the L? lower bound. O

7.2. Proof of the upper bound. Recall that Proposition 17 reduces Theorem 2 to the case
where the starting state is recurrent. We prove the upper bound of Theorem 26, which
implies the upper bound of Theorem 2 by Cauchy-Schwarz. We consider mixing at step

N=1[(1+ e)gap;1 logm] =< m? logm. (225)

Let R = R(¢) be a parameter which is fixed as a function of m, to be determined
at the end of the argument. Given frequency & € %, let v € ZE)T’" be its R-reduced
prevector, and perform the clustering algorithm of Sect. 6.2 on v with parameter R.

Let A4 (V, K) denote the number of R-reduced prevectors v of L' mass V in K
clusters.
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Lemma 28. The following upper bound holds:
N (V,K) <exp (K log(m?) + O(V log R)) . (226)

Proof. We provide a recipe to generate all possible prevectors by adding mass one point
at a time. Let I" be a lattice path from (0, 0) to (V, V), that moves either upward or
rightward at each step, and that never passes above the main diagonal. Assume that "
has exactly K — 1 intersection points with the main diagonal strictly between (0, 0) and
(V, V). Let the rightward edges go from (i, k(i)) to (i + 1, k(i)),for0 <i <V — 1.
The sequence {k (i )}2/:_01 is non-decreasing, with 0 < k(i) < i, and there are K values
of i for which k(i) =i (including i = 0).
To generate a prevector v using the path I":

(1) Tterate fromi =0to V — 1:

(a) If k(i) = i, start a new cluster by adding one unit of mass to a point x; that is
separated from the set of previously placed points {x;};-; by a distance greater
than 2R.

(b) Ifk(i) < i, add one unit of mass to a point x; whose distance from the previously
placed point xy ;) is at most 2R. The possibility x; = xi(;) is allowed.

(2) For each x € supp(v) = Ulyz_ol{xi}, let w(x) = #{i : x; = x} be the total mass at
x, and choose v(x) € {—w(x), w(x)}.

Every prevector v with L! mass V in K clusters can be generated by this procedure.
For each path T, since step (a) is taken K times, the number of possible prevectors is
0] ((mz)K (RHV . ZV). The number of paths I is bounded by the V-th Catalan number,

ﬁ(z‘y ) < 22V, Hence,

N(V,K)=0 (mZKRZVSV) , (227)
which has the desired form. 0O

Proof of Theorem 26, upper bound. In
2

= Y |a®, (228)

0745 €D

H PNs, — Uy

L2(dUg,,)

write E (V, K) for the collection of nonzero frequencies & € %Am such that the R-reduced
prevector of & has L' norm V in K R-clusters. Thus,

2
’ L2@Uy,) Z Z Z |/1(§)|2N~ (229)

K>1V>K £€E(V,K)
From the definition of R-reduction in Sect. 6.2, the bound of Lemma 18 applies also
to R-reduced prevectors. Thus, there is a universal constant ¢ > 0 such that every
& € E(V, K) satisfies

PN 80 - U%m

m

1E)PY < exp(—cV logm). (230)
Let A > 0 be a fixed integer constant. Then,

> e

K>1V>AK £€E(V,K)
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< Z Z N (V,K)exp (—cV logm)

K>1V>AK
=3 3 e (K log(m?) — Viclogm — O(log R)]). (231)
K>1V>AK

For sufficiently large m, the coefficient of V' in the last expression is at least 5 logm.
Then, if Ac > 4, we sum the two geometric series:

3OS exp (K log(m?) — V((c/2) logm)>
K>1V=AK
= Y exp (2K logm — AK (c/2)logm) (1 +o(1))
K>1
=m> 421 +0(1)), (232)
where the o(1) is as m — 00. Choose A so that 2 — Ac/2 < —1.

To estimate the remaining sum over K <V < AK,let§ =¢/3 and set B = As~L,
Choose R = R(¢) according to Lemma 25, so that the savings from each R-cluster of
size at most B is at least ngapm (1—€/2).If& € E(V,K) with V < AK, then its
R-reduced prevector has at least (1 — §) K clusters of size at most B. Hence,

N € 5S¢
L= 1A = (1= )K -gap,, (1-3) = (1 - g) gap, K. (233)
and therefore

AEPY < exp ([—2(1 o) (1 - %) logm + 0 (m_2>i| K)

< exp(—(2+ B)(logm)K) (234)

for some constant § = B(€) > 0, as long as € is sufficiently small.
We compute, for sufficiently large m,

Y Y e

K>1 K<V<AK £€E(V,K)

<Y Y HNV.Kexp(—2+p)logmK)

K>1 K<V<AK

< Z Z exp(—Bogm)K + O(V log R))

K>1K<V<AK

< Zexp([—ﬂlogm+ O(AlogR)] K)

K>1
= Y exp(—(B/2)(logm)K) = 0 (m~12). (235)
K>1

Thus, the entire sum (229) tends to zero like a small negative power of m, completing
the proof. O
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Appendix A: Local Limit Theorem

Let v, be the measure on Z? given by

1
Vy2 1= Z (5(1’0) + 8(,1’0) + 5(0‘1) + 5(0’,1)) s (236)

while v is the same measure on T,,. Let

1
v = —(5(0 0) + V), Vige = —(5(0,0) +v72) (237)

be the —-lazy versions. The Green’s function may be expressed as a sum of convolutions
of the lazy measures, which, unlike the non-lazy measures, do not exhibit periodicity.

Lemma 29. The Green’s functions on Z* and T,y, are given by

1 o0
Gp(x)=¢ Z( V() = v 0, 0)) (238)
n=0
and
Lo . 1
GTm (x) 8 rg} (Ué ('x) - W) . (239)
Proof. Recall
1 o
Gz (1) = 1) (v () = v7200,0))
n=0
G 1 i gy
T, (¥) = Zn:o (V () m) .

By expanding by the binomial theorem,

o0

= 1
Gp(x) = 3 Z( Vi Zz(x) | Zz(() 0))
n=0
11 (& n\ . .
— 3 2 > (; <k> (Uzlé (x) — UZ]§ (0, O))) . (240)

Ateven k, the largest value of v*% occurs at 0, so that by adjusting at most one term, the
sum may be arranged to have a smgle sign. Exchange in the order of summation is thus
justified by absolute convergence. This obtains

o0

Gop(x) = % > (v - vE0.0) > <Z)2—". (241)
k=0

n=k

The inner sum has value 2 for every value of k, as follows from the generating function

identity
1 /d\/ 1 1\ & (n+k\ ,
(L - - 242
k! <dx) <1—x> (l—x) 2_;)( k >x (242)
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which is valid in |x| < 1. Thus G2 = Gp.
The equality on T,, follows since both functions have the same discrete Fourier
transform. O

Below we prove a local limit theorem for repeated convolutions of v; ,,. Before
2 ’
doing so, we recall a Chernoff-type tail inequality.

Theorem 30 (Chernoff’s Inequality). Let X;, 1 < i < n, be mutually independent
random variables with

1
Prob (X; = +1) = Prob (X; = —1) = > (243)

Let S, = X1+---+X,. Foranya > 0,

2

Prob (|S,| > a) < 2e % . (244)
Proof. See [1], pp. 321-322. O

Chernoff’s inequality implies bounds for the tail of v, -

Lemma 31. If Y1, Ya, ..., Y, are mutually independent random variables distributed ac-
cording to v% 72 0N Z2, and if T, = Y1 + - - - + Y, then for any a > 0,

{lz
Prob (| 7,12 > a) < 4e™ 4. (245)
Proof. If || T, |l2 > a then either the first or second coordinate is at least % The bound

a2
for either is at most 2¢~ 4n, since this may be estimated by first making n choices, to
move in the first direction, second direction, or hold. Conditioned on these choices, the

first coordinate is the sum of n; < n variables of type X as in Theorem 30, and the
a2

conditional probability of their sum being larger than -4 5 is at most 2. O

Theorem 32 (Local Limit Theorem on Z?). There are polynomials { Py Yoeo with Py of
degree at most k, such that for any i, j € Z and any a, b, N > 0, we have

20 +9*+(+5?
57 % 830 *vlzz(z J) =exp ( 2 N 2
i _J
<P“ (m) P”(m)
X a+b+2
N 2
1 sla+4 L b+4 a
+0( L [1+ Izla N |J|] li|] 1P (; +J )D)
NL+2 Nj+2 N%+2 Na2 +2
+ 0, (exp (—N%’E» . (246)

Moreover, Py is an even function if k is even and an odd function if k is odd.
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€

Proof. Apply Chernoff’s inequality to reduce to i2 + j2 < N 35
The quantity in question is given by

(24/—1)2* /(R/Z)z s (%)a s (%)b (2+ C(Xi+c(y)>N

e(x <i+%)+y(]+b>>dxdy (247)

1
Truncate the integral at ||x||]12§ izt I y||12R iz = N2, since the remainder of the integral
trivially satisfies the claimed bound. Now treat x, y as complex variables. Set

x1 = VnZNx, y1 =Vr?Ny. (248)

[—1 a
X2:=X1—2 W(l-ﬁ-z)
=y -2 (40 (249)
R A CAEIE

2T+ %) »+2/FG+D
X = s = .
VN Y VN

and shift the contour to Im(x) = Im(y2) = 0. In doing so, an integral on Re(x))? +

Now replace

so that

(250)

Re(y2)? = n2/N is created, with | Im(x2)| < LJ%“) | Im(y2)| < Mﬁ(” on this
integral. On this integral, for some 0 <r <1,
2 e(xz) 2 4
e =1-20 (s +0 (||x|| ) 251)

[Tl

and || x||* = O(N 1), with a similar expression for 1 —c¢(y). Since i’ + j> = O (N%_ ),
it follows that for some C > 0,

Relog (M) < —%. (252)

Throughout the integral s () and s (%) are bounded since the imaginary part is, and

e (x (i + %) +y ( Jj+ %)) is O(1) since the real part of the exponential becomes negative.
Thus this integral satisfies the claimed bound and may be discarded.
In the remaining integral with Im(x;) = Im(y;) = 0, expand

2 N b
<—+c(xi+c(y)) e<x (i+%)+y (]+§))

. 2 . 2
zexp<_x§+y§ L9 )

2
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4., 4 4, .4
+ 1+i"+
x (1402222 27 T ) (253)
N N3
Taylor expand s (%‘)a s (%)b, to obtain
2,2 2,2
X\a [y\b b Xy5+yy 1+if+
p (5) p (5> — (1) (y) (1 +0 ( s . (254)
) 4, .
Now use that x5 + y3 < 1+x3 +y3 and i < T+ l;f to obtain

8*“*82 *lez(l ])+0(exp( N2~ 6))

_esm (_% ((i ) (s ’;)))

Fy2
x / e T (mx)(my)?

1
22+ y2 )12 <2N 2

L+xd+yd %+ 4
x(1+0( 2202 ) ) dxadyn, (255)

Extend the integral to R? with error O (exp (—N %_6)>. The integral

[S]

dxydy»

a
s / i 0+2/FE+DY (242 FG+D)
R2 n\/ﬁ n\/N

gives the claimed main term of the theorem. The claim regarding the parity of the
polynomials P follows since in the main term, integration against odd powers of x or
y vanishes by symmetry.

To bound the error, estimate

«Lesp <_§ ((i ) (s g)))

x24y2 1+x3 4 4 -4

_ 0t X, +y 1"+

xf e 2 |x|“|y|”[ 270 LT dxadys.
R2

N N3

a £ 1+\l| b [y2l 1+|J|
Now bound |x]¢ < (\/») + and |y|” < (\/») + . All of the powers of

|x| and |y| integrate to a constant This obtains the bound
<<1 2 ('+a)2+ '+b ’
—exp|——1{(i+= -
NP\ TN 2 U
1 i 1PN %+
x| —F+—)|—+=— )=+ .
N2 N¢ N5 NP N N3
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. . . 1 .
Each term in parentheses becomes equal when |i|, | j| = N 2. Hence the error is bounded

by
< ! 2 <'+a)2+ '+b ’
—exp|——=((i+ = -
v P\TN 2) "7

jlatd b e b g i
><[14_|| ¥l +|l| 1717( J)]

NI ke Nz
O
Proof of Lemma 7. One has
D{D5Gr, i, j) = Z PRIEY % # VTG ko, o+ ). (256)
n 0k, LeZ
Set R =2 +i2 + j2. We must show D“D2 Gr,, (i, j) < R~ 2 . Write
D‘IIDSG’]I"" (l’ -])
1 b . .
=3 PRI V" i+ ke, j o+ tm) (257)
k,LeZ 0<n<R
5*“ 857 % > vy v (i, ). (258)
R<n

In bounding (257), for a sufficiently small constant ¢ > 0, the part of the sum where

n < c% satisfies the claimed bound by applying Chernoff’s inequality, see Lemma

31. In those terms with c% < n < R, those terms with (k| + [£])>m?> > CR1log R

for a sufficiently large constant C may also be shown to satisfy the claimed bound by
applying Chernoff’s inequality. In the remaining terms, apply the local limit theorem to
obtain a bound for (257) of

1
<<ﬁ+ Z

logR<n<R
a b
i+ 4 +km)2+(j+ Brem2\ | 14+ —— lH'km‘ 1+ J+£m|
« Z 872 n n2 n2
k,LeZ n1+# '
e

(|k|+1€)*m*<CRlog R

Forn < R, n < m? and hence the sum over k, £ is bounded by a constant times the
term at (k, £) = (0, 0) by comparing with a geometric series. This obtains

a N
| _2<(i+%)2+(j+§)2> <l + llz‘ ) <1 + %)
QS <—z5+ Y. e ! L .
R

1+a+b

cR
TogR <n<R
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a ) b
| 2((i+%>2+<j+§)2) (1 + 4 ) (1 + Ijll)
2\ 2 2
< + e ! x al dx
ath cR 1+%L
R fog R <¥ <00 X 2
S
R

Expand (258) in characters of (Z/ mZ)? to obtain

(Y

a

1
(258) <— >
(0.0)#(. W)G(Z/mZ)2

2vc( ) re(2 ) [

Pl

()

Use representatives &, n for Z/mZ satisfying |&], |n] < %

< . estimate ‘1 —e (%)
|1—e( )| <<|E|a|"|b 1—c(£) = £ anda i h ith an i 1
b =) =< pproximate the sum with an integral to
obtain, for some ¢ > 0,

1 E1V (Inl\? e R

258) «— BUy (M) ¢

( )<<m2 Z (m) (m) g
[ELInl<%

sS4 L
m m
&m#(0,0)

lx[4yl> _ 2
<</ —y cR(x +y )d dy
(x,y)el— 1. 312 X2+ y?

00
<</ ra+b—le—cRr dr
0

<

a

atb *
2

O
Proof of Lemma 8. Without loss of generality, leta = 1, b = 0. Recall R = i~ + j

2
— m .
Let, for a large constant C1, T = Crlogm and write

DiGr, i, ) = ¢ Z > 51*1)1 (i +km, j + tm)
kleZO<n<T

+—§j&*vﬁ@;)

T<n

Forn < T, by Chernoff’s inequality, if C; is sufficiently large then the contribution

of evaluating v , at terms with (k, £) # (0, 0) in the first sum is O ) Similarly,
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those terms with n < ﬁ may be bounded as an error term. Use the asymptotic from
the local limit theorem to write the (k, £) = (0, 0) term as

_ 2(,.2+jz))

> sy . j)=0 1 +Ci Y eXp(—"
122 i2+j2 2

n
< R
0<n<T W«’KT

_ Gl (Y, (]
T2+ 42 T i2+j2)°

This gives the main term. Bound the sum over large n as before, by taking Fourier
transform. This obtains the bound, for some C4 > 0,

2ec(§)re() |
A UVALAL 1
1 £
_— 1l—el>
o)
4m (0.0£(E.me(Z/mL)>? LARES (C (%) te (%))

1 |€| CyT 2 2
< > 12 P —— &)
(0,0)#(E.me(Z/mZ)?
< !
VT

The claimed error holds, since T > (i + j2)%. O

Appendix B: Determination of Spectral Gap

In this appendix, we compute the value of

y = inf {f(GZz %v) v e 02(22)\1} . (259)
Recall from Sect. 6.1 that
f&= Y (1-c(&ip))- (260)
(i,j)eZ2

while 7 is the set of those v € C%(Z?) for which G2 * v is Z-valued (equivalently,
those v € C?(Z?) for which f(G» % v) = 0).

Given any v € C*(Z?), reduce & = Gy xvto & : Z2 — [—% %) by subtracting
w : Z> — Z. As we observed in the paragraph containing (164), 7 = A is also in
C2%(Z?) and satisfies f(Gype % V) = f(Gpe * v). In addition, v € Z only if € =0 (so
also v = 0). Therefore we may write

11

ZZ
y=inf { f(€) 1 & € (Gpxv:0#£ve CXZ)N [—5, 5) ] . 261)

Write d for the ¢! distance on Z2. Givenaset S C Z2,1et N = N (S) be its distance-1
enlargement

N ={(G,j) € Z*:d(G, j).S) < 1}. (262)
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A lower bound for f (&) is obtained as the non-linear program P (S, v),

minimize: Z (1 —cos (2mx(,j)))
@i, j)eN

. 1 N
subject to: (x(i, j)) (i, j)eN € [0, §:| )

Vik.0) €S, dxg+ D Xaj = vaol
G~ ) =1

2
Indeed, if § = G xv € [—%, %)Z , then for any S C 72, the function x : N(S) - R
given by x(; j) = |&, j)| satisfies the constraints and so

fE = ) (1—cosQmxgj)) = P(S.v). (263)
(i, ))eN
Lemma 33. The program P (S, v) satisfies the following properties.

1. IfS, T C 77 satisfy d(S, T) > 3 then P(SUT,v) = P(S,v) + P(T, v).
2.IfS C T C Z? then P(S,v) < P(T, v).
3. Denote by P’(S, v) the more constrained program in which

11V
(X, )G, j)eN € [0, 4_1] ,
with the same linear constraints. This program has a unique local minimum.

Proof. The first claim holds because the variables in the neighborhoods of S and T
are disjoint and do not have a common constraint. The second claim holds since for
S C T,theprogram P(T, v) is more constrained. The last claim holds since the objective

.. N
function is convex on [O, 4—1‘] . O

We will also use the non-linear program Q(S, v),

minimize: Z (l — ¢os (27Tx(i,j)))

(i,j)eN
. 11V
subject to: (x(i,j))(i,j)eN € —5, E >
Vi 0) €S, 4xey— Y. Xaj) = Vo

G, )= Ol=1

which is also a lower bound for f(§).
We performed the following steps to confirm that the constant y is obtained by
E* = Gy * (81 % 62).

(1) Calculate f(£*) by evaluating

o (e(x) = D(e(y) — 1)
'5;: (m’ n) - 1
4 Jwyze 1= 5(c(x) +c(y))

e(mx +ny) dxdy (264)
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2

3)

“4)

(&)

for |m|, [n| < M. It is known that ||§*|I% = %, so we estimated
5 2
3 (1 — cos (27r$("m’n)) 2 (g(*m’n)) ) (265)
Iml],|ln|<M

By the decay of the Green’s function, this determines f(§*) to within precision
M~ We thus obtained

F(E*) = 2.868114013(4).

The precision was verified by estimating

Y e )] <5 Y ()

max(|m|,|n|)>M max(|m|,|n|)>M 66
(266)
and
2
4 2
Y () =4[ X () | @D
max(|m|,|n|)>M O(fm,)n
max(m,n)>M
using the symmetries |§(*m’n)| = |§(*_1_m’n)|, |S(*m’n)| = |§(*m’_1_n)|.

2
Suppose & = Gy *v € [—1, %)Z satisfies f(£) < 2.869. The condition A& = v
implies that [v| < 3. We ruled out prevectors with some |v(; j)| = 3 by considering
P(S,v) with S = {(0,0)} and |v(0,0)| = 3.
We ruled out v(g,0) = 2 by first considering Q(S, v) with § = {(0, 0), (1, 0)} and
V0,00 = 2, v(1,0) € {—2,—1,0, 1,2}. The only choices giving Q(S,v) < 2.869
were v(1,0) = —1 and v(j,0) = 0. Then we considered Q(S, v) for

S =1{(0,0), (-1,0), (1,0), (0, 1), (0, 1)} (268)

with vo,0) = 2 and v(; j) € {—1, 0} for all (i, j) € S\{(0, 0)}. All possibilities led
to Q(S, v) > 2.869. It follows that any v with f (G2 xv) < 2.869 satisfies |v| < 1.
Consideraset S C Z? to be connected if N () is connected in the usual sense. Using
the increasing property, we were able to enumerate all connected S containing (0, 0),
and such that P (S, 1) < 2.869 (allhad | S| < 6). This can be done iteratively starting
from S = {(0, 0)} using the increasing property of P (S, v) with set inclusion. The
minima in P (S, 1) were rapidly calculated in each case using the SLSQP algorithm
in SciPy’s minimize package. The minima can be verified, for instance, by noting
that at most two variables can satisfy x, ;) > ‘l‘ and by discretizing their values —
the remaining variables are then confirmed if the point is a local minimum. (This
approach also verifies the minima in steps (2) and (3).)

Using the addition property of P(SUT, v) for disconnected S and 7', it was verified
that there is not a configuration of v € C?(Z?) with disconnected support that meets
the condition P (supp v, 1) < 2.869. Of the remaining connected components, those
which admit a configuration in C2(Z?) were estimated using Fourier inversion, as
in (264). The optimum was found to be &*.



86

R. D. Hough, D. C. Jerison, L. Levine

References

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

. Alon, N., Spencer, J.H.: The Probabilistic Method. Wiley Series in Discrete Mathematics and Optimiza-

tion, 4h edn. Wiley, Hoboken, NJ (2016)

. Athreya, S.R., Jarai, A.A.: Infinite volume limit for the stationary distribution of abelian sandpile mod-

els. Commun. Math. Phys., 249(1), 197-213 (2004). https://doi.org/10.1007/s00220-004-1080-0

. Bak, P, Tang, C., Wiesenfeld, K.: Self-organized criticality: an explanation of the 1/f noise. Phys. Rev.

Lett., 59, 381-384 (1987) https://doi.org/10.1103/PhysRevLett.59.381

. Bak, P, Tang, C., Wiesenfeld, K.: Self-organized criticality. Phys. Rev. A (3) 38(1), 364-

374 (1988) https://doi.org/10.1103/PhysRevA.38.364

. Baker, M., Shokrieh, F.: Chip-firing games, potential theory on graphs, and spanning trees. J. Combin.

Theory Ser. A, 120(1), 164-182 (2013). arXiv:1107.1313 [math.CO]

. Bhupatiraju, S., Hanson, J., Jarai, A.A.: Inequalities for critical exponents in d-dimensional sandpiles.

Electron. J. Probab. 22 (2017) ArXiv e-prints, arXiv:1602.06475 [math.PR]

. Bond, B.,Levine, L.: Abelian networks I. Foundations and Examples. SIAM J. Discrete Math., 30(2), 856—

874 (2016). arXiv:1309.3445 [cs.FL]

. Cairns, H.: Some halting problems for abelian sandpiles are undecidable in dimension three. ArXiv

e-prints (2015). arXiv:1508.00161 [math.CO]

. Chung, F, Ellis, R.B.: A chip-firing game and Dirichlet eigenvalues. Discrete Math., 257(2-3), 341—

355 (2002) https://doi.org/10.1016/S0012-365X(02)00434-X

Dhar, D., Ruelle, P., Sen, S., Verma, D.-N.: Algebraic aspects of abelian sandpile models. J. Phys.
A, 28(4), 805-831 (1995). arXiv:cond-mat/9408020

Dhar, D.: Self-organized critical state of sandpile automaton models. Phys. Rev. Lett, 64(14), 1613—
1616 (1990) https://doi.org/10.1103/PhysRevLett.64.1613

Dhar, D.: The abelian sandpile and related models. Physica A: Statistical Mechanics and Its Applica-
tions, 263(1), 4-25 (1999). arXiv:cond-mat/9808047

Diaconis, P.: Group representations in probability and statistics, volume 11 of Institute of Mathematical
Statistics Lecture Notes—Monograph Series. Institute of Mathematical Statistics, Hayward, CA (1988)
Diaconis, P., Graham, R.L., Morrison, J.A.: Asymptotic analysis of a random walk on a hypercube
with many dimensions. Random Structures Algorithms, 1(1), 51-72 (1990) https://doi.org/10.1002/rsa.
3240010105

Diaconis, P., Shahshahani, M.: Time to reach stationarity in the Bernoulli-Laplace diffusion model. SIAM
J. Math. Anal., 18(1), 208-218 (1987) https://doi.org/10.1137/0518016

Fey, A., Levine, L., Peres, Y.: Growth rates and explosions in sandpiles. J. Stat. Phys., 138(1-3), 143—
159 (2010). arXiv:0901.3805 [math.CO]

Fey, A., Levine, L., Wilson, D.B.: Driving sandpiles to criticality and beyond. Phys. Rev. Lett., 104,
145703 (2010). arXiv:0912.3206 [cond-mat.stat-mech]

Fey, A., Meester, R., Redig, F.: Stabilizability and percolation in the infinite volume sandpile model. Ann.
Probab., 37(2), 654-675 (2009). arXiv:0710.0939 [math.PR]

Fey-den Boer, A., Redig, F.: Organized versus self-organized criticality in the abelian sandpile
model. Markov Process. Related Fields, 11(3), 425442 (2005). arXiv:math-ph/0510060

Fukai, Y., Uchiyama, K.: Potential kernel for two-dimensional random walk. Ann. Probab., 24(4), 1979—
1992 (1996) https://doi.org/10.1214/a0p/1041903213

Holroyd, A.E., Levine, L., Mészdros, K., Peres, Y., Propp, J., Wilson, D.B.: Chip-firing and rotor-routing
on directed graphs. In: In and out of equilibrium. 2, volume 60 of Progr. Probab. Birkhduser, Basel, pp.
331-364 (2008). arXiv:0801.3306 [math.CO]

Hough, B.: Mixing and cut-off in cycle walks. Electron. J. Probab. 22 (2017) ArXiv e-prints,
arXiv:1512.00571 [math.NT]

Iwaniec, H., Kowalski, E.: Analytic number theory, volume 53 of American Mathematical Society Col-
loquium Publications. American Mathematical Society, Providence, RI, (2004). https://doi.org/10.1090/
coll/053

Jarai, A.A., Redig, F.: Infinite volume limit of the abelian sandpile model in dimensions d > 3. Probab.
Theory Related Fields, 141(1-2), 181-212 (2008). arXiv:math/0408060

Jarai Antal, A., Redig, F.,, Saada, E.: Approaching criticality via the zero dissipation limit in the abelian
avalanche model. J. Stat. Phys., 159(6), 1369-1407 (2015). arXiv:0906.3128 [math.PR]

Jerison, D.C., Levine, L., Pike, J.: Mixing time and eigenvalues of the abelian sandpile Markov chain.
ArXiv e-prints, (November 2015). arXiv:1511.00666 [math.PR]

Jones, E., Oliphant, T., Peterson, P., et al.: SciPy: Open source scientific tools for Python, (2001). [Online;
Accessed 13 Feb 2017]

Kozma, G., Schreiber, E.: An asymptotic expansion for the discrete harmonic potential. Electron. J.
Probab., 9(1), 1-17 (2004). arXiv:math/0212156


https://doi.org/10.1007/s00220-004-1080-0
https://doi.org/10.1103/PhysRevLett.59.381
https://doi.org/10.1103/PhysRevA.38.364 
http://arxiv.org/abs/1107.1313
http://arxiv.org/abs/1602.06475
http://arxiv.org/abs/1309.3445
http://arxiv.org/abs/1508.00161
https://doi.org/10.1016/S0012-365X(02)00434-X
http://arxiv.org/abs/cond-mat/9408020
https://doi.org/10.1103/PhysRevLett.64.1613
http://arxiv.org/abs/cond-mat/9808047
https://doi.org/10.1002/rsa.3240010105
https://doi.org/10.1002/rsa.3240010105
https://doi.org/10.1137/0518016
http://arxiv.org/abs/0901.3805
http://arxiv.org/abs/0912.3206
http://arxiv.org/abs/0710.0939
http://arxiv.org/abs/math-ph/0510060
https://doi.org/10.1214/aop/1041903213
http://arxiv.org/abs/0801.3306
http://arxiv.org/abs/1512.00571
https://doi.org/10.1090/coll/053
https://doi.org/10.1090/coll/053
http://arxiv.org/abs/math/0408060
http://arxiv.org/abs/0906.3128
http://arxiv.org/abs/1511.00666
http://arxiv.org/abs/math/0212156

Sandpiles on the Square Lattice 87

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

Levine, L.: Threshold state and a conjecture of Poghosyan, Poghosyan, Priezzhev and Ruelle. Commun.
Math. Phys., 335(2), 1003-1017 (2015). arXiv:1402.3283 [math.PR]

Levine, L., Murugan, M., Peres, Y., Ugurcan Baris, E.: The divisible sandpile at critical density. Ann.
Henri Poincaré, 17(7), 1677-1711 (2016). arXiv:1501.07258 [math.PR]

Maes, C., Redig, F., Saada, E.: The infinite volume limit of dissipative abelian sandpiles. Commun. Math.
Phys., 244(2), 395-417 (2004) https://doi.org/10.1007/s00220-003- 1000-8

Meester, R., Quant, C.: Connections between ‘self-organised” and ‘classical’ criticality. Markov Process.
Related Fields, 11(2), 355-370 (2005)

Montgomery, H.L.: Ten lectures on the interface between analytic number theory and harmonic analysis,
volume 84 of CBMS Regional Conference Series in Mathematics. Published for the Conference Board
of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI,
(1994). https://doi.org/10.1090/cbms/084

Pegden, W., Smart Charles, K.: Convergence of the Abelian sandpile. Duke Math. J., 162(4), 627-
642 (2013). arXiv:1105.0111 [math.AP]

Schmidt, K., Verbitskiy, E.: Abelian sandpiles and the harmonic model. Commun. Math.
Phys., 292(3), 721-759 (2009). arXiv:0901.3124 [math.DS]

Sokolov, A., Melatos, A., Kieu, T., Webster, R.: Memory on multiple time-scales in an abelian sand-
pile. Physica A Stat. Mech. Appl. 428, 295-301 (2015) https://doi.org/10.1016/j.physa.2015.02.001
Michael Steele, J.: An introduction to the art of mathematical inequalities. In: The Cauchy-Schwarz
Master Class. MAA Problem Books Series. Mathematical Association of America, Washington, DC;
Cambridge University Press, Cambridge (2004). https://doi.org/10.1016/10.1017/CBO9780511817106.
Titchmarsh, E.C.: The Theory of the Riemann Zeta-Function. The Clarendon Press, Oxford University
Press, New York, 2nd edn, (1986). Edited and with a preface by D. R. Heath-Brown

Communicated by H. Duminil-Copin


http://arxiv.org/abs/1402.3283
http://arxiv.org/abs/1501.07258
https://doi.org/10.1007/s00220-003-1000-8
https://doi.org/10.1090/cbms/084
http://arxiv.org/abs/1105.0111
http://arxiv.org/abs/0901.3124
https://doi.org/10.1016/j.physa.2015.02.001
https://doi.org/10.1016/10.1017/CBO9780511817106

	Sandpiles on the Square Lattice
	Abstract:
	1 Introduction
	1.1 Stabilization of i.i.d. sandpiles
	1.2 Cutoff for sandpiles on the torus
	1.3 Functions harmonic modulo 1
	1.4 Discussion of method
	1.5 Historical review

	2 Function Spaces and Conventions
	2.1 The graph Laplacian and Green's function
	2.2 Exponential sums

	3 Classification of Functions Harmonic Modulo 1
	4 Stabilization on mathbbZ2
	5 The Sandpile Group
	5.1 Random walk on the sandpile group
	5.2 Representations for frequencies

	6 Spectral Estimates
	6.1 Determination of spectral gap up to finite check
	6.2 Estimation of moderate size phases

	7 Proof of Theorem 2
	7.1 Proof of the lower bound
	7.2 Proof of the upper bound

	References




