A CORRESPONDENCE BETWEEN RIGID MODULES OVER PATH
ALGEBRAS AND SIMPLE CURVES ON RIEMANN SURFACES

KYU-HWAN LEE* AND KYUNGYONG LEE!

ABSTRACT. We propose a conjectural correspondence between the set of rigid indecomposable
modules over the path algebras of acyclic quivers and the set of certain non-self-intersecting

curves on Riemann surfaces, and prove the correspondence for the 2-complete rank 3 quivers.

1. INTRODUCTION

In the study of the category of modules over a ring, geometric objects have often been used to
describe the structures. In particular, the following problem has been considered fundamental.
(For a small fraction of references, see [5, 27, 8, 34, 11, 2].)

Problem 1. Let R be a ring. Find a function f from a (sub)set of R-modules to a set of
geometric objects so that the size of the (asymptotic) ext group between two modules M and N

can be measured by the intersections of f(M) and f(N).

The Homological Mirror Symmetry (HMS), proposed by Kontsevich [24], is one of the phe-
nomena which answer this problem. The existence of such symmetry implies that there is a
symplectic manifold S such that the number of intersections between two Lagrangians on S is
closely related to the dimension of the ext group between the corresponding modules.

Pursuing this direction, in this paper, we restrict ourselves to the following problem.

Problem 2. Let R be an hereditary algebra. Find a function f from the set of indecomposable
R-modules to a set of geometric objects so that the non-vanishing of the self-extension group of an

indecomposable module M is precisely detected by the existence of the self-intersection of f(M).

Every finite-dimensional hereditary algebra over an algebraically closed field is Morita equiva-
lent to the path algebra of an acyclic quiver, i.e., a quiver without oriented cycles (See, e.g., [3]).
The number of vertices of a quiver is referred to as the rank of the quiver. The dimension vectors
of indecomposable modules over a path algebra are called (positive) roots. A root « is real if the
Euler inner product (a, «) is equal to 1, and imaginary if (o, a) < 0.
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We first consider the case that R is the path algebra of a 2-complete quiver (that is, an acyclic
quiver with at least two arrows between every pair of vertices), and define a bijective function

f : {indecomposable modules corresponding to positive real roots} — {admissible curves},

where admissible curves are certain paths on a Riemann surface (see Definition 2.1). Then we
formulate the following conjecture:

Conjecture 1.1. For an indecomposable R-module M, we have Ext!(M, M) = 0 if and only if

f(M) has no self-intersections.

In this paper, we prove this conjecture for 2-complete rank 3 quivers. When Ext!(M, M) = 0,
the module M is called rigid, and the dimension vector of a rigid indecomposable module is called
a real Schur root. To explain our result, we let

Z:={(a,b,c) € Z3 : ged(|b],|c|) = 1}.

For each z = (a,b,c) € Z, define a curve 7, on the universal cover of a triangulated torus,
consisting of two symmetric spirals and a line segment, so that a determines the number of times
the spirals revolve and (b, ¢) determines the slope of the line segment. See Examples 2.2 (2). The
curves 7, z € Z, have no self-intersections. Now our result (Theorem 4.2) is the following:

Theorem 1.2. Let R be the path algebra of a 2-complete rank 3 quiver. Then there is a natural
bijection between the set of rigid indecomposable modules and the sef of curves n,, z € Z.

This shows that real Schur roots are very special ones among all real roots in general. Our
proof is achieved by expressing each real Schur root in terms of a sequence of simple reflections
that corresponds to a non-self-intersecting path.! See Example 4.13.

For the general case, let R be the path algebra of any acyclic quiver. We still define an onto

function
g : {admissible curves} — {indecomposable modules corresponding to positive real roots},
and propose the following (See Conjecture 2.4):

Conjecture 1.3. For an indecomposable R-module M, we have Ext' (M, M) = 0 if and only if

g Y (M) contains a non-self-crossing curve.

As tests for known cases, we prove this conjecture for equioriented quivers of types A and D,
and for Agl) and all rank 2 quivers. We also consider the highest root of a quiver of type Fg and
provide such a path. If this conjecture holds true, then it gives an elementary geometric (and
less recursive) criterion to distinguish real Schur roots among all positive real roots.

LAfter the first version of this paper was posted on the arXiv, Felikson and Tumarkin [17] proved Conjecture 1.1
for all 2-complete quivers. Moreover they characterized c-vectors in the same seed, using a collection of pairwise

non-crossing admissible curves satisfying a certain word property.
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There have been a number of known criteria to tell whether a given real root is a real Schur root,
some of which are in terms of subrepresentations (due to Schofield [28]), braid group actions (due
to Crawley-Boevey [13]), cluster variables (due to Caldero and Keller [9]), or c-vectors (due to
Chavez [12]). Building on a result of Igusa—Schiffler [22] and Baumeister—Dyer—Stump—Wegener
[6], Hubery and Krause [21] characterized real Schur roots in terms of non-crossing partitions.
There are also combinatorial descriptions for c-vectors in the same seed due to Speyer—Thomas
[32] and Seven [29]. However none of these is of geometric nature, and most of them rely on
heavy recursive procedures which are hard to apply in practice.

Also a better description for real Schur roots is still needed to help understand a base step of
the non-commutative HMS for path algebras. Note that the recent work of Shende—Treumann-—
Williams—Zaslow [30, 31, 33] suggests HMS for certain (not-necessarily acyclic) quivers including
the ones coming from bicolored graphs on surfaces.

Our conjecture suggests the existence of the HMS phenomenon for the path algebra over an
arbitrary acyclic quiver. In a subsequent project, we plan to investigate the HMS for path algebras

over various quivers.

Acknowledgments. We thank Cheol-Hyun Cho, Christof Geiss, Ralf Schiffler, Hugh Thomas,
Pavel Tumarkin, Jerzy Weyman, and Nathan Williams for helpful discussions. We also thank
an anonymous referee for letting us know of [13]. K.-H. L. gratefully acknowledges support from
the Simons Center for Geometry and Physics at which some of the research for this paper was
performed.

2. A CoONJECTURAL CORRESPONDENCE

2.1. The statement of conjecture. Let Q be an acyclic (connected) quiver with N vertices
labeled by I := {1,..., N}. Denote by Sy the permutation group on I. Let Po C Sy be the set
of all permutations o such that there is no arrow from o(j) to o (i) for any 7 > ¢ on Q. Note that
if there exists an oriented path passing through all N vertices on O, in particular, if there is at
least one arrow between every pair of vertices, then Py consists of a unique permutation.

For each 0 € Pg, we define a labeled Riemann surface Y,2 as follows. Let G; and Gs
be two identical copies of a regular N-gon. Label the edges of each of the two N-gons by
Ty(1)s Ts(2)s - - - » Ty counter-clockwise. On Gj, let L; be the line segment from the center of G;
to the common endpoint of T,y and T;,(1). Fix the orientation of every edge of G (resp. Ga2)
to be counter-clockwise (resp. clockwise) as in the following picture.

2The punctured discs appeared in Bessis’ work [7]. For better visualization, here we prefer to use an alternative

description using compact Riemann surfaces with one or two marked points.
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a(2)

a(3)

o(N —1)

Let 3, be the (compact) Riemann surface of genus L%J obtained by gluing together the two
N-gons with all the edges of the same label identified according to their orientations. The edges
of the N-gons become N different curves in X,. If IV is odd, all the vertices of the two IN-gons
are identified to become one point in ¥, and the curves obtained from the edges are loops. If
N is even, two distinct vertices are shared by all curves. Let T be the set of all curves, i.e.,
T=T1U---UTy C X, and V be the set of the vertex (or vertices) on 7.

Consider the Cartan matrix corresponding to Q and the root system of the associated Kac—
Moody algebra. The simple root corresponding to ¢ € I will be denoted by «;. The simple
reflections of the Weyl group W will be denoted by s;, ¢« € I. More precisely, for each o € Pg,

W = (s1,..,8n : st = =s% =eand (s;5))™ = e for i < j),
where e is the identity element and

2, if there is no arrow from o (i) to o(j) on Q;
m;; =« 3,  if there is a single arrow from o (i) to o(j) on Q;

o0, otherwise.

Let 20 be the set of words to = iqiy-- -4 from the alphabet I such that no two consecutive
letters i, and 4,41 are the same. For each element w € W, let R,, C 20 be the set of words
i1i2 - - -4 such that w = s;,8;,---5;,. Recall that the set of positive real roots and the set
of reflections in W are in one-to-one correspondence. Also note that if Q is 2-complete, i.e.,
W = (s1,...,8n : s% =...= 3?\/ = e), then there is a unique expression for every element w € W
as a product of simple reflections (with no two consecutive simple reflections being the same),
hence R,, contains a unique element. Define

R= |J BRocw.
wew
w : reflection

Definition 2.1. Let 0 € Pg. A o-admissible curve is a continuous function 7 : [0,1] — X,
such that

1) n(z) € V if and only if = € {0,1};

2) there exists € > 0 such that 7([0,¢€]) C L and n([1 — €, 1]) C Lo;

3) if n(z) € T\ 'V then n([x — €,z + €]) meets T transversally for sufficiently small e > 0;
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4) and v(n) € R, where v(n) := iy - - - i) is given by
{ze€(0,1) : nx) eTt={a1 <---<axr} and n(xy) €T;, for ¢ e{1,.. k}.
If o is clear from the context, a o-admissible curve will be just called an admissible curve.

Note that for every w € R, there is a o-admissible curve n with v(n) = to. In particular, every
positive real root can be represented by some admissible curve(s).

Example 2.2. Let N = 3, and Q be the rank 3 acyclic quiver with double arrows between every

pair of vertices as follows.
2

LN,

Let o € S3 be the trivial permutation id. We have Pg = {id}.

(1) First we consider a positive real root a; +6ag + 2a3 = s9s3a and its corresponding reflection
w = $983818352. Then R,, = {23132} C R, and the following red curve becomes a o-admissible
curve 1) on X, with v(n) = 23132. The picture on the right shows several copies of 1 on the
universal cover of 3, where each horizontal line segment represents 77, vertical T3, and diagonal
T5. Clearly n has a self-intersection.

(2) Next we consider another positive real root

(2.3) 16624901 + 43526639 + 113952123 = (838281)4828382818283a2,

and its corresponding reflection w = (s35251)%52535251525352535251525352(515253)%. Below we

draw a copy of a g-admissible curve 1 with v(n) = (321)42321232321232(123)* on the universal
cover of 3,. Here n has no self-intersection.

B

Conjecture 2.4. Let ', be the set of (isotopy classes of) o-admissible curves n such that n

has no self-intersections, i.e., n(x1) = n(x2) implies v1 = x2 or {z1,x2} = {0,1}. For each
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n €Ty, let we W be the reflection such that v(n) € Ry, and let B(n) be the positive real oot
corresponding to w. Then {B(n) : n € Usepl's} is precisely the set of real Schur roots for Q.

Remark 2.5. The correspondence 7 — £(n) is not one-to-one in general. If there are at least
two arrows between every pair of vertices on Q, then the conjecture predicts that it would be a
bijection.

2.2. Type A Quivers. In this subsection we prove Conjecture 2.4 for equioriented quivers of

type A. Let Q be the following quiver:
l1—2—...—n

Since all positive real roots are Schur, it is enough to show that every positive real root can be
realized as (n) for some n € I';5. Each positive real root is equal to s;8;41 - - -sj_1a; for some
i <je{l,..,n}, and the corresponding reflection is w = s; - -~ s;_15;5j—1 - - - 5;. There exists an
admissible curve 1 with no self-intersections and v(n) =i---(j —1)j(j —1)---i € Ry, as depicted
in the following picture, so we are done.

4

i+ 1

i+ 2

2.3. Type D Quivers. In this subsection we prove Conjecture 2.4 for the following quiver:

n—1
1 —2— - —n—2 <

n
For the corresponding root system of type D,,, all positive real roots are Schur. Each positive
real root is equal to one of the following:

(2.6) SiSi41 - Sj_loéj, 1 S 1 S j S n — 1,
(2.7) 8i8it1 " Sp_2Qn, 1<:<n—-1,
(2.8) (8j8j+1 s snfg)(snsnflsnfg s Si+1)ai, 1<i< j <n-1.

The roots in (2.6) are of the same form as in type A. For each of the corresponding reflections
to the roots in (2.7), there exists an admissible curve n with no self-intersections on ¥, where
o is either the permutation interchanging only n — 1 and n (see the picture below) or the trivial

permutation id.
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%

For each of the corresponding reflections to the roots in (2.8), there exists an admissible curve
7 with no self-intersections on ;4. Such curve is given below, where we omit drawing the edges
1,...,4 — 1 with which 1 does not intersect.

j—1

2.4. A quiver of type Ejg. In this subsection we consider the following quiver:

6 — 7
/
\

8

Hée—4+—3+—2<+—1

Again every positive real root is Schur. The highest positive real root
601 + dag + 4dag + 3ay + 2a5 + dag + 2a7 + 3ag

can be given by (sgs7---s251)°(sgs7 - -~ s2)ay, and one of non-reduced expressions for the corre-

sponding reflection is

(sg57---5251)° (5857 -~ 89)81 (52 - - - 5788) (8182 - - - 5758)°,

which gives rise to the following non-self-intersecting curve on ;4.
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On the actual Riemann surface Y4, this is just a spiral around one vertex followed by another
spiral around the other vertex.

Remark 2.9. It is not easy to give a unified proof of Conjecture 2.4 for all quivers of type ADE

with arbitrary orietations.

2.5. Rank 2 Quivers. In this subsection we prove Conjecture 2.4 for rank 2 quivers. Again in
this case, all positive real roots are Schur. The reflection corresponding to each positive real root
is of the form s;s;s; - - - 5;555; with {i,j} = {1,2}. Cearly there exists a spiral ) (as an admissible
curve) on the sphere ¥, such that n has no self-intersections and v(n) = iji---iji, where o is
either id or the transposition (12).

)

2.6. Rank 3 tame quiver. Let Q be the rank 3 acyclic quiver of type Agl as follows:
/N
11— 3

We have Pg = {id}. The positive real Schur roots are, for n > 0,

(51525352)%041 if n is even,
(2.10) (n+1)a1 + nag + nag = n-1

(s1828382) 2 s1saais  if m is odd,
(2.11) (n+ 1)ag + (n+ 1)ag + nas = (s1525352)" s19,

$2835951) 2 Saav if n is even,
(2.12) nay+ (n+ Dag+ (n+ 1)ag = (528352 1)%12 5 ,

(s2835281) 2 s2s3saar;  if m is odd,
(2.13) nay + nag + (n+ 1)as = (s2535251)" s2s3a,
(2.14) ay  and o1 + ag = sjas.

One can see that admissible curves corresponding to (2.10)-(2.13) are essentially determined by
line segments with slopes "7, ”TJ“Q, Z—E, Z—ié, respectively, on the universal cover of the torus
with triangulation as in Example 2.2. Curves corresponding to (2.12) and (2.13) are (isotopic
to) line segments. When n > 1, curves corresponding to (2.10) and (2.11) revolve 180° around
a vertex at the beginning, follow a line segment, and again revolve 180° around a vertex at the
end. Clearly, such curves do not have self-intersections. The Schur roots as and «ay + a3 trivially
correspond to non-self-intersecting curves.

Conversely, an admissible curve with no self-intersections on a torus becomes a curve on the
universal cover isotopic to a union of two spirals around vertices, which are symmetric to each
other, and a line segment in the middle of the two spirals. It can be checked that each of such
curves gives rise to one of the real Schur roots listed in (2.10)-(2.14). Thus Conjecture 2.4 is

verified in this case.



A CORRESPONDENCE BETWEEN RIGID MODULES AND SIMPLE CURVES 9

3. PRELIMINARIES

3.1. Cluster variables. In this subsection, we review some notions from the theory of cluster
algebras introduced by Fomin and Zelevinsky in [18]. Our definition follows the exposition in
[19]. For our purpose, it is enough to define the coefficient-free cluster algebras of rank 3.

We consider a field F isomorphic to the field of rational functions in 3 independent variables.

Definition 3.1. A labeled seed in F is a pair (x, B), where

o x = (x1,x2,23) is a triple from F forming a free generating set over Q, and
e B = (b;;) is a 3x 3 integer skew-symmetric matrix.

That is, x1, z2,x3 are algebraically independent over Q, and F = Q(x1, z2,x3). We refer to x as
the (labeled) cluster of a labeled seed (x, B), and to the matrix B as the exchange matriz.

We use the notation [z]; = max(z,0) and

x/|x| if z #£0;
0 if x =0.

sgn(x) =

Definition 3.2. Let (x, B) be a labeled seed in F, and let k € {1,2,3}. The seed mutation py
in direction k transforms (x, B) into the labeled seed pux(x, B) = (x/, B’) defined as follows:

e The entries of B’ = (b{;) are given by

—by; ifi=~FKorj=k;
(3.3) =4
bij +sgu(bir) [bikbrjl+ otherwise.
e The cluster x' = (7, 3, 23) is given by x; = x; for j # k, whereas zj, € F is determined
by the exchange relation
[ qLa

L

(3.4) T =

Let B = (bi;) be a 3 x 3 skew-symmetric matrix, and Q be the rank 3 acyclic quiver corre-
sponding to B, with the set I = {1,2,3} of vertices, such that the quiver Q has b;; arrows from

by
i to j for bj; > 0. We will write 4 —s j to represent the b;j arrows. Assume that |b;;| > 2 for
i # j. Without loss of generality, we further assume that the vertex 1 of Q is a source, the vertex

b V Y:S
1 3

The matrix resulting from the mutation of B at the vertex ¢ € I, will be denoted by B(7),

2 a node, and the vertex 3 a sink:

b3

and the matrix resulting from the mutation of B(7) at the vertex j € I by B(ij). Then the
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matrix B(iyia---ix), ip € I is the result of & mutations. We will write B(w) = (b;;(w)) for
=gy ---i € W. When py is a sequence (g, - , i, ) of mutations performed from left to
right, we write Z(0) = i (Z) = i), 0 -+ - o pi; (E) for a labeled seed =.

The cluster variables are the elements of clusters obtained by sequences of seed mutations from
the initial seed ((z1,x2,z3), B). The remarkable Laurent phenomenon [18] and Positivity theorem
[14, 15, 20, 25, 26] imply the following:

Theorem 3.5. Each cluster variable is a Laurent polynomial over Zso in the initial cluster

variables x1,xs, x3.

Thanks to the Laurent Phenomenon, the denominator of every cluster variable is well defined
when expressed in reduced form.

0 2 2
Example 3.6. Let & = ((wl,mg,xg), ( -2 0 2 )) be the initial seed. The mutation in
-2 -2 0

direction 3 yields

_ 2,211 0 2 -2
‘:‘(3) = (.’El,.’]}‘27 1,13:52—’— ) ) -2 0 -2 .
8 2 2 0

Applying the mutation in direction 2 to Z(3), we obtain

0 -2 -2

=(32) = af(Itzfed)® +af zfzd+l s 0 9
— I, 2 ) ) .

T2T3 3 2 —2 o0

More mutations produce

0 2 2
= 4y _ Py Py Py
H((321) ) = <<I411895I%2816I§3552a 2 IST0,;A805,T28T6 » L TTA, T870, 895 | 5 -2 0 2 )

-2 -2 0

where the corresponding quiver is acyclic. We apply the mutation in direction 2 to obtain

0o -2 6
E((321)42) = 1895 153116 33552 » 7920 25437 51288 5 714 1};?0 1895 2 0o -2
170T; LR Thaa 5 3 Tai eyt Pegt )0 ’

—6 2 0

where the corresponding quiver is cyclic. We calculate three more mutations:

0 10 -6
= 4 P, Py P
2((321)*23) = ! % -0 2
(( ) ) 1.11189517%28161%3552 ’ 1‘{9201‘307371‘24288 ) $%8656$55026$§96417 ) ’

6 -2 0

0 —10 6
= 4 — Ps Py P
H((321) 231) - (I16704lx437340x1144950’ 56792033207375654288’ x28656175026x196417 9 10 0 —58 9
1 2 3 1 2 3 1 2 3 —6 58 0

0 10 —574
= 4 _ P Py Ps
u((321) 2312) = <z167041m437340x11449507 51062400 ;4352663 ;11305212 ) ;28656 ;75026,,196417 | » | —10 0 58 .
1 2 3 1 2 3 1 2 3 574  —58 0

Here all P; are polynomials in 21, 22, 3 with no monomial factors. Compare (2.3) with the new
cluster variable P;/z}60249052352663,,11395212 4 =((321)%2312).
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3.2. Positive real roots. Let A = (a;;) be the symmetric Cartan matrix corresponding to B
and g be the associated Kac—Moody algebra. The simple roots of g will be denoted by «;, i € I.
Let Q4+ = ®ic1Z>0c; be the positive root lattice. We have the canonical bilinear form (-, -) on Q4
defined by (a;, oj) = a;j for i, j € I. The simple reflections will be denoted by s;, ¢ € I and the
Weyl group by W. As before, let 20 be the set of words to = i1 - - - i, in the alphabet I such that
no two consecutive letters i, and 4,41 are the same. Since W = (s1, 52,53 : §? =53 = s% =e),
we regard 20 as the set of reduced expressions of the elements of W. Assume that 20 also has
the empty word 0.

For to = i1 - -4 € 20, define
Sp 1= 8, -85, € WL

A root § € Q4 is called real if f = wa; for some w € W and «y, ¢ € I. For a positive real root
B, the corresponding reflection will be denoted by 75 € W.

4. REAL SCHUR ROOTS OF RANK 3 QUIVERS

In this section we prove Conjecture 2.4 for rank 3 quivers with multiple arrows between every
pair of vertices. We describe the set of real roots by the isotopy classes of certain curves on the
universal cover of a triangulated torus and characterize the curves corresponding to real Schur

roots.

4.1. Curves representing real roots. For easier visualization, we restate the set-up from
Section 2.1 in terms of the universal cover. Consider the following set of lines on R?:

T=T1UT2UTs,

where T1 = {(z,y) : y€Z}, a={(z,y) : v+y € Z}, and T3 = {(z,y) : x € Z}. Together
with 7, the space R? can be viewed as the universal cover of a triangulated torus.
We also define

Li1={(z,y) :2—y€Z, z—|z]<3} and Lo={(z,y):z-y€EZ z—|z]>3}

Definition 4.1. An admissible curve is a continuous function 7 : [0, 1] — R? such that
1) n(x) € Z? if and only if z € {0,1};
2) there exists € > 0 such that 7([0,€]) C £1 and n([1 —€,1)) C La;
3) if n(x) € T\ Z? then n([z — €, x + €]) meets T transversally for sufficiently small € > 0;
4) and v(n) € R, where v(n) := iy - - - i) is given by

{zre€(0,1) : nx) e Tt={x1 <---<axx} and n(z,) €T, for L€ {l,.. k}.
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4.2. Curves representing real Schur roots. Let
2 :={(a,b,c) € Z° : ged([pl, |e]) = 1},
where ged(0,0) = oo and ged(z,0) = x for nonzero z. Fix z = (a,b,c) € Z and let

[ if max([bl ef) = 1;
] 1/2V02 + 2, otherwise.

Let C,1 C R? be the spiral that (i) crosses the positive z-axis |a| times; (ii) starts with the
line segment from (0,0) to (¢/2,€/2), goes around (0,0), and ends at (eb, ec); and (iii) revolves
clockwise if a > 0 (resp. counterclockwise if a < 0). Let C, 2 be the line segment from (eb, ec) to
(b — eb,c — ec), and C, 3 be the spiral obtained by rotating C 1 by 180° around (b/2,¢/2). Let
7. be the union of C, 1, C, 2 and C, 3. We are ready to state our main theorem as follows.

Let T be the set of (isotopy classes of) admissible curves n such that 7 has no self-intersections
on the torus, i.e., n(x1) = n(z2) (mod Z x Z) implies x1 = x5 or {z1,z2} = {0,1}. It is not hard
to see that I' = {1, : z € Z} by using Dehn twists. Recall that 3(n) is defined in Conjecture
24 forneT.

Theorem 4.2. The set {3(n,) : z € Z} is precisely the set of real Schur roots for Q.

Clearly, the above theorem implies that Conjecture 2.4 holds for rank 3 quivers with multiple
arrows between every pair of vertices. We will prove this theorem after we state Theorem 4.17
below in Section 4.4.

4.3. Mutations of vectors and the definition of ().
We define the triple V(1) of vectors on R? for w € 20\ {0} as follows. First we define
V(1) = ((~1,2),(-1,1),{0, 1)),
V(2) = (<07 1>7 <17 1>7 <17 0))’
V(3) = ((1,0),(1,-1),(2,-1)).
Then we inductively define V (iy - - -i4) for ¢ > 1. Suppose that V(i1 ---iq—1) = (01,03, 03). Then
V(i1---iq) is defined by
(
(4.3) V(ii--ig) =1 (
(
Write V(1) = (vi(mw),v3(w),v3(w)). Let p € {1,2,3} and suppose that vp(tv) = (b,c). Let &
be (the isotopic class of) the line segment from (0,0) to (b,c). One can see that ged(|b], |c|) =1
and so £ € I'. We write

(4.4) B(vp(w)) = 5(§) and v(vp(w)) = v(£) € R.

+03,v3,03), ifig=1;

S1USt

01 4 03,03),  ifig =2;

St

03,01 +03), if iy =3.
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For each w € 20\ {0}, we define a positive real root ¢(1) by

where p is the last letter of o € 20\ {0}.

Lemma 4.5. For {i,j, k} = {1,2,3}, we have

(4.6) o((ig)") = (sisj)”_lsiaj and  ¢((i)"1) = (sis;)" ay;
(4.7) o(i(ji)"k) = si(sjsi)%ak and ¢(i(ji)"jk) = si(sjsi)%ﬂak;
(4.8) ¢(Z(]Z)nkl) = si(sjsi)%sk(sisj)"ai,

(4.9) o(i(5i)"ky) = si(sjsi)%sk(sisj) 5005,

(4.10) O(i(51)" ki) = 5i(s55:) " s(sis;)" e,

(4.11) G(i(ji)" ki) = si(s550) " sp(sisg) " sia;.

Proof. 1t is straightforward to check these identities directly, so we omit the proof. Instead we
illustrate the calculation for v = 121212.
By (4.3), we get

V(12) = (<_172>a<_173>7<071>)7

V(12i212) - (<_1,6>,<_i,7>,<o,1>).

Let ¢ be the line segment from (0,0) to (—1,7). Then v(¢) = (12)°1, hence the corresponding

real root is

(;5(121212) = ,B(f) = ,B(<—1, 7>) = 5152515251 (x9.

g

Let ¢ = {1,12,123,1231,12312,123123,...} and C3 = {3,32,321, 3213, 32132, 321321, ..} C
2. Note that the quiver corresponding to B(tw) is acyclic if and only if to € C; UC3 U {0}. For
=1y ---i €W, let £(tv) = k and

(t0) = 0, if to is the empty word ), or i1 = 2;
PR max{p : i1---ip € Ct UC3}, otherwise.

The following definition is important for the rest of the paper.
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Definition 4.12. Let 1o € 20\ {0}, and write v = wv € 20 with the word w being the longest
word such that B(tv) is acyclic. Assume that to = iy...i;. Then we have k = p(w). Define a
positive real root ¢ (10) by

w(tﬁ) = Sil T Sik—laik lf v = Q)’

Swd(0) otherwise.

Example 4.13. Let Q be the following rank 3 acyclic quiver and B be the corresponding skew-

/\ B( ; )

-2 -2 0

symmetric matrix:

Consider to = (321)#2132 € 2. Then tv = (321)* and v = 2132. One easily obtains
V(v) = V(2132) = ((2,1), (5,3), (3,2)).

Thus v3(v) = (5,3). By recording the intersections of the line segment & from (0, 0) to (5,3) with
T, we have v(§) = 2321232321232 and

(25(0) = ,B(f) = 598359518253(x2.
Combining these, we obtain
() = spp(b) = (s35251) 50535051 5053000 = 166249001 + 435266302 + 11395212013,

This real root was considered in Example 2.2 (2). The word t corresponds to the spirals and v
to the line segment €.

4.4. Denominators of cluster variables. Consider the cluster variables associated to the ini-
tial seed = = ((z1,x2,23), B). The denominator of a non-initial cluster variable will be identified
with an element of the positive root lattice @)+ through

(4.14) .TT1$;”2.T§”3 > M1 + Moty + Mm3ag, m; € 2207 1€ 1.

The denominators of the initial cluster variables x1, x2, x3 correspond to —ay, —awg, —a3, respec-
tively.

Theorem 4.15 ([9]). The correspondence (4.14) is a bijection between the set of denominators

of cluster variables, other than x;, i € I, and the set of positive real Schur roots of Q.

For any w € 20\ {0}, let =(t0) be the labeled seed obtained from the initial seed = by the
sequence [y, of mutations. We denote by (/1 (10), S2(t), 83()) the triple of real Schur roots (or
negative simple roots) obtained from the denominators of the cluster variables in the cluster of

—

=(1o).
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Example 4.16. In Example 3.6, we obtain the triple of real Schur roots from =((321)42312):

B1((321)*2312) = 167041 oy + 437340 avy + 1144950 a3,
B2((321)2312) = 1662490 ay + 4352663 v + 113952125, (cf. Example 4.13)
B3((321)%2312) = 28656 ar; + 75026 arp + 196417 as.

Now we state a description of the real Schur roots associated with the denominators of cluster
variables, using sequences of simple reflections.

Theorem 4.17. Let o € 20\ {0}. If p is the last letter of vo, then we have
(4.18) Bp(10) = 9(10).
This theorem will be proved in Section 5. Assuming this theorem, we now prove Theorem 4.2.

Proof of Theorem 4.2. By Theorems 4.15 and 4.17, we have only to prove that there exists a one-
to-one correspondence to = wo € W\ {0} — z = (a,b,c¢) € Z such that ¢ (w) = B(n,), where
the word to is the longest word such that B(w) is acyclic. By definition, we have ro € C; UCs, and
it determines the spiral C (and C3) and the number a. Next consider the vector v,(v) = (', /)
and determine the sign for (b,c) = +(b',¢’) so that the line segment Cy € T from (eb,ec) to
(b — eb,c — ec) is connected to the spiral C (and Cs) for sufficiently small € > 0. Then we set
z = (a,b,c) € Z and define 7, to be the union of C1,Cs and Cj.

Conversely, given z = (a,b,c) € Z, we have the unique curve 7, consisting of C, 1,C, 2 and
C.3 by definition. The spiral C,; determines v € 20 by simply recording the consecutive
intersections of C,; with 7,, p = 1,2,3. Since ged(|b], |c|) = 1, the line segment C, 5 or the
vector (b, c) determines a unique v € 20 such that v,(v) = £(b, ¢) where p is the last letter of v.
Namely, one can associate a Farey triple with V' (u) = (v1(u), v3(u),v3(u)) by taking the ratio of
two coordinates of each v;(u), i = 1,2, 3, for each u € 20 and use the Farey tree (or the Stern—
Brocot tree) to find v (cf. [1, pp. 52-53]). Then we set tv = tov. This establishes the inverse of
the map w € W\ {0} — z € Z. O

5. PROOF OF THEOREM 4.17

This section is devoted to a proof of Theorem 4.17. Recall that ¢(w) = k and p(tv) = max{p :
i1--+ip € C1 UC3} for w =4y ---i € 2. Note that p(w) = max{p : B(i1...ip) is acyclic}. It is
easy to check (4.18) if (1) = 1, so we assume that ¢(rv) > 2. Let

d(w) :=max{p : ¢+1<p </l(w) and igigs1 i, consists of two letters},

where ¢ = max(1, p(tv) — 1). We also let 10 =41 - iz
We have /(1) > §(v) > p(w) by definition. We plan to prove Theorem 4.17 by considering
the following cases:
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Case 1: £(10) = 6(v) = p(v),
Case 2: £(10) = 6(w) = p(w) + 1,
Case 3: {(w) = §(10) > p(10) + 2,
Case 4: £(w) = () + 1,

Case 5: £(10) = 6(0) + 2,

Case 6: ((v) = §(10) + 3,

Case T: {(w) > 6(10) + 4.

In what follows, we always set {i,7,k} = {1,2,3}. Consider the natural partial order on @,
that is, miai + maag + msaz > miay + mhas + miag if and only if m; > m], for all i € I. We
set ¢i; = |by;| for @ # j and ¢;;(v) = |b;;(v)| for ¢ # j and v € 20.

5.1. Case 1: {(w) = §(1v) = p(w).

If /(1) = 6(w) = p(to) then o = v € C; UCs, equivalently B(to) is acyclic. Write o = ujk for
ueWand j, ke l.

Lemma 5.1. We have

(5.2) Br(ujk) = susj(ar) = p(ujk).

Proof. We have B, (u) = a, and By,(uv) = ay + cupy = sy(ay). Now, by induction, we have

Bi(uj) = su(ay),
Bi(uj) = Bi(u) = Bi(u'i) = sy () = swsisi(as) = susi(c),
Br(uj) = Br(u"kij) = Br(u"k) = sy (ou) = syrsgsisisk(ar) = susisk(on),

where we write u = u’i = u”ki.

Then we have

Br(ujk) = —Br(uj) + cirBi(uj) + cjrBi(ug)
= —susisk(ar) + cipsusi(a;) + cjrsu(ay)
= su[si(ak) — ciry + cjroy] = sulag + cipoy — cipoy + cjray)
= sylag + ¢jroy] = susj(on).

Since 9 (ujk) = susj(ay), we obtain

(5.3) Pr(0) = ().
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5.2. Case 2: (1) = §(tv) = p(tv) + 1. Suppose that to = ukij. Then £(v) = (1) = p(tv) + 1
implies that v = toi.

Lemma 5.4. Suppose that vo = ukij and B(to) is acyclic. Then we have
¢ijfj(w) = ik P (10).
Proof. We use induction on the length of to. Base cases can be checked easily. We have
Bl(ukz) = —ﬂi(uk) + Cikﬂk(uk) + Cij,Bj (uk)
and
/Bj (m) = —ﬁj (uk:z) + Cjkﬁk(uki) + cijﬁi(uki)
= —,Bj (le‘l) + cjkﬂk(uki) + c,-j[—ﬁi(uk:) + Cikﬂk(uk) + Cijﬁj (uk:)]
= (cji + cijcin) B (uk) — ciiBi(uk) + (ci; — 1)8;(uk).
By induction, assume that c;, S, (uk) > ¢;;8;(uk). Then we have
cijBj(w) = cij(cj + cijean) Br(wk) — b3 8i(uk) + cij(c3; — 1)8; (uk)
> cij(cjk + cijeir) Br(uk) — b7 Bi(uk)
> cij(cjk + cijcir) Br(uk) — cijejnBr(uk) = bjjcinBr(uk)
> ¢ikBr(uk) = cikBr(t).
O

Suppose that v € 20 ends with j and consider vi. If we have ¢;;(0)5;(v) > cir(v)Br(v), we
record this situation using [j] below the i-arrow in the following diagram:

%n#m‘.
J

Similarly, if ¢;;(0)5;(v) < ¢ (v) Bk (), we write

o — i
(]

Remember that B(tv) is acyclic and B(w) = B(wi) is cyclic. By definition, we have (i) =
Sway. If o = (), then Bi(wi) = B;(1) = ay; if o = j, then B;(wi) = B;(ji) = sj(ai); if to = 47, then
Bi(roi) = Bi(iji) = s;sj(cy). In all these cases, we have (4.18).

Now suppose that v = ukij. By Lemma 5.4, we have ¢;;5;(w) > ¢;5;(t0). Thus we have

L>mﬁ>mi.
J
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By Case 1, we have

Bi(wi) = —fi(w) + ¢ij8j () = —swsjsi(ai) + cijswsj(a;)

= Splsjou — cija] = Swl(ay).

Thus we have
(5.5) Bi(ri) = sp(i) = (i)
This proves (4.18) in this case.
5.3. Case 3: £(1v) = §(1v) > p(v) + 2. Assume that B(w) is acyclic and B(ioi) is cyclic.

Lemma 5.6. We have

That is, we have
cij(101)Bi (i) > ¢ji (i) B (i),  Bj(wij) = swsi(a;),
and cij(r0if)B;(ij) > e (if) Br(roij),  Bi(wiji) = swsisj().

Proof. If the length of w is less than 3, it can be checked directly. Otherwise, write w = ukij.
Using (5.5), we have

cij(mz’)ﬂi(mz’) = cijsm(ai) = CijSuSkSiSj(Oéi)
= cipsul(cly — Do + cijag + (cfiean — ci + cijejp) ]
= Cij(czzj — D)su(a;) + C?jsu(aj) + (C%Cik — CijCik + C%Cjk)su(ak);
on the other hand, using (5.2), we have
¢ (i) By (1) = (cji + cijcir) Br(uk) = (cji + cijcir)sulon).

Since ui and uk are reduced expressions, we see that sy(a;) and s,(ay) are positive roots. We
claim that s,(a;) > —sy(ag). Indeed, writing u = u’j, we have

su(ag) + sulay) = swsj(ag) + swsj(ay) = swlag + cjraj) — sw(ay)
(5.7) = sw (k) + (cjr — D)sw(a;) >0,

since sy (ay) is a positive root and cj;, > 2.
Now we have only to show that

2 3 2
—Cj; + CjjCik — CijCik + Cj;Cjk > Cjk + CijCik,

which is equivalent to

2 2 3
Cz’jcjk — Cij — Cjk + Cijcik — QCZ'jCZ'k Z 0.
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We write the left-hand side of the inequality as
2 DNea —1) =1 2 Neiies
(cij — Dlejk — 1) = 1+ (¢j — 2)cijcin,

and we are done since c;j, cjp > 2.
Note that ¢;;(wi) = (B;(roi), 5;(wi)). Indeed, since f;(10i) = sp(cy) and 5;(0i) = swps;(a;),

we have
(Bi(wi), B(w0i)) = (sw(ci), swsj(e)) = —(ai, aj) = cij = ¢ij(wi).
Then, from rg, ;) = S SiSm, We obtain
(5-8) Bj(wij) = =B (wi) + ¢ij(wi) 5i(wi) = —fB;(wi) + (Bi(wi), B;(wi)) i (wi)
= 18, (0i) (B (100)) = —swsisy sw8;j() = swsi(ay).
A similar argument establishes c;;(0i7)5;(wij) > cix(10ij) Bk (t0ij) and 5;(wiji) = spsisj(ay).

g

Lemma 5.9. Let to = wi(ji)" for n € Z>o. Then we have

(5.10) cij()Bi(10) > ¢jr () Be(w),  B;(w7) = sp(a),
(5.11) cij(r07)B;(w7) > cin () Br(wg),  Bi(wji) = sgps;(u).
This means that we have
voi (ji)" [j—]> wi(ji)"j T i (ji)" !
i J
for each n € Z>.

Proof. We have (o) = By (10i(ji)") = Br(wi(ji)"j). Similarly, ¢;; = ¢;(wi) = ¢;5(1oi(j9)") =
cij(1i(47)"j). We write v = ¢;; for simplicity. We use induction on n. The case n = 0 is proven
in Lemma 5.6. Thus we assume n > 0. If we consider the vector (3;(r’), 5;(w’) for o’ = roi(ji)™
L v
0 -1
through right multiplication, and the vector after mutation i for w’ = ti(ji)™j is given by

with m < n, the vector (5;(w’j), 5;(w'j) after mutation j is given by the matrix J; :=

-1 0
Ji = ( L Similarly, if we consider the vector (¢;i(w’), cjr(t0’)), the matrices for mutation

Y
J and i are respectively given by the same matrices J; and J;.
2
-1
Let J = J;J; = 7 71 . First, assume that v > 2. We denote two eigenvalues of J by
_’y —_—

A1 and Ag with A\ > X\o. Then we have A\; > 1 > Xy > 0. A diagonalization J = PDP~! of J is

A T+M 1+
givenbyDz(Ol f)andP:< ta LA 2).With)\l—ir/\g:72—2and/\1>\2:1,we
2 - -
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compute to obtain

(M) - M) 3O~ )
T A1 n n n—1 n—1 .
—y(AT = A3) AT A) F AT (1 A2)

We let
Un = 3 AT = A5) = AP+ AT AT AR
Ty 1= )\17:\2()\?(1 + A1) = A5(1+ X2)) = Ynt1 + YUn-

L, YYn
—VYn —Tn-1
Next, assume that v = 2, and let y,, = n and x, = 2n+ 1. Then, from direct computation, we

2 1 2
J' = n " —( Vn for n > 0,
—2n —-2n+1 —VYn —Tp—1

and the same formula for J™ holds in this case as well.

Then we have J" = for n > 0.

have

We want to prove (5.10), which can be written as
VBi(wi(ji)") > cjk(wi(ji)") By ().
If the length of 1o is less than 3, i.e. v = (), j or ij, then B (w) = 0 and there is nothing to prove.

Thus we assume to = ukij.
Using the matrices J", we rewrite the inequality as

(5.12) V(2 Bi(W0i) — YynBj(107)) > (Tncjr(W07) — Yyncik(W07)) Br(10),
which becomes
(5‘13) "}/(ZIInSuSkSZ‘Sj(Oéi) - ’Yynsusksi(aj)) > (xn(cjk + ’Ycik) - ﬁ)/yncik)su(oék)‘
We expand each side of (5.13).
LHS = yasu[(v* — Dai + 70 + (Ve — car + veir)ar)]
— Vynsulyai + aj + (¢j + vein)on)
= [yzn(v* = 1) = VPynlsu(ew) + V20 — 7 ynlsu(ay)
+ an (Yeir — cik + vCik) — Y yn(Cik + yeir)]sulon),
RHS = [z, (¢jk + vCik) — YYnCik)su(ar)-
We consider the coefficient of s,(c;) in LHS and find
2n( = 1) = VY0 = W1 + ) (7 = 1) = ¥Un = (* = Dyns1 —yn 2 0

since v > 2 and yp11 > Yn.-
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Recall that we showed s,(cj) > —sy(ay) in (5.7). We combine the coefficients of s,(c;) and
sy(ay) in LHS and need to prove the following inequality.

V@0 + Y + Y Tncit — YTk + YV TnCik = VUnik = Y YnCik > TnCjk + YEaCik — VynCik-
With z,, = yn+1 + yn substituted, the inequality is equivalent to
(5.14) = Y yns1 + (7 = 27)ns1cik — VynCik + (7 = 1)Yns1Cjk — YnCji > 0.
Using 7, ¢ig, ¢jk > 2 and ypn11 > Yn, We see that
— Yy + (73— 27)Yn+1Cik — YYnCik + (72 — DYnt1¢jk — YnCjik

> — YY1 + (7° = 39)yns1cik + (7 — 2)Ynt1cjk
> — Vi1 +2(7% = 3V Ynt1 + 2077 = 2)ynt1 = (2% + 7 — 10)yn41 > 0.

Thus the inequality (5.14) is proven, so is the inequality (5.10).

One can see that ¢;;(0) = ¢;; = (8;(w), 8;(w)) by induction. Then a similar computation to
(5.8) gives us f;(0j) = s ().

Now we want to prove

VB;(wi(ji)"j) > cir(wi(ji)" 7) B (),
which is the same as (5.11). Since
gy = o Loy & W)
—YYn —Tp-1) \0 —1 —YYn —Tn
the inequality can be written as
V(VYn41Bi(wi) — 20 85(105)) > (YYn+1¢5k(107) — Tncik(t0i)) B (),
and becomes

Y(VYn+15uSkSisi (i) — Tnsusksi(a;)) > (Yynt1(cjk + YCik) — Tncit) sulak)-

This can be proven in the same way as we did for (5.13). Similarly, we obtain §;(wji) = sgs;(ay).
O

Let ® = wi(ji)" for n € Zso and v = i(ji)". By (4.6), we have
¢(vj) = si(sjs:)"; and @(vji) = si(s;si)"s;0u,
and obtain
Bj(1]) = sg(a;) = swd(vj) = Y(twvj) = () and B(wji) = sgsj(ai) = 1(rji).

Thus we have proven (4.18) in this case.
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5.4. Case 4: ((1v) = () + 1.
Lemma 5.15. Let o = wi(ji)" for n € Z>o. Then we have
(5.16) cjk()B;(0) > cip () Bi(w),  Br(wk) = s5(s551)" (o),
(5.17) cir(07)Bi(107) > ¢ (05)8;(107),  Br(Wjk) = s (555" (an).
This means that we have
#ﬁa%ﬂ%k and #tﬁj%tﬁjk.

Proof. First, we consider the case n = 0 and see

cjk (i) B; (i) = (cjk + cijcin) Bj(w) = ¢jB;(10) + cijean B (),

cir(10i) B (i) = ci(—B;(10) + ¢i58j (1)) = —cikBi(10) + cireijBj(w).
Thus we have
(5.18) cjk(v07) B (r0i) > cix(r0i) B;(roi).
We claim that c;j (i) = (8 (1), Bj(10i)). Indeed, if the length of 1w is greater than 3, we have

(Br(wi), Bj(w0i)) = (swsjsisk(ar), swsj(eg)) = (sisk(ar), aj)
= — (o + Cipoi, ) = cji + cijcik = k(7).

Otherwise, it can be checked easily. Then we obtain

Br(wik) = =L (wi) + c;p(wi) Bj(wi) = =L (i) + (B (wi), B;(wi)) 5;(wi)

= —rﬂj(mi)(ﬁk(mi)) = —smsjsgl SwSjSisk(0k) = Swsi(o).
Now assume n > 0. Using the matrix J" = on Tn > defined in the proof of Lemma
—YYn —Tn-1

5.9, the inequality c;ji(10)5;(r0) > ¢ (10)5;(10) can be written as
(Tnejr(07) — YYncir (107)) (YynBi(0i) — 25,185 (10i))
> (Yyncjk(07) — xp_1ci(W07) ) (2,5 (07) — Yyn B (107)),
which is equivalent to
(V2 — ann—1)ejr (i) B(10d) > (v2ys — Tnan—1)cin (i) B; (i),

Since v2y2 — @, 7,1 = det J™ = 1, this inequality is the same as (5.18) and we are done.
We claim that c;ji,(10) = (8;(w), Bx(w)). Indeed, we have

¢ji(10) = Tncji(wi) — Yyncik (i) and

(B (1), Br(0)) = (YynBi(w0i) — xn—18;(0i), B (wi)) = Yyn(Bi(wi), By (i) — 2n—1¢jk(w7).
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Since T, + Tn_1 = Y*Yn, k(i) = cji +vei, and (B3 (1), By (wi)) = —cir + ¢k +~2¢, one sees
that the claim holds. Then we obtain

Br(wk) = —Br(0) + ¢jx(10) 5 (1) = =1 () + (8 (), Br(10))5;(r0 ) —7g; () (B (1))

-1

= —Spsi(sjsi)" 1sj(sisj) szsmlsu(ak) = —Swsi(sjsi)" sj(sis)" 1sisjsisks;13u(ak)

= swsi(sjs:)" " sj(si85)" " sissi(an) = sp(sysi)" (),
where we write to = ukij as before.
Similarly, the inequality c;x(107)8;(wj) > ¢;ji(14)5;(t0j) can be proven in the same way, using

In VYYn+1
—YYn —In

cik(r0j) = (Bi(wj), Br(rv5))

the matrix J"J; = and det(J"J;) = —1. Furthermore, we see that

and obtain

Be(jk) = —1p, (5 (Br(10)5) = —swsi(s58:)"  sj8i55(5i5;)"  si5" sulon)

= Swsi(sjsi)" lsjsisj(sisj)”_lsisjsi(ozk) = sl;,(sjsi)”+1(ozk).

Let 1o = wi(ji)" for n € Z>¢ and v = i(j7)". By (4.7), we have
d(vk) = si(sj5) "o and ¢(vjk) = si(s;5:)*" ey,
and obtain
Bu(0h) = s (515" () = swd(ok) = (k) and Fu(7k) = s (515)" " (o) = (10]h).

Thus we have proven (4.18) in this case.
Before we go to the next case, we list the values of the bilinear form for various roots. Some of
them have already been proved in the proof of Lemma 5.15. As the others can be easily checked,

we omit the details.

Corollary 5.19. We have
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5.5. Case 5: ((1v) = () + 2.

Lemma 5.20. We have

wki w;jki
L I 4 p j ) (%]
— 1 —— 1 an s ] —— 101
1] il \1 o o ik
J
CING h
ok wjkj
Proof. First, we prove
(5.21) cir (k) B (k) > cw(lfok)ﬂj(lfok)

We compute
Cik(Wk) B (k) = ci(0) (=B () + ¢j1(10)8;(10)) = —cir(10)Br () + cir(10)c;jk(10)55(0),
cij(0k)Bj(07) = (—cij(0) + cir(0)cjp (1)) 85 (0) = —c;ij(10)8;(10) + ik (1) cjx (10) 85 (r0).

Since we have

it (10) By, (1) = cip,(w0i ()"~ 5) By (wi (j)" ")
< ¢ (i(50)" 1 5) B (wi(ji)" 1) = €i (1) 5;(0),
we see that the inequality (5.21) holds.

Next, we prove
(5.22) 1 (1K) Bu(10k) > ci; (k) B (k).
We compute
cjk (10k) B (10k) = —cj1,(10) B (10) + ¢k (1) 55 (10),
cij(Wk)Bi(0j) = —cij(10)Bi (1) + ci (1) cjk (1) Bi (10).

Since have ¢ ()3;(10) > ¢;(w)S;(10) by Lemma 5.15 and ¢ (10) 85 (10) < ¢;5(10)5; () by Lemma
5.9, the inequality (5.22) is proven.

In a similar way, one can prove
cik(Wjk)Br(rojk) > cij(wjk)B;(vjk),
cjk(Wik)Br(wjk) > c;5(wik)B;(wjk),

establishing the diagram. O
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Corollary 5.23. We have

Bi(wki) = sg(s55:)"sk(si55)" (), Bi(wkj) = si(sjsi)"sk(sis;)" si(ay),

Bi(wjki) = s (s58:)™ sk (sis;)" T (), Bi(wjkj) = s (sjs0)™ si(sis;)"si().
Let o = wi(ji)" for n € Z>p and v =i(ji)". By (4.8)—(4.11), we have
¢(0k1) = Si(SjSi)ank(SiSj)nai, ¢(Uk]) = si(sjsi)%sk(sisj)"siaj,
(b(tljkl) = si(sjsi)znﬂsk(sisj)”ﬂai, ¢(U]k]) = SZ‘(Sjsi)QnJrlSk(SiSj)nSiaj,
and obtain

Bi(rki) = swo(vki) = ¢(tovki) = (ki) Bj(wkj) = swo(vkj) = (rokj),

Bi(rojki) = swo(vjki) = (rojki), Bi(wjkj) = swo(vjkj) = (rjkj).

Thus we have proven (4.18) in this case.

5.6. The case of /() = d(w) + 3. Write t = o and b = v, or &t = tj and v = vj, so that
u = tov.

Lemma 5.24. We have

fikij ik ji
/ i
; [4] i (]
— uks and — ukj
\ k
[ 5]
ukik tikjk

Proof. First we prove c¢;;(uki)f;(uki) > c;p(uki) By (uki). We have
Cij (ﬁkl),@z(ﬁkl) = —Cjj (flk‘)ﬁz(flk) + Cij (ﬁk)clk(ﬁk)ﬂk(ﬁk),
Cjk(ﬁkl)ﬁk(ﬁk’t) = —C]k(flk‘)ﬂk(ﬁk‘) + Cik (ﬁk)cij (ﬁk),@k(ﬁk)

Since ¢ (k) B (uk) > c;5(uk)B;(uk) by Lemma 5.20, we are done.
Now we prove c;,(uki)3;(uki) > cji(uki)Bj(uki). The left-hand side is

LHS = —c (Uk) i (k) + cix (Uk)? Br (k) = —cip () 85 (1) + cax (Uk)? By (1ik),
and the right-hand side is
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We have c¢;i(uk) By (k) > c;;(1k)5;(1tk) by Lemma 5.20. If t = v, then we have ¢ (u)5;(1t) >
cir(1)B; (1) by Lemma 5.15 and we have LHS > RHS. If &t = tvj, then we compute further and
obtain

j=s]
T
w2
|

|

QQ

=
)
N~—
=
=
+

Y

ES

u)(—cij (W) + cir(t)e;r(n)) 85 (n)
= Cﬂc(ﬁ)(czk(ﬁ)2 — 1)Bj(w) — cir(w)ei; ()55 ().
Since we have
cij(W)B; (1) = cip(W)Be(t)  and e (W)B5(1) = cjr()B;(n)
by Lemma 5.9 and 5.15, we see that LHS > RHS.

The inequalities for the second diagram can be proven similarly. O

We need another lemma to complete our proof for this case. Consider two vectors (or line
segments) U] and v3, and define v7 * ¥3 to be the piecewise linear curve resulting from moving v3
to a parallel position to concatenate v and v so that the end point of ¥1 and the starting point
of U3 coincide. Assume that v] * v3 starts at (0,0) and ends at a lattice point. We define

v(v] *xv3) i=p1---pr €W

which records the consecutive intersections of v7 * v3 with the sets 7p,, t = 1,...,¢ except the
starting point and the ending point. This definition is compatible with (4.4) if we let v3 = 0.
In the rest of the paper, we will simply write v() for s, € W to ease the notation.

Lemma 5.25. Let vpq € Q3. Then we have
v(0p(0p))B(vg(vp)) = —B(vg(0pq)).

Proof. Let {p,q,r} = {1,2,3}. Clearly, we have

vp(vp) = 50p(vp) + 507 (0p) + 504(0p) = 505(0pq) + 57(vp).

The curves v, (vp) and 1v,(vpg) * 3U;(bp) make a triangle with area . Thus there is no lattice
point in the interior of the triangle. Consequently, we have v (v, (bp)) = v (3U;(bpq) * $U4(bp)).
Since the ending point of %v}(npq) is in 7,4, we may write
v (504(0pa) * 504(0p)) = $iy + Sy SqS7e18jea " S
where we have ((v4(bpq)) = Si, - - - Sij,_, g and (vg(vp)) = 55, - - - 55, ,g. Now we have
v(0p(0p))B(0(0p)) = v (574(0pa) * 57, (vp)) B((0p))
= (Siy " Sip_1Sq5je—1Sje—s " Sj1)Sj1 " Sje_y Qg

= Siy ** Sip_y Sq0q = —B(05(0pq)).
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Corollary 5.26. For (p,q) = (i,7) or (j,1), we obtain
Bq(ukpq) = sw(vkpq) = (ukpg)  and  Pi(ukpk) = sw(vkpk) = ¢ (ukpk).
Proof. We first show

(5.27) cpq(Ukp) = (Bp(ukp), By(ukp)).

As the other cases are all similar, we only consider the case it = and p = j,q = i. We have

On the other hand, since (5;(1), Br()) = —ci (W) + ¢;5(w)cjk () by Corollary 5.19, we get
(Bp(ttkp), By(ttkp)) = (=B (wk) + ¢;1. (k) By, (wk), Bi(1))
i( 2B;(10), B;(10))

Thus we have proven (5.27) in this case.

Since we have
Bp(ukp) = swB(vp(bkp)) and  By(ukp) = swB(vg(bkp)),
we obtain from (5.27)
Bq(ukpq) = —Bq(kp) + cpg(ukp) Bp(ukp) = =75, (ikp) Bq (Wkp)
= —sw0(0(0kp)) sy s108(0; (0kp)) = — s (0(0kp)) B (7 (0kp)).
Now it follows from Lemma 5.25 that
Bq(ukpq) = —swv(Up(0kp))B(vg(bkp)) = s0B(vg(0kpq)) = swd(bkpq) = 1 (ukpq).
Similarly, we have
(5.28) cpr(ukp) = (Bp(kp), B (ukp))
and compute
Br(ukpk) = —13, akp) Br (Wkp)
= — 500 (Up(0kp)) s 50 B(07(0kp)) = —swv (07, (8kp)) B (i (0kp))
= swB(0k(0kpk)) = swo(vkpk) = (ikpk).

27
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5.7. The case of /() > §(w) + 4. Consider v € 20 and write
Tﬁ = ﬁkulkug e kug,

where we let
ug = (i5)"™, (59)™, (ig)"™ i or (ji)"™j for some ny > 0
fort=1,2,... ¢

Lemma 5.29. We have

107 101 101
J i i
. [4] i 7] v (k]
— > 1D , — 10 or — 10
[i] N (K]
ok wk v

Proof. Since the other cases are similar, we only consider the case u; = (ij)"™i for n > 0. We use
induction on £ and n. When ¢ = 1 and n = 0, the assertion follows from Lemma 5.24. Assume
that £ > 1 and n > 1, and suppose that uy = (i5)"i. First we want to prove

(5.30) ¢ij(10) Bi(10) = cjx (1) Br (0).

Write ' = ttkujkuy ... up_;. Let v = ¢;;(w’k). Then, using the matrix J, in the proof of Lemma

5.9 with new ~, we have
Czj(rb)ﬁz(ﬁ)) = V(xnﬁi(m,k‘i) - Vynﬁj (m/kz))
= Y2 (—Bi(W'k) + cit(W'k) B (w'k)) — 7P yn B ('k)
= —y2nBi(0'k) + yncin (') B (0'k) — ¥2yn8;(W'k),
¢k (10) B () = (zncjp(W'ki) — yynci(w'ki)) Br (w'k)
= T (—cje(W'k) + e (W0'k)) B (W'k) — Yyncir(w'k) Br(w0'k)
= —2p ik (W'k) B (W'k) + yancip (0'k) B (0'k) — yyncir (0'k) B (w'k).
Since we have, by induction,
cik(m’k)ﬂk(m’k) > ’)/,Bj(m/k) and cjk(m’k:)ﬁk(m’k:) > ’yﬂi(m/k),

the inequality (5.30) follows.
Next we prove

(5.31) cik(10) Bi(10) = ¢ (10) 35 (10).
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Write w” = fkujkus ... uy_1ki(j3)"'4. By induction, we have
(") (=G + iy (10) 55 (10")) = —exp (1) (") + (10”0 5",
¢ji(10)B;(10) = (—¢jr(t”) + cij (") ez (")) B (") = —cji(0") B (w") + cine (") ey (10”) B (o).

Since c¢ji (") B (") > ¢ (") B;(w”) by induction, we see that the inequality (5.31) holds.

We need another lemma.

Lemma 5.32. Assume tv ends with q. Then we have, for p # q,

Cpg(10) = (Bp(10), By(10)).

Proof. We use induction. If w = tlikg, the assertion follows from (5.27) and (5.28). Now assume
v = torq for some r # ¢q. Then we have

(Bp(10), By(10)) = (Bp(tor), —B4(v0r) + cqr (tor) By (107)).

If p = r, then we have by induction

(Bp(10), By(10)) = —cpq(107) + 259 (107) = cpg(107) = cpg(10),

and we are done.

If p # r, then we have

and obtain by induction

(Bp(r0), By(10)) = —(Bp(ror), By(10r)) + cqgr(v07) (B (v07), B, (t07))
—(Bp(10), By(10)) + cgr(10)cpr (o)

—Cpg(10) + cqr (10) cpr (10).
This proves the desired identity. O

Corollary 5.33. Assume that w = tkujkuy...kuy € 20 where u, = (i)™, (54)™, (ij)™i or
(ji)™j for some ng >0 fort =1,2,...,L. Suppose that w does not end with p for p=1,j or k.
Then we have

A~

(5.34) Bp(10p) = s (vkuikus . .. kugp) = 1(1op).
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Proof. With Lemma 5.29 established, the proof is very similar to that of Corollary 5.26. Suppose
that 1 ends with ¢. By Lemma 5.32 and Lemma 5.25, we have

Bp(top) = —Bp(10) + cpg(10)By(10) = _rﬁq(rﬁ)ﬁp(ﬁ’)
= —spU(U (0kurkus . . . kug)) sy sw (0 (Dkurkus . . . kuy))
= —SpU(Ug(vkurkus . .. kuy))B(vp(0kuikus . .. kuy))
= SpB(Up(vkurkus . .. kugp))
= SpP(vkurkus ... kugp) = 1(wp).

This completes the proof of Theorem 4.17.
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