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Abstract

R is one of the most popular programming languages for sta-

tistics andmachine learning, but it is slow and unable to scale

to large datasets. The general approach for having an effi-

cient algorithm in R is to implement it in C or FORTRAN and

provide an R wrapper. FlashR accelerates and scales existing

R code by parallelizing a large number of matrix functions in

the R base package and scaling them beyond memory capac-

ity with solid-state drives (SSDs). FlashR performs memory

hierarchy aware execution to speed up parallelized R code

by (i) evaluating matrix operations lazily, (ii) performing all

operations in a DAG in a single execution and with only one

pass over data to increase the ratio of computation to I/O, (iii)

performing two levels of matrix partitioning and reordering

computation on matrix partitions to reduce data movement

in the memory hierarchy. We evaluate FlashR on various

machine learning and statistics algorithms on inputs of up to

four billion data points. Despite the huge performance gap

between SSDs and RAM, FlashR on SSDs closely tracks the

performance of FlashR in memory for many algorithms. The

R implementations in FlashR outperforms H2O and Spark

MLlib by a factor of 3 − 20.
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1 Introduction

The explosion of data and the increasing complexity of data

analysis generate a growing demand for parallel, scalable sta-

tistical analysis and machine learning tools that are simple

and efficient. These tools need to be programmable, interac-

tive, and extensible, allowing scientists to encode and deploy

complex algorithms. Successful examples include R, SciPy,

and Matlab. Efficiency dictates that tools should leverage

modern computer architectures, including scalable paral-

lelism, high-speed networking, and fast I/O from memory

and storage. The current approach for utilizing the full ca-

pacity of modern parallel systems often uses a low-level

programming language such as C and parallelizes computa-

tion with MPI or OpenMP. This approach is time-consuming

and error-prone, and requires machine learning researchers

to develop expertise in parallel programming models.

While conventional wisdom addresses large-scale data

analysis and machine learning with clusters [1, 9, 12, 19,

35, 36], recent works [21, 22, 38, 40] demonstrate a single-

machine solution can process large datasets efficiently in a

multicore machine. The advance of solid-state drives (SSDs)

allows us to tackle data analysis in a single machine effi-

ciently at a larger scale and more economically than possi-

ble before. Previous SSD-based graph analysis frameworks

[17, 38, 40] have demonstrated the comparable efficiency to

state-of-the-art in-memory graph analysis, while scaling to

arbitrarily large datasets. This work extends these findings

to matrix operations for machine learning.

To provide a simple programming framework for efficient

and scalable machine learning, we present FlashR, an inter-

active R programming framework that executes R code in

parallel and out-of-core automatically. For generality and

simplicity, FlashR implements a set of generalized operations

(GenOps) and uses them to override many R functions in the

R base package to perform parallel computation on large ma-

trices stored on SSDs. As such, FlashR parallelizes and scales

existing R code with little/no modification. Our evaluation

shows that we solve billion row, Internet-scale problems on
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a single thick machine, which prevents the complexity, ex-

pense, and power consumption of distributed systems when

they are not strictly necessary [22].

To utilize the full capacity of a large parallel machine,

we overcome many technical challenges to move data from

SSDs to CPU efficiently for matrix computations. Notably,

there exist large performance disparities between CPU and

memory and between memory and SSDs, at least an order

of magnitude between every two layers. The “memory gap”

[34] continues to grow, with the difference between CPU and

DRAM performance increasing exponentially. There are also

performance differences between local and remote memory

in a non-uniform memory architecture (NUMA), which are

prevalent in modern multiprocessor machines.

FlashR implements a new runtime system that executes a

sequence of matrix operations in a memory hierarchy aware

fashion and optimizes data placement and movement in the

memory hierarchy without users’ awareness. To achieve this,

FlashR evaluates expressions lazily and fuses operations ag-

gressively in a single parallel execution job. FlashR builds

a directed acyclic graph (DAG) to represent a sequence of

matrix operations. To increase the ratio of computation to

I/O, FlashR requires only one pass over the input matrices

to perform all operations in a DAG. It assigns the same par-

titions from different matrices to the same NUMA node to

reduce remote memory access, performs two levels of matrix

partitioning and reorders computation on matrix partitions

to reduce data movement in the memory hierarchy. FlashR

by default keeps only the output matrices (leaf nodes) of the

DAG in memory to have a small memory footprint.

We implement multiple machine learning algorithms in

FlashR. We demonstrate that with today’s fast commod-

ity storage technology, the out-of-core execution of FlashR

achieves performance comparable to their in-memory execu-

tion, both on a large parallel machine and in the cloud. Fur-

thermore, FlashR outperforms the same algorithms in H2O

[14] and Spark MLlib [36] by a factor of 3−20 in a large paral-

lel machine with 48 CPU cores. In the Amazon cloud, FlashR

using only one fourth of the resources still matches or even

outperforms H2O and Spark MLlib. We argue that FlashR

is a much more cost-effective solution for large-scale data

analysis in the cloud. FlashR effortlessly scales to datasets

with billions of data points and its out-of-core execution uses

a negligible amount of memory compared with the dataset

size. In addition, FlashR executes the R functions in the R

MASS [20] package with little modification and outperforms

the execution of the same functions in Revolution R Open

[27] by more than an order of magnitude.

Given its high-level array-oriented programming interface

and superior performance, we argue that FlashR significantly

lowers the requirements for writing parallel and scalable im-

plementations of machine learning algorithms. It also offers

new design possibilities for data analysis clusters, replac-

ing memory with larger and cheaper SSDs and processing

bigger problems on fewer nodes. FlashR is released as an

open-source project at http://flashx.io.

Our key contributions include:

• We develop an R programming framework that paral-

lelizes and scales native R code automatically.

• We design multiple techniques in our framework to

move data from I/O storage to the CPU cache effi-

ciently and demonstrate that with today’s I/O tech-

nology, our SSD-based solution delivers performance

approaching that of in-memory solutions for many

machine learning algorithms.

• We demonstrate that with sufficient system-level op-

timizations, R code can easily scale to terabytes of

data in a single machine and significantly outperform

optimized parallel machine learning libraries.

2 Related Work

Recent works on out-of-core linear algebra [26, 32] redesign

algorithms to achieve efficient I/O access and reduce I/O

complexity. These works are orthogonal to our work and can

be adopted. Optimizing I/O alone is insufficient. To achieve

state-of-the-art in-memory performance, it is essential to

move data efficiently throughout the memory hierarchy.

Many distributed frameworks have beeen developed for

large-scale data analysis and machine learning. MapReduce

[9] is used for parallelizing machine learning algorithms [7].

However, MapReduce is inefficient for matrix operations

because its I/O streaming primitives do not match matrix

data access patterns. Spark [36] provides more primitives for

efficient computation and are used for distributed machine

learning (MLlib [23]). SystemML [3, 12] develops an R-like

scripting language for machine learning on MapReduce and

Spark, and deploys optimizations, such as data compression

[10] and hybrid parallelization [4]. These optimizations are

orthogonal with the ones in FlashR and can be adopted.

Distributed machine learning frameworks have been de-

veloped to train machine learning models on large datasets.

For example, GraphLab [19] formulates machine learning al-

gorithms as graph computation; Petuum [35] is designed for

machine learning algorithms with certain properties such as

error tolerance; TensorFlow [1] trains deep neural networks

with stochastic gradient descent and its variants.

There is a large literature for deploying lazy evaluation

and operation fusion in a programming framework to im-

prove performance. There are a few attempts in the APL

literature for deferred operations. For example, Guibas et al.

[13] defers operations for streaming data among operations

and reordering operations; Ching et al. [6] compiles APL

code to fuse operations for better parallelization. Riposte

[30] uses tracing to collect operations for vectorization and

vector fusion with JIT to speed up operations on vectors in R.
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Delite [5] is a system designed to parallelize domain-specific

languages (DSL), such as OptiML [29] for machine learning,

in a heterogeneous computation environment in a single ma-

chine. This system defers operation execution to allow both

data and task parallelism. DESOLA [28] is a linear algebra

library that defers matrix operations and deploys runtime

code generation to fuse operations and arry constraction.

All of the works above rely on compilation to achieve opti-

mizations such as operation fusion or operation reordering.

It is difficult to compile a dynamic programming language

such as APL and R. The compilation is inefficent or requires

some constraints in the language, while runtime compila-

tion has large overhead. FlashR adopts and enhances these

techniques with a focus on large-scale data analysis. Unlike

most of these works, FlashR applies lazy evaluation and op-

eration fusion at runtime without compilation and focuses

on reducing data movement in the memory hierarchy.

Sequoia [11] is a programming language designed to fa-

cilitate memory hierarchy aware parallel programming on

large arrays. It exposes memory hierarchy to the program-

ming model and performs static analysis at compile time.

In contrast, FlashR enhances an existing popular program-

ming language and hides memory hierarchy from R users

and optimize data movement at runtime.

TileDB’s [24] designs an efficient strategy to support ar-

ray modification. It manages data moficiation as “fragments”.

This strategy can be adopted by FlashR for large modifica-

tions on matrices.

3 Design

FlashR parallelizes and scales matrix operations in R for

machine learning and statistics in a non-uniform memory

access (NUMA) machine. Figure 1 shows the architecture of

FlashR. FlashR supports a small number of classes of gener-

alized operations (GenOps) and uses GenOps to implement

many matrix operations in the R base package to provide

users a familiar programming interface. The GenOps sim-

plify the implementation and improve expressiveness of the

framework. The optimizer aggressively merges operations

to reduce data movement in the memory hierarchy. FlashR

stores matrices on SSDs through SAFS [37], a user-space

filesystem for SSD arrays, to fully utilize high I/O through-

put of SSDs. FlashR supports both sparse matrices and dense

matrices. For large sparse matrices, FlashR integrates with

the work [39] that performs sparse matrix multiplication in

semi-external memory.

3.1 Programming interface

FlashR provides a matrix-oriented functional programming

interface built on a small set of GenOps (Table 1). GenOps

take matrices and some functions as input and output new

matrices that represent computation results. Input functions

Figure 1. The architecture of FlashR.

Table 1. Generalized operations (GenOps) in FlashR. A, B
and C are matrices, and c is a scalar. f is a user-defined

function that operates on elements of matrices.Ai, j indicates

the element in row i and column j of matrix A.

GenOp Description

C = sapply(A, f ) Ci, j = f (Ai, j )

C =mapply(A, B, f ) Ci, j = f (Ai, j , Bi, j )

c = aдд(A, f ) c = f (Ai, j , c), ∀i, j
C = aдд .row (A, f ) Ci = f (Ai, j , Ci ), ∀j
C = aдд .col (A, f ) Cj = f (Ai, j , Cj ), ∀i
C = дroupby(A, f ) Ck = f (Ai, j , Ck ),

where Ai, j = k , ∀i, j
C = дroupby .row (A, B, f ) Ck, j = f (Ai, j , Ck, j ),

where Bi = k , ∀i
C = дroupby .col (A, B, f ) Ci,k = f (Ai, j , Ci,k ),

where Bj = k , ∀j
C = inner .prod (A, B, f 1, f 2) t = f 1(Ai,k , Bk, j ),

Ci, j = f 2(t, Ci, j ), ∀k
C = cum .row (A, f ) Ci, j = f (Ai, j , Ci, j−1)

C = cum .col (A, f ) Ci, j = f (Ai, j , Ci−1, j )

define computation on individual elements in matrices, and

all of these functions for GenOps in the current implemen-

tation are predefined. All GenOps are lazily evaluated for

better performance (Section 3.4).

GenOps are classified into four categories that describe

different data access patterns.

Element-wise operations: sapply is an element-wise unary

operation; mapply is an element-wise binary operation.

Aggregation: agg computes aggregation over all elements

in a matrix and outputs a scalar; agg.row/agg.col compute

over all elements in every row/column and outputs a vector.

Groupby: groupby splits the elements of amatrix into groups,

applies agg to each group and outputs a vector; groupby.row

splits rows into groups and applies agg.col to each group;

groupby.col splits columns into groups and applies agg.row

to each group.

Inner product is a generalized matrix multiplication that

replaces multiplication and addition with two functions.

Cumulative operation performs computation cumulatively

on the elements in rows or columns and outputs matrices

with the same shape as the input matrices. Special cases in

R are cumsum and cumprod.

FlashR overrides a large number of matrix functions in the

R base package with GenOps to scale and parallelize existing

R code with little/no modification. Table 2 shows a small
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Table 2. Some of the R matrix functions implemented with

GenOps.

Function Implementation with GenOps

C = A + B C =mapply(A, B, “ + ”)

C = pmin(A, B) C =mapply(A, B, “pmin”)

C = sqr t (A) C = sapply(A, “sqr t ”)

c = sum(A) c = aдд(A, “ + ”)

C = rowSums(A) C = aдд .row (A, “ + ”)

c = any(A) c = aдд(A, “ |”)

C = unique(A) C = дroupby(A, “uniq”)

C = table(A) C = дroupby(A, “count ”)

C = A% ∗ %B integers: C = inner .prod (A, B, “ ∗ ”, “ + ”)

floating-points: BLAS

sparse matrices: SpMM [39]

Table 3. Some of the miscellaneous functions in FlashR for

matrix creation, matrix access and execution tuning.

Function Description

runif .matr ix Create a uniformly random matrix

rnorm .matr ix Create a matrix under a normal distribution

load .dense Read a dense matrix from text files.

dim Get the dimension information of a matrix

lenдth Get the number of elements in a matrix

t Matrix transpose

rbind Concatenate matrices by rows

[] Get rows/columns/elements from a matrix

[] ← Set rows/columns/elements from a matrix

mater ialize Materialize a virtual matrix

set .cache Set to cache materialized data

as .vector Convert to an R vector

as .matr ix Convert to an R matrix

subset of R matrix operations overridden by FlashR and their

implementations with GenOps.

FlashR provides a set of functions for matrix creation, el-

ement access and execution tuning (Table 3). Like GenOps,

FlashR avoids data movement in most of these matrix op-

erations. For example, transpose of a matrix only needs to

change data access from the original matrix in the subse-

quent matrix operations [13]; reading columns from a tall

matrix outputs a new matrix that indicates the columns to

be accessed from the original matrix; writing to a matrix

outputs a virtual matrix (see Section 3.4) that constructs the

modified matrix on the fly. FlashR provides functions for

tuning the execution of lazily evaluated operations. materi-

alize forces FlashR to perform actual computation. set.cache

informs FlashR to save the computation results of a matrix

during computation. as.vector and as.matrix convert FlashR

vectors and matrices to R vectors and matrices, which po-

tentially force FlashR to perform computation.

3.1.1 Examples

We showcase some classic algorithms to illustrate the pro-

gramming interface of FlashR.

# `X' is the data matrix, whose rows are data points.

# `y' stores the labels of data points.

logistic.regression <- function(X,y) {

grad <- function(X,y,w)
(t(X)%*%(1/(1+exp(-X%*%t(w)))-y))/length(y)

cost <- function(X,y,w)
sum(y*(-X%*%t(w))+log(1+exp(X%*%t(w))))/length(y)

theta <- matrix(rep(0, num.features), nrow=1)

for (i in 1:max.iters) {

g <- grad(X, y, theta)

l <- cost(X, y, theta)

eta <- 1

delta <- 0.5 * (-g) %*% t(g)
# Convert it to an R value for the while loop.

l2 <- as.vector(cost(X, y, theta+eta*(-g)))

while (l2 < as.vector(l)+delta*eta)
eta <- eta * 0.2

theta <- theta + (-g) * eta

}

}

Figure 2. A simplified implementation of logistic regression

using gradient descent with line search.

# X is the data matrix. C is cluster centers.

kmeans <- function(X,C) {

I <- NULL
num.moves > nrow(X)
while (num.moves > 0) {

D <- inner.prod(X, t(C), "euclidean", "+")

old.I <- I
I <- agg.row(D, "which.min")

# Inform FlashR to save data during computation.

I <- set.cache(I, TRUE)
CNT <- groupby.row(rep.int(1, nrow(I)), I, "+")

C <- sweep(groupby.row(X, I, "+"), 2, CNT, "/")

if (!is.null(old.I))
num.moves <- as.vector(sum(old.I != I))

}

}

Figure 3. A simplified implementation of k-means.

Logistic regression is a commonly used classification al-

gorithm. We implement this algorithm for binary-class prob-

lems and use gradient descent with line search to minimize

the cost function. This implementation solely uses the R

base functions overridden by FlashR (Figure 2) and can be

executed in the existing R framework.

Figure 3 implements k-means, a popular clustering algo-

rithm [18], with GenOps. It uses inner.prod to compute the

Euclidean distance between data points and cluster centers

and outputs a matrix whose rows represent the distances to

centers. It uses agg.row to find the closest cluster for each

data point. It then uses groupby.row to count the number of

data points in each cluster and compute cluster centers.
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Figure 4. The format of a tall dense matrix.

3.2 Dense matrices

FlashR optimizes for dense matrices that are rectangular—

with a longer and shorter dimension—because of their fre-

quent occurrence in machine learning and statistics. Dense

matrices are optimized for all types of storage, including

NUMA memory and SSDs.

3.2.1 Tall-and-skinny (TAS) matrices

A data matrix may contain a large number of samples with a

few features (tall-and-skinny), or a large number of features

with a few samples (wide-and-short). We use similar strate-

gies to optimize these two types of matrices. FlashR supports

both row-major and column-major layouts (Figure 4(a) and

(b)), which allows FlashR to transpose matrices without a

copy. We store vectors as a one-column TAS matrix.

A TAS matrix is partitioned physically into I/O-partitions

(Figure 4). We refer to the dimension that is partitioned as

the partition dimension. All elements in an I/O-partition are

stored contiguously regardless of the data layout. All I/O-

partitions have the same number of rows regardless of the

number of columns. The number of rows in an I/O-partition

is 2i , where i ∈ N. This produces column-major TASmatrices

whose data are well aligned in memory to encourage CPU

vectorization.

FlashR stores the I/O partitions of an in-memory matrix in

fixed-size memory chunks (e.g., 64MB) across NUMA nodes.

I/O partitions from different matrices may have different

sizes. By storing I/O partitions in fixed-size memory chunks

shared among all in-memory matrices, FlashR can easily

recycle memory and reduce memory allocation overhead.

FlashR stores an SSD-based matrix as a SAFS file [37]. An

I/O partition is accessed asynchronously with direct I/O to

bypass the Linux page cache for better I/O performance. We

rely on SAFS to map the data of a matrix evenly across SSDs.

By default, we use a hash function to map data to fully utilize

the bandwidth of all SSDs even if we access only a subset of

columns from a TAS matrix.

3.2.2 Block matrices

FlashR stores a tall matrix as a block matrix (Figure 4(c))

comprised of TAS blocks with 32 columns each, except the

last block. Each block is stored as a separate TAS matrix.

We decompose a matrix operation on a block matrix into

operations on individual TAS matrices to take advantage of

the optimizations on TAS matrices and reduce data move-

ment. Coupled with the I/O partitioning on TAS matrices,

this strategy enables 2D-partitioning on a dense matrix and

each partition fits in main memory.

3.3 Parallelize matrix operations

When executing matrix operations in parallel, FlashR aims

at achieving good I/O performance and load balancing as

well as reducing remote memory access in a NUMAmachine.

FlashR evaluates a matrix operation with a single pass over

input data.

For good load balancing and I/O performance, FlashR uses

a global task scheduler to dispatch I/O-partitions to threads

sequentially and dynamically. Initially, the scheduler assigns

multiple contiguous I/O-partitions to a thread. The thread

reads them in a single I/O asynchronously. The number of

contiguous I/O-partitions assigned to a thread is determined

by the block size of SAFS. As the computation nears an end,

the scheduler dispatches single I/O-partitions. The scheduler

dispatches I/O-partitions sequentially to increase contiguity

on SSD. When FlashR writes data to SSDs, contiguity makes

it easier for the file system to merge writes from multiple

threads, which helps to sustain write throughput and reduces

write amplification [31].

Parallelization strategies in FlashR are based on the matrix

operations and matrix shape because matrix operations have

various data dependencies (Figure 5).

Operations (a, b, c, d): a partition i of the output matrix

solely depends on partitions i of the input matrices. This

simplifies parallelization. FlashR assigns partitions i of all
matrices to the same thread to avoid remote memory access.

There is no data sharing among threads.

Operations (e, f): a partition i of the output matrix still

solely depends on a partition i of the input matrix A, but
the input matrix B is shared by all threads. Because B is

read-only, computation does not require synchronization. B
is generally small and FlashR keeps it in memory.

Operations (g, h, i): the output matrix contains the aggre-

gation over all partitions of the input matrices. To parallelize

these operations, each thread maintains a local buffer for par-

tial aggregation results. FlashR combines all partial results

at the end of the computation.

Cumulative operations (j): a partition i of the output ma-

trix depends on a partition i of the input matrix as well as a

partition i − 1 of the output matrix. Executing this operation

in parallel typically requires two passes over the input data
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Figure 5. Data flow for the GenOps in Table 1 on tall matrices with 1D partitioning.

[15]. To reduce I/O and fuse this operation with others (Sec-

tion 3.5), FlashR performs this operation with a single scan

over input by taking advantage of sequential task dispatch-

ing and asynchronous I/O. FlashR maintains and shares a

current global accumulated result and a small set of local

accumulated results among all threads. If the data that a par-

tition i depends on is ready, a thread computes this partition.

Otherwise, a thread moves to the next partition i + 1. If the
number of pending partitions reaches a threshold, a thread

sleeps and waits for all dependency data to become available.

3.4 Lazy evaluation

In practice, FlashR almost never evaluates a single matrix

operation alone. Instead, it evaluates matrix operations, such

as GenOps, lazily and constructs directed acyclic graphs

(DAG) to represent computation. Lazy evaluation is essential

to achieve substantial performance for a sequence of matrix

operations in a deep memory hierarchy. FlashR grows each

DAG as large as possible and evaluates all matrix operations

inside a DAG in a single parallel execution to increase the

ratio of computation to I/O.

With lazily evaluation, matrix operations output virtual

matrices that represent the computation result, instead of

storing data physically. In the current implementation, the

only operations that are not lazily evaluated are the ones that

load data from external sources, such as load.dense, and the

ones that output matrices with the size depending on data of

the input matrices, such as unique and table. An operation

on a block matrix may output a block virtual matrix.

Some of the matrix operations output matrices with a

different partition dimension size than the input matrices and,

in general, forms the edge nodes of a DAG. We denote these

matrices as sink matrices. Operations, such as aggregation

and groupby, output sink matrices. Sink matrices tend to be

small and, once materialized, store results in memory.

Figure 6 (a) shows an example of DAG that represents the

k-means computation in a single iteration (Figure 3). A DAG

comprises a set of matrix nodes (rectangles) and computation

nodes (ellipses). The majority of matrix nodes are virtual

matrices (dashed line rectangles). In this example, only the

input matrix X has materialized data. A computation node

references a GenOp and input matrices and may contain

some immutable computation state, such as scalar variables

and small matrices.

FlashR stops constructing a DAG and starts to materialize

the computation in the DAG when encountering the follow-

ing functions: (i) materialize to materialize a virtual matrix;

(ii) as.vector and as.matrix to convert to R objects; (iii) access

to individual elements of a sink matrix; (iv) unique and table,

whose output size depends on input data. The first two cases

give users the opportunity to control DAG materialization

for better speed, while the last two cases are implicit DAG

materialization to simplify programming.

3.5 DAG materialization

When computation is triggered, we evaluate all operations

in a DAG to increase the ratio of computation to I/O. FlashR

fuses all operations in a DAG into a single parallel execution

to reduce data movement in the memory hierarchy. This

data-driven, operation fusion allows out-of-core problems

to approach in-memory speed.

By default, FlashR saves the computation results of all

sink matrices of the DAG in memory and discards the data

of non-sink matrices on the fly. Because sink matrices tend

to be small, this rule leads to small memory consumption.

In exceptional cases, especially for iterative algorithms, it is

helpful to save some non-sink matrices to avoid redundant

computation and I/O across iterations. We allow users to set

a flag on any virtual matrix with set.cache to cache data in

memory or on SSDs during computation, similar to caching

a resilient distributed dataset (RDD) in Spark [36]. Figure 3

shows an example that we cache I , a vector of partition Ids

assigned to each data point, for the next iteration.

3.5.1 Reduce data movement

FlashR performs memory hierarchy aware execution, when

evaluating operations in a DAG, to reduce data movement
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Figure 6. (a) Matrix operations are lazily evaluated to form

a directed-acyclic graph (DAG); (b) The data flow in DAG

materialization with two levels of partitioning: matrix X on

SSDs is first partitioned and is read to memory in I/O parti-

tions; an I/O partition is further split into processor cache

(Pcache) partitions; once a Pcache partition is materialized,

it is passed to the next GenOp to reduce CPU cache misses.

between SSDs and RAM, between NUMA nodes as well as

between RAM and CPU cache.

FlashR materializes matrix partitions separately in a DAG

in most cases. This is possible because all matrices in a DAG

except sink matrices share the same partition dimension and

the same I/O partition size. As illustrated in Figure 6 (b), a par-

tition i of a virtual matrix requires data only from partitions

i of the parent matrices. All DAG operations in a partition

are processed by the same thread so that all data required

by the computations are stored and accessed in the memory

close to the processor to increase the memory bandwidth in

a NUMA machine.

FlashR uses two-level partitioning on dense matrices to

reduce data movement between SSDs and CPU (Figure 6

(b)). It reads data on SSDs in I/O partitions and assigns these

partitions to a thread as a parallel task. It further splits I/O-

partitions into processor cache (Pcache) partitions at runtime.

Each thread materializes one Pcache-partition at a time from

a matrix. Regular tall matrices are divided into TAS matrices

andmatrix operations are converted to running on these TAS

matrices instead. As such, a Pcache-partition is sufficiently

small to fit in the CPU L1/L2 cache.

To reduce CPU cache pollution and reduce data movement

between CPU and memory, a thread performs depth-first

traversal in a DAG and evaluates matrix operations in the

order that they are traversed. Each time, a thread performs

a matrix operation on a Pcache partition of a matrix and

passes the Pcache partition to the subsequent matrix opera-

tion, instead of materializing the next Pcache partition. This

ensures that a Pcache partition resides in the CPU cache

when the next matrix operation consumes it. In each thread,

all intermediate matrices have only one Pcache partition

materialized at any time.

To further reduce CPU cache pollution, FlashR recycles

memory buffers used by Pcache partitions in the CPU cache.

FlashR maintains a counter on each Pcache partition. When

the counter indicates the partition has been used by all subse-

quent matrix operations, the memory buffer of the partition

is recycled and used to store the output of the next matrix op-

eration. As such, the next matrix operation writes its output

data in the memory that is already in CPU cache.

4 Experimental evaluation

We evaluate the efficiency of FlashR on statistics and ma-

chine learning algorithms both in memory and on SSDs. We

compare the R implementations of these algorithms with the

ones in two optimized parallel machine learning libraries

H2O [14] and Spark MLlib [23]. We use FlashR to accelerate

existing R functions in the MASS package and compare with

Revolution R Open [27].

We conduct experiments on our local server and Amazon

cloud. The local server has four Intel Xeon E7-4860 2.6 GHz

processors, each of which has 12 cores, and 1TB of DDR3-

1600 memory. It is equipped with 24 OCZ Intrepid 3000 SSDs,

which together are capable of 12 GB/s for read and 10 GB/s

for write. We run FlashR on an EC2 i3.16xlarge instance

with 64 virtual CPUs, 488GB of RAM and 8 NVMe SSDs. The

NVMe SSDs together provide 15.2TB of space and 16GB/s

of sequential I/O throughput. We run Ubuntu 16.04 and use

ATLAS 3.10.2 as the default BLAS library.

4.1 Benchmark algorithms

We benchmark FlashR with some commonly used machine

learning algorithms. These algorithms have various ratios

of computation and I/O complexity (Table 4) to thoroughly

evaluate performance of FlashR. Like the algorithms shown

in Section 3.1.1, we implement these algorithms completely

with the R code and rely on FlashR to execute them in parallel

and out-of-core. We implement these algorithms identically

to our competitors (SparkML and H2O).

Correlation computes pair-wise Pearson’s correlation [25]

and is commonly used in statistics.

Principal Component Analysis (PCA) is commonly used

for dimension reduction in many data analysis tasks. We

implement PCA by computing eigenvalues on the Gramian

matrix ATA of the input matrix A.
Naive Bayes is a classifier that applies Bayes’ theorem with

the “naive” assumption of independence between every pair

of features. Our implementation assumes data follows the

normal distribution.

Logistic regression is a linear regression model for classifi-

cation. We use the LBFGS algorithm [16] for optimization. In
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Table 4. Computation and I/O complexity of the benchmark

algorithms. For iterative algorithms, the complexity is per

iteration. n is the number of data points, p is the number of

the dimensions in a point, and k is the number of clusters.

We assume n > p.

Algorithm Computation I/O

Correlation O (n × p2) O (n × p)

PCA O (n × p2) O (n × p)

Naive Bayes O (n × p) O (n × p)

Logistic regression O (n × p) O (n × p)

K-means O (n × p × k ) O (n × p)

GMM O (n × p2 × k ) O (n × p + n × k )

mvrnorm O (n × p2) O (n × p)

LDA O (n × p2) O (n × p)

the experiments, it converges when loдlossi−1 − loдlossi <
1e − 6, where loдlossi is the logarithmic loss at iteration i .
K-means is an iterative clustering algorithm that partitions

data points into k clusters. In the experiments, we run k-

means to split a dataset into 10 clusters by default. It con-

verges when no data points move.

Gaussian mixture models (GMM) assumes data follows

a mixture of Gaussian distribution and learns parameters

of Gaussian mixture models from data. It typically uses the

expectation-maximization (EM) algorithm [2] to fit the mod-

els, similar to k-means. In the experiments, it converges

when loдlikei−1 − loдlikei < 1e − 2, where loдlikei is the
mean of log likelihood over all data points at iteration i .
MultivariateNormalDistribution (mvrnorm) generates

samples from a multivariate normal distribution. We use the

implementation in the MASS package.

Linear discriminant analysis (LDA) is a linear classifier

that assumes the normal distribution with a different mean

for each class but sharing the same covariance matrix among

classes. We use the implementation in the MASS package

with some trivial modifications.

4.2 Datasets

We use two real-world datasets with billions of data points

(Table 5) to benchmark the algorithms. The Criteo dataset

has over four billion data points with binary labels (click

vs. no-click), used for advertisement click prediction [8].

PageGraph-32ev are 32 singular vectors that we computed

on the largest connected component of a Page graph, which

has 3.5 billion vertices and 129 billion edges [33]. Because

Spark MLlib and H2O cannot process the entire datasets in a

single machine, we take part of these two datasets to create

smaller ones. PageGraph-32ev-sub is the first 336million data

points of the PageGraph-32ev dataset. Criteo-sub contains

the data points collected on the first two days, which is about

one tenth of the whole dataset.

Table 5. Benchmark datasets.

Data Matrix #rows #cols

PageGraph-32ev [33] 3.5B 32

Criteo [8] 4.3B 40

PageGraph-32ev-sub [33] 336M 32

Criteo-sub [8] 325M 40
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(b) In the Amazon cloud. FlashR-IM and FlashR-EM run on one EC2

i3.16xlarge instance (64 CPU cores) and Spark MLlib runs on a cluster

of four EC2 m4.16xlarge instances (256 CPU cores).

Figure 7. The normalized runtime of FlashR in memory

(FlashR-IM) and on SSDs (FlashR-EM) compared with H2O

and Spark MLlib. Correlation and GMM are not available in

H2O. We run k-means and GMM on the PageGraph-32ev-sub

dataset and all other algorithms on the Criteo-sub dataset.

4.3 Comparative performance

We evaluate FlashR against H2O [14], Spark MLlib [23] and

Revolution ROpen [27] in our local server and in the Amazon

cloud. Before running the algorithms in H2O and MLlib, we

ensure that all data are loaded and cached in memory. All

frameworks use 48 threads in the local server. In the cloud,

we run FlashR in one i3.16xlarge instance and MLlib and

H2O in a cluster with four m4.16xlarge instances, which in

total has 256 CPU cores, 1TB RAM and 20Gbps network. All

iterative algorithms take the same number of iterations and

generate similar accuracy1. We also use FlashR to parallelize

functions (mvrnorm and LDA) in the R MASS package and

compare their performance with Revolution R Open. We use

Spark v2.0.1, H2O v3.14.2 and Revolution R Open v3.3.2.

1The only exception is the logistic regression in Spark because we cannot

control its number of iterations
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Figure 8. The normalized runtime of FlashR-IM and FlashR-

EM compared with Revolution R Open on a data matrix with

one million rows and one thousand columns on the 48 CPU

core server.

FlashR on SSDs (FlashR-EM) achieves at least half the

performance of running in memory (FlashR-IM), while out-

performing H2O
2 and Spark MLlib significantly on all algo-

rithms (Figure 7a) in the 48 CPU core server. In the same

hardware, FlashR-IM achieves 4 to 10 times performance

gain compared with MLlib, and 3 to 20 times performance

gain compared with H2O. All implementations rely on BLAS

for matrix multiplication, but H2O andMLlib implement non-

BLAS operations with Java and Scala. Spark materializes op-

erations such as aggregation separately. In contrast, FlashR

fuses matrix operations and performs two-level partitioning

to minimize data movement in the memory hierarchy.

We evaluate the performance of FlashR on Amazon EC2

and compare it with Spark MLlib and H2O on an EC2 cluster

(Figure 7b). H2O recommends allocating a total of four times

the memory of the input data. As such, we use 4 m4.16xlarge

instances that provide sufficient memory and computation

power for Spark MLlib and H2O. Even though Spark MLlib

and H2O have four times as much computation power as

FlashR, FlashR still outperforms both distributed machine

learning libraries in most algorithms. Because the NVMes

in i3.16xlarge provide higher I/O throughput than the SSDs

in our local server, the performance gap between FlashR-IM

and FlashR-EM decreases.

FlashR both in memory and on SSDs outperforms Revolu-

tion R Open by more than an order of magnitude even on a

small dataset (n = 1, 000, 000 and p = 1000) (Figure 8). Revo-

lution R Open uses Intel MKL to parallelize matrix multipli-

cation. As such, we only compare the two frameworks with

computations that use matrix multiplication heavily. Both

FlashR and Revolution R Open run the mvrnorm and LDA

implementations from the MASS package. For simple matrix

operations such as crossprod, FlashR slightly outperforms

2 H2O develops machine learning algorithms individually and adding a new

algorithm in H2O requires writing it from scratch, which is a non-trivial

task. H2O does not provide implementations for correlation and GMM, so

we do not provide results for these two algorithms.

Table 6. The runtime and memory consumption of FlashR

on the billion-scale datasets on the 48 CPU core machine.

We measure the runtime of iterative algorithms when they

converge. We run k-means and GMM on PageGraph-32ev

and the remaining algorithms on Criteo.

Runtime (min) Peak memory (GB)

Correlation 1.5 1.5

PCA 2.3 1.5

NaiveBayes 1.3 3

LDA 38 8

Logistic regression 29.8 26

k-means 18.5 28

GMM 350.6 18

Revolution R Open. For more complex computations, the per-

formance gap between FlashR and Revolution R increases.

Even though matrix multiplication is the most computation-

intensive operation in an algorithm, it is insufficient to only

parallelize matrix multiplication to achieve high efficiency.

4.4 Scalability

We show the scalability of FlashR on the billion-scale datasets

in Table 5. In these experiments, we run the iterative algo-

rithms on the datasets until they converge (see their conver-

gence condition in Section 4.1).

Even though we process the billion-scale datasets in a

single machine, none of the algorithms are prohibitively ex-

pensive. Simple algorithms, such as Naive Bayes and PCA,

require one or two passes over the datasets and take only

one or two minutes to complete. Iterative algorithms in this

experiment take 10 − 20 iterations to converge. Even GMM,

a computation-intensive algorithm, does not take a prohibi-

tively long time to complete.

FlashR scales to datasets with billions of data points easily

when running out-of-core. All of the algorithms have negligi-

ble memory consumption. The scalability of FlashR is mainly

bound by the capacity of SSDs. Two factors contributes to

the small memory consumption: FlashR only saves material-

ized results of sink matrices; FlashR uses direct I/O to access

data from SSDs and does not cache data internally.

4.5 Computation complexity versus I/O complexity

We further compare the performance of FlashR in memory

and in external memory for algorithms with different com-

putation and I/O complexities. We pick three algorithms

from Table 4: (i) Naive Bayes, whose computation and I/O

complexity are the same, (ii) correlation, whose computa-

tion complexity grows quadratically with the number of

dimensions p while its I/O complexity grows linearly with

p, (iii) k-means, whose computation complexity grows lin-

early with the number of clusters k while its I/O complexity

is independent from k . We run the first two algorithms on

datasets with n = 100M and p varying from 8 to 512. We run
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Figure 9. The relative runtime of FlashR in memory versus

on SSDs on a dataset with n = 100M while varying p (the

number of dimensions) on the left and varying k (the number

of clusters) on the right.

k-means on a dataset with n = 100M and p = 32 and vary

the number of clusters from 2 to 64.

As the number of dimensions or the number of clusters

increases, the performance gap between in-memory and

external-memory execution narrows and the external-memory

performance approaches in-memory performance for cor-

relation and k-means but not Naive Bayes (Figure 9). This

observation conforms with the computation and I/O com-

plexity of the algorithms in Table 4. For correlation and

k-means, increasing p or k causes computation to grow more

quickly than I/O, driving performance toward a computation

bound. The computation bound is realized on few dimen-

sions or clusters for an I/O throughput of 10GB/s. Because

most of the machine learning algorithms in Table 4 have

computation complexities that grow quadratically with p,
we expect FlashR on SSDs to achieve the same performance

as in memory on datasets with a higher dimension size.

4.6 Effectiveness of optimizations

We illustrate the effectiveness of memory hierarchy aware

execution in FlashR. We focus on two main optimizations:

operation fusion in memory to reduce data movement be-

tween SSDs and memory (mem-fuse), and operation fusion

in CPU cache to reduce data movement between memory

and CPU cache (cache-fuse). Due to the limit of space, we

only illustrate their effectiveness when FlashR runs on SSDs.

Both optimizations have significant performance improve-

ment on all algorithms (Figure 10). Mem-fuse achieves sub-

stantial performance improvement in most algorithms, even

in GMM, which has the highest asymptotic computation

complexity. This indicates that materializing every matrix

operation separately causes SSDs to be the main bottleneck

in the system and fusing matrix operations in memory signif-

icantly reduces I/O. Cache-fuse has significant impact on the

algorithms that are more complex and less bottlenecked by

I/O. This demonstrates that memory bandwidth is a limiting

performance factor once I/O is optimized.
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Figure 10. The relative speedup by applying the optimiza-

tions in FlashR incrementally over the base implementation

running on SSDs. The base implementation does not have

optimizations to fuse matrix operations.

5 Conclusions

We present FlashR, a matrix-oriented programming frame-

work that executes machine learning algorithms in parallel

and out-of-core automatically. FlashR scales to large datasets

by utilizing commodity SSDs.

Although R is considered slow and unable to scale to large

datasets, we demonstrate that with sufficient system-level

optimizations, FlashR achieves high performance and scala-

bility for many machine learning algorithms. R implementa-

tions executed in FlashR outperform H2O and Spark MLlib

on all algorithms by a factor of 3−20. FlashR scales to datasets

with billions of data points easily with negligible amounts of

memory and completes all algorithms within a reasonable

amount of time. With FlashR, machine learning researchers

can prototype algorithms in a familiar programming envi-

ronment, while still getting efficient and scalable implemen-

tations. We believe FlashR provides new opportunities for

developing large-scale machine learning algorithms.

Even though the current I/O technologies, such as solid-

state drives (SSDs), are an order of magnitude slower than

DRAM, the external-memory execution of many algorithms

in FlashR achieves performance approaching their in-memory

execution. As the number of features and other factors, such

as the number of clusters in clustering algorithms, increase,

we expect FlashR on SSDs to achieve the same performance

as in memory. We demonstrate that an I/O throughput of 10

GB/s saturates the CPU for many algorithms, even in a large

parallel NUMA machine.
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