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Abstract. Internet and mobile services often provide waiting time or queue length information to customers.
This information allows a customer to determine whether to remain in line or, in the case of multiple
lines, better decide which line to join. Unfortunately, there is usually a delay associated with waiting
time information. Either the information itself is stale, or it takes time for the customers to travel
to the service location after having received the information. Recent empirical and theoretical work
uses functional dynamical systems as limiting models for stochastic queueing systems. This work has
shown that if information is delayed long enough, a Hopf bifurcation can occur and cause unwanted
oscillations in the queues. However, it is not known how large the oscillations are when a Hopf
bifurcation occurs. To answer this question, we model queues with functional differential equations
and implement two methods for approximating the amplitude of these oscillations. The first approx-
imation is analytic and yields a closed-form approximation in terms of the model parameters. The
second approximation uses a statistical technique, and delivers highly accurate approximations over
a wider range of parameters.
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1. Introduction. The omnipresence of smartphone and Internet technologies has created
new ways for corporations and service system managers to interact with their customers.
One important and common example of such communication is the delay announcement,
which has become the main tool for service system managers to inform customers of their
estimated waiting time. Delay announcements are common in settings like customer support
call centers, appointment scheduling in healthcare services, restaurants during busy hours,
public transportation, and even online shopping at Amazon.com.

The reason why delay announcements are so popular among service providers is that they
are vital to customer experience. Moreover, delay announcements can influence the decisions
of customers, and consequently affect the dynamics of the queueing system as seen in [17]. As
a result, delay announcements are of major interest among researchers who aim to quantify

*Received by the editors February 13, 2018; accepted for publication (in revised form) by C. Topaz November
30, 2018; published electronically February 7, 2019.

http://www.siam.org/journals/siads/18-1/M117063.htm|

Funding: The research of the second author was supported by National Science Foundation CAREER Award
CMMI 1751975.

TCenter for Applied Mathematics, Cornell University, Ithaca, NY 14853 (sn574@cornell.edu, enw27@cornell.edu).

School of Operations Research and Information Engineering, Cornell University, Ithaca, NY 14853 (jip2740
cornell.edu).

8Sibley School of Mechanical and Aerospace Engineering, Department of Mathematics, Cornell University, Ithaca,
NY 14853 (rand@math.cornell.edu).

279

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 05/29/19 to 128.84.126.184. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

280 SOPHIA NOVITZKY, JAMOL PENDER, RICHARD RAND, AND ELIZABETH WESSON

the impact of such announcements on the queue length process or the virtual waiting time
process. The work of [3, 11, 15, 4, 12, 20, 21, 1, 2, 35] and references therein focus on this
aspect of the delay announcements.

The analysis of this paper is similar to the main thrust of the delay announcement litera-
ture in that it is concerned with the impact of information on the dynamics of the queueing
process. However, the current literature focuses only on services that give the delay announce-
ments to their customers in real time, while we consider the scenario when the information is
delayed. Information delay is commonly experienced in services that inform their customers
about the waiting times prior to the customers’ arrival at the service location. One example is
the Citibike bike-sharing network in New York City [10, 33]. Riders can search the availability
of bikes on a smartphone app. However, in the time that it takes for the riders to leave their
home and get to a station, all of the bikes could have been taken from that station.

Typically, queueing theorists use ordinary differential equations to model the mean dy-
namics of the queue length processes, but the incorporation of delayed information leads us to
utilize delay differential equations (DDEs) in our first model and functional differential equa-
tions (FDESs) in our second model. As a result, this paper introduces mathematical techniques
that are new in the context of queueing literature. We would like to note, however, that there
is a paper [26] which combines concepts from queueing theory with DDEs, and applies them
to sizing router buffers in Internet infrastructure services.

The authors in [24] use DDEs and FDEs to develop two new two-dimensional fluid models
of queues that incorporate customer choice based on delayed queue length information, and
show that oscillations in queue lengths occur for certain lengths of delay. By comparison,
in this paper we prove that the observed behavior is due to a supercritical Hopf bifurcation,
and we use two techniques to approximate the size of the amplitude of oscillations. The first
method is a classical perturbations technique called Lindstedt’s method. The second method,
which we call the slope function method, is a numerical technique that we develop specifically to
extend the range of parameters for which the Lindstedt’s approximation maintains accuracy.
Based on numerical results, the slope function method successfully reduces the maximum
error in approximation over a range of parameters by 60-75% when compared to Lindstedt’s
method. In the context of queueing models, the accuracy of approximation matters because
the amplitude of queue oscillations can provide valuable insights such as the average waiting
time during busier hours, the longest waiting time a customer can experience, and the optimal
moment for joining a queue that will guarantee the quickest service. Moreover, our method of
approximation is not restricted to queueing models and can be applied to any system where
Hopf bifurcations are observed.

1.1. Paper outline. This paper considers two models of queues that were originally pre-
sented in [24] and [25] as fluid limits of stochastic queueing models. In each model, there are
two queues and customers decide which queue to join based on information about the queue
length that is delayed. In section 2 we present the first model that uses a constant delay. At
first, subsection 2.1 describes the qualitative behavior of the queues, stating the conditions
for a unique stable equilibrium as well as the conditions for supercritical Hopf bifurcations.
Then, we focus on the behavior of the queues when the stable equilibrium transitions into
a stable limit cycle, and approximate the amplitude of the resulting oscillations. In subsec-
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Figure 1. Customers going through a two-queue service system.

tions 2.2-2.3, we use Lindstedt’s method, which is accurate on a limited range of parameters.
To broaden this range, in subsections 2.4-2.5, we implement the slope function method, which
is a technique that uses the known amplitude of a small subset of queues and extrapolates it
for a larger set of parameters. Overall, this method achieves higher accuracy than Lindstedt’s
method over a range of model parameters.

In section 3, we present the second model of queues that uses a moving average of the queue
lengths as the delay announcement. The structure of section 3 is identical to section 2, where
we describe the qualitative behavior of queue lengths and later approximate the amplitude of
oscillations via Lindstedt’s method and the slope function method. Finally, we compare the
performance of the two techniques, and conclude by highlighting the strengths and weaknesses
of each method.

2. Constant delay model. In a model with two infinite-server queues visualized by Fig-
ure 1, customers arrive at a rate A > 0. Each customer is given a choice of joining either queue.
The customer is told the length of each queue, and is likely to prefer the shorter queue. The
probability p; of a customer joining the ith queue is given by the multinomial logit (MNL)

model
| B exp (— gt —A))
(2.1) pi(q(t),A) = exp (—qu(t—A)) +exp (— qa(t — A))’

where ¢;(t) is the length of the ith queue at time ¢. The MNL is commonly used to model
customer choice in fields of operations research, economics, and applied psychology [32, 16,
23, 34]. The delay A > 0 accounts for the customers’ travel time to the service location, or for
the time lag between when the service manager measures the queue length and discloses this
information to customers. The model assumes an infinite-server queue, which is customary in
operations research literature [9, 18, 29]. This assumption implies that the departure rate for
a queue is the service rate p > 0 multiplied by the total number of customers in that queue.
Therefore the queue lengths can be described by

. o exp (— qi(t — A)) B
22) i) =2 exp (—qi(t —A)) +exp (— gt — A)) partt)
(23) Io(t) = A cwpl_a-2)

“oxp (—ait—A) +exp (— it —a)) "0
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for t > 0 with initial conditions specified by nonnegative continuous functions fi; and fo:

(2'4) QI(t) = fl(t)v Q2(t) = fQ(t)a te [_A70}'

It is worth noting that (2.2)—(2.3) can be uncoupled when the sum and the difference of
q1 and g2 are taken. The system is then reduced to the equations

Qe

(2.5) 91(8) = &1 (£) — 4a(t) = Atanh (‘i”l (t— A)) (1),

(2.6) Da(t) = Q1 (t) + Qa(t) = A — pwn(t),

where wvy(t) is solvable, and the equation for vy (¢) is of a form commonly studied in the
literature. Many papers, such as [19, 36, 38, 37, 6], prove properties for models similar to
ours. In [38], the author uses asymptotic analysis to prove uniqueness and stability of the
slowly oscillating periodic solutions that occur under certain parameter restrictions. The
authors in [30] study the Floquet multipliers. We complement these results by developing an
approximation for the amplitude of the oscillations near the first bifurcation point.

2.1. Hopf bifurcations in the constant delay model. In this section, we discuss the
qualitative behavior of the queueing system given by (2.2)—(2.3). We will begin by establishing
the existence and uniqueness of the equilibrium.

Theorem 2.1. For sufficiently small A, the unique equilibrium to the system of N equations,

o —q(t—A
(2.7) G =r o2 s 8) e visia N
D_j—1€Xp (—a(t—A))
s given by
(2.8) = A gisi9. N
. q = N =12,...,N.
Proof. See the appendix for the proof. [ |

Therefore the equilibrium of the queues from (2.2)—(2.3) is given by

(2.9) U =0q¢=5.

Next, we consider the stability of the equilibrium, which can be determined by the stability
of the linearized system of equations [13, 31]. Hence, subsections 5.1.3 and 5.1.4 in the
appendix linearize the system (2.2)—(2.3) and separate the variables, reducing the system
from two unknown functions to one:

b A -
(2.10) vg(t) = —5 . Ug(t — A) — ,UUQ(t).
Assuming a solution of the form ¥2(¢) = exp(At), the characteristic equation is

A
(2.11) DA A)=A+ 5 exp(—AA) + pu = 0.
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The equilibrium is stable whenever the real part of every eigenvalue A is negative. It is
evident from the characteristic equation that any real root A must be negative. However,
there are infinitely many complex roots. In the next result, we will show that for a sufficiently
small delay, all complex eigenvalues have negative real parts.

Proposition 2.2. For (2.2)—(2.3), as the delay approaches 0, i.e., A — 01, the real part of
any complex eigenvalue approaches negative infinity.

Proof. When A = 0, the characteristic equation (2.11) has only one eigenvalue, namely,
A= —% — . When the delay is raised above 0, the characteristic equation becomes transcen-
dental and an infinite sequence of roots is born. Since ®(A, A) is continuous with respect to
both A and A, each eigenvalue A must be continuous with respect to A. Hence the real part
of A must go to positive infinity or to negative infinity as the delay approaches 0. However,
any root with positive real part is bounded as shown in the appendix by Proposition 5.1, so

the real part of any complex eigenvalue must go to negative infinity. |

By Proposition 2.2, all eigenvalues have negative real parts when A is small, so the equi-
librium is stable until a pair of complex eigenvalues reaches the imaginary axis. To find when
the equilibrium loses stability, we assume A = iw., with w.. > 0, plug A into the characteristic
equation (2.11), and separate the real and imaginary parts into two equations. We use the
trigonometric identity cos?(wA) + sin?(wA) = 1 to find

_ 2
(2.12) ACr()\’u):2arccos( 2/;/)\)’ o — /\7_/12'

VA2 —4p2

For w¢ to be real and nonzero the condition ’\; — 12 > 0 must hold, so A > 2u. If this
condition is met, the equilibrium becomes unstable when A exceeds the smallest positive root
of A, from (2.12).

Theorem 2.3. If A < 2u, the equilibrium is locally stable for all A > 0. If X > 2u, the
equilibrium is locally stable when A is less than the smallest positive root of Agy.

Proof. As discussed above, all eigenvalues of the characteristic equation are on the negative
real side of the complex plane, unless 0 # w. € R, and the delay reaches A, |

Figures 2—-3 show the behavior of the queues before and after the equilibrium loses stability.
As suggested by Figure 3 and proved by the next result, the conditions (2.12) specify where
the Hopf bifurcations occur. We note that if A > 2u, there will be infinitely many Hopf
bifurcations as the delay grows, since the expression for A., has infinitely many roots.

Theorem 2.4. If A > 2u, a Hopf bifurcation occurs at A = A, where A, is given by

2 arccos(—2u/\)

VA2 42

Proof. When A = A, there is a a pair of purely imaginary eigenvalues A and A. Further,
Re A'(A.) > 0. We show this by introducing A = «(A) + iw(A) into the characteristic
equation (2.11), separating the real and imaginary parts into two equations, and implicitly

(2.13) Agr(A,p) =
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Figure 2. A=10, p =1, A < A,y Figure 3. A=10, p =1, A > A,,.

differentiating with respect to delay. We find %(ACT‘) to be

%e*aA(cos(wA)w —sin(wA)(o/A + a)) Wer (&' Dy + 1)

TA Acr = = .
dA( ) — % cos(wA)e—aA 1+ pler

This result is used to determine Re A'(A.,) = j—o‘(Acr):

A A
(2.15) o — §e_°‘A(o/A + a) cos(wA) — Ee_aA sin(wA)(w'A +w) =0,
da w2,
(216) dA (Acr) = (1 i ,uACT)2 T ngAgr >0 VA, > 0,

where we use that at Ag,, a =0, w = wer, sin(Agwer) = 2“/’\”, and cos(Agwer) = —27“.

At each root of A, there is one purely imaginary pair of eigenvalues, but all other eigen-
values necessarily have a nonzero real part. This implies that for all roots A; # A, A satisfy
A; # mA for any integer m. Hence, all conditions of the infinite-dimensional version of the
Hopf theorem from [13] are satisfied, so a Hopf bifurcation occurs at every root of A,,. |

Once the equilibrium loses stability, a limit cycle emerges. We now show that the resulting
limit cycle is stable.

Theorem 2.5. The Hopf bifurcations given by Theorem 2.4 are supercritical, i.e., each Hopf
produces a stable limit cycle in its center manifold.
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Proof. One way to establish stability of limit cycles is by the method of slow flow, or
the method of multiple scales. This method has previously been applied to systems of DDEs
[7, 5, 22]. Another standard way to determine the stability of limit cycles is by showing that
the Floquet exponent has negative real part, as outlined in Hassard, Kazarinoff, and Wan [14].
In this theorem, we follow the first approach (the method of slow flow), but for the interest
of the reader we include the Floquet exponent method in the appendix, subsection 5.1.5. We
note that the results of the two methods agree.

We consider the third order polynomial expansions of ¢; and ¢o about the equilibrium.
The resulting equations can be uncoupled, with the function of our interest given by

(2.17) Ta(t) = A <—f’2(t —4) (U A)> — s ().

2 24

For the details, see subsections 5.1.3-5.1.4 of the appendix. We set 02(t) = /ex(t) in order to
prepare the DDE for perturbation treatment, and replace the independent variable ¢ by two
new time variables £ = wt (stretched time) and n = et (slow time). The delay and frequency

are expanded about the critical Hopf values, A = A, + ear, w = wer + €6, so 7 becomes
e dxr Oxdf¢ Oxdn Ox ox

2.1 = = o bt

(2.18) Y= " ogdt Tonar o Weth g e

The expression for z(t — A) may be simplified by Taylor expansion for small e:

0% 0T

(2.19) z(t —A) = 2(6 —wA,n—€eA) = — e(wera + Ay B) - % eACT% + O(€?),
where z(§ — werAer,n) = &. The function z is represented as © = xg + ex1 + - - -, yielding
dx 8300 8:):0 6300 O0xq
2.20 — = Wer—— — — or——
(2.20) il o€ + €6 o 6 + ew o€

After the proposed transformations are carried out, the DDE (2.17) can be separated into two
equations by collecting the terms with like powers of ¢,

org A
(2.21) Wep —— o€ 04 2x0+uxo 0,

or1 A A A
(2.22) wcra—g + 571 + pr1 = —Bro¢ — Toy + 5 (,BACT + ozwcr) T o1t

Equation (2.21) shows that z¢ can be written as xo(t) = A(n) cos(§)+ B(n) sin(§). Eliminating
the secular terms sin(¢) and cos(&) in (2.22), we get two equations that involve %A(n) and

%B (1), and we remove the delay terms by using (2.21). We switch into polar coordinates by

introducing R(n) = \/A(n)? + B(n)?, and we find ?T];:

iR R((ACTAQ +4p)R? — 16a(\2 — 4u2))
(2.23) o

dn 16(4 4+ AZ N2 4+ 8A.rp)
Since R > 0 by definition, the two equilibrium points are R; = 0, which is unstable, and
Ry = %, which is stable. Thus the limit cycle born when A exceeds any root of
A, is locally stable in its center manifold. [ |
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Figure 4. The Hopf curves for u = 1.

To summarize, the queues converge to an equilibrium regardless of the delay when A < 2u.
However, when A > 24, infinitely many pairs of complex eigenvalues will (one by one) cross
the imaginary axis from the negative to positive real half of the complex plane as the delay
increases. Each point of the delay where a pair of eigenvalues reaches the imaginary axis
results in a supercritical Hopf bifurcation, and is denoted by the critical delay A... Figure 4
displays the curves along which the Hopf bifurcations occur, as a function of the arrival rate
A. For any A, the queues lose stability when the delay exceeds the first Hopf curve, at which
point a stable limit cycle is established. We will now approximate the amplitude of the limit
cycle near the bifurcation point via Lindstedt’s method.

2.2. Main steps of Lindstedt’s method. Lindstedt’s method was originally formulated
for finite-dimensional differential equations, but has been later extended to DDEs. Texts
such as [8] and [27] apply Lindstedt’s method for equations with delays. We synthesize the
main steps into four essential parts. These steps provide clarity to the reader who might be
unfamiliar with asymptotic techniques and outline a complete methodology for replicating our
results for other types of models.

1. The third order Taylor expansions of the DDE’s (2.2)—(2.3) can be uncoupled, yielding
0y from (5.14) as our function of interest. The details are provided in the appendix,
subsections 5.1.3-5.1.4. We stretch the time ¢ and scale the function vs:

(2.24) T=wt, Ua(t) = ev(t).

2. We approximate the unknown function v(t), the delay A, and the oscillation frequency
w by performing asymptotic expansions in e:

(2.25) w(t) =vo(t) +evi(t)+---, A=Ag+eAi+-, w=wo+ew +---.
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3. After the expansions from (2.25) are made, the resulting equation can be separated
by the terms with like powers of € (¢” and €!). The resulting equations are

A
(2.26) pvo(T) + 51)0(7 — Agwo) + wovy(T) =0,
A
por (T) + 51)1(7- — Aowo) + wov (1) + wivy(T)

(2.27) —2%)\@8(7' — A(](.U(]) — %)\(Ale + Aowl)vg(T — Aowo) =0.
Equation (2.26) is satisfied by the solution vo(7) = A, sin(7), which is expected since
vg describes the queue behavior at the Hopf bifurcation where a limit cycle is born. It
can be verified by substitution of Ay = A, and wy = we-. Further, the equation for
v1(7) has a homogeneous and a nonhomogeneous parts to it. The homogeneous part
vi (1) satisfies an equation which is identical to (2.26), so any linear combination of
sin(7) and cos(7) will satisfy the equation for v{/(7). To avoid secular terms in the
nonhomogeneous solution, the coefficients of sin(7) and cos(7) resulting from vy in
(2.27) must vanish. This gives two equations with two unknowns, A, and w;.

4. The resulting equations can be solved for A, and w;. Substituting in Ay = A, and
wo = Wer, the results are

(A — Ay)AZ(A2 — 4p2)3/2
4(2/\2,u — 813 + A2/ A2 — 42 arccos(—%“)) ’

8()\2 _ 4/12)2
2.29 Ay(A) = /A - A, - .
(2:29) (&) \/2)\2,u —8ud + A2/ A2 — 42 arccos(—%")

Amplitude of the queues. The function ¥y from (5.14) attains a steady state amplitude
approximately given by A,. A change of variables reveals the amplitude of ¢; and ¢z, showing
that the steady state of queues up to a phase shift is given by

(2.28) wy = —

A 1 1
(2.30) q(t) — % + §Av sin(wt), q@2(t) = — — = A, sin(wt),

where w is the frequency of oscillations and the amplitude is %Av.

2.3. Numerical results of Lindstedt’s method. Although Figures 5—6 demonstrate that
the amplitude approximation from (2.30) matches the behavior of the queues quite well, they
do not reveal whether the approximation remains equally accurate when the model parameters
vary. Hence, in this section, we wish to know under what conditions the approximation of
the steady state amplitude is accurate. We consider the queue lengths to be determined with
sufficient accuracy by numerical integration of (2.2)—(2.3) using the MATLAB dde23 function,
and will use numerical integration to assess the validity of the approximation.

Lindstedt’s method perturbs the system about A, so the approximated amplitude must
approach the true amplitude as A — A,.. This is consistent with our numerical results, and
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Queue Length vs. Time, A = Acr +0.05 Queue Length vs. Time, A = Acr+0.05
6 ; ; . ;
5 \ 5
o)) o
@ -V : @
—
§ 4f 1 o |
T —aq,( o3 ——q,(t)
g
D ) —q,(t) 2 —a,(t) |
predicted Amplitude predicted Amplitude
2 ' ; : : 1 : : : :
0 2 4 6 8 10 0 10 20 30 40 50
Time Time
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Figure 7. A =10, p = 1. Figure 8. A =10, p = 1.

is evident from Figures 7-8. The two plots compare the numerically found amplitude with
Lindstedt’s amplitude while treating each as a function of delay for parameters (A, u) = (10, 1)
for the ranges A € [Ag, Agr + 0.2] and A € [A,, Ao + 1], respectively. In both cases the
approximation is highly accurate when 7 = A — A, — 0. However, Lindstedt’s method
cannot provide theoretical guarantees as the gap between A and A increases, and as seen
from Figures 7-8 the approximation loses accuracy.

The method’s performance is also affected by the choice of parameters A and u. Lindstedt’s
method works better for smaller A\, as shown by the surface plot Figure 9 of the absolute error
of Lindstedt’s approximation across a range of A and A. Based on the plot, the error of
approximation monotonically increases with respect to both A and A. While the absolute
error in Figure 9 is constructed for p = 1, the same holds for other choices of . The
performance of Lindstedt’s method depends on p in a similar fashion. The accuracy of the
method improves when p increases, and the error is monotone with respect to both y and A.
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This trend is exemplified by the surface plot in Figure 10, which shows the absolute error of
Lindstedt’s method as a function of u and A for A = 10.

The observation that Lindstedt’s method works differently for varying values of A, 1, and A
leads to two points. The first point is that even though the parameters depend on the physical
circumstances and cannot be easily manipulated, it is beneficial to know when to expect a
larger error in approximation. The second point is that the limitations of Lindstedt’s method
motivate us to develop a different numerical technique with the objective of decreasing the
maximum error over a larger set of parameter values. Specifically, we would like to eliminate
the peaks of error observed in Figures 9-10 when A is large or p is small and, therefore, obtain
a more accurate approximation of the amplitude. With this in mind, we introduce the slope
function method.

2.4. The slope function method. The theory of Hopf bifurcation together with numerical
examples highlight that the amplitude is approximately proportional to the square root of the
difference of the actual delay and the critical delay, i.e.,

(2.31) Amplitude =~ C(\, ) - VA — Agp,

where C'(\, 1) does not depend on A. We call C'(\, ) the slope function as it characterizes the
slope of the amplitude as a function of the system’s parameters. In this section, we propose
a statistical way to fit the slope function, which turns out to approximate the amplitude in
some cases better than Lindstedt’s method.

The slope function algorithm.

1. For a fixed pair of parameters A\; and 1, we find the amplitude A(7) via numerical
integration for a finite number of points 7 = A — A, :=0,d,2d, ..., (K — 1)d, where
d > 0 and K € N. Then C(A1, p1) is defined to be a coefficient C' that for A,(7) =
C+/1, the error A,(7) — A(7) is minimized in the least squares sense.
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Amplitude, 2 =10, p =1 Amplitude, % =20, p =1
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Figure 11. Approximation comparison. Figure 12. Approximation comparison.

The sum of squared errors for the K points of delay is given by the function F(c) =

Zf:_ol(c\/ jd — A(jd))?, which by definition reaches its minimum at C. Hence

[aary

K—
(2.32) dl:l(cc) - 2\/ﬁ<c\/ﬁ— A(jd)) —0.

J:

The closed-form solution for C is found to be
>iso! VIdA(jd)

K—1 . :

Zj:[) Jd

This gives us the value of the slope function at (A1, 11). To see how this approximation
compares to the Lindstedt’s method, consider Figures 11 and 12, which show the
amplitude as a function of delay for A = 10 and A = 20, respectively. The slope

function offers a relatively good approximation for the fixed A and u, and it is left to
determine the function for the other values of A and p.

(2.33) C =

. We extrapolate to find the slope function at arbitrary A and u based on the function’s

values computed for a few points. We assume that C'(\, ) is a separable function,
(2.34) C 1) = AV M (),

and then approximate the functions A and M by first degree polynomials

(2.35) AN) = Do+ 1A, M(u) = mo+ mip, lo,l1,mp,m1 € R.

We cannot prove that C is a separable function because it depends on the unknown
function A, the “true” amplitude, which is not necessarily separable. However, the
separability assumption is a reasonable approximation based on numerical insight.
Further, C'(A, 1) from (2.33), as seen from experimental data, indeed is very close to
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Slope function, true values

Slope function, true values

6 7
550 = | indstedt coef.
' 6.5¢ =— slope function
5,
= = B
<45 2
s O 55}
4t
= |_indstedt coef.
35 _SIOpe function 7 5;\
310 1I2 1‘4 1I6 1é 20 4'%.5 'i 1;5 2
A B
Figure 13. C is approzimately linear in . Figure 14. C is approzimately linear in p.
a linear function of A when g is constant, and it is close to linear as a function of u
while X is constant. This approximately linear behavior with respect to A and p is
demonstrated in Figures 13-14, respectively, where the blue line in each plot represents
the values of C'(\, 1) computed according to (2.33).
3. We reduce the number of coefficients by a change of variables a; = lym1, lg = asly,

and mo = agm;. Equation (2.34) then becomes
(2.36) C(A\ p) =ai(az + A)(ag + p).

Determining three unknown coefficients requires three data points C'(A1, u11), C'(A2, 1),
and C(A1, u2) that are evaluated based on (2.33) from step 1 of the algorithm. Then
(2.36) allows us to solve for aj, az, and ag:

CA, 1)  az+ A1 C(A,p1) a3+ 0 — C(A1, p2)

2.37 - , - Coa = .
3 COam) et he COnm)  astme ™ (a2t Azt o)

Therefore the coefficients of interest are

C(A1, p2) Al — T1 A2 H1 — Toph
2.38 - gy Mm@
(2.38) “ (ag + A1)(as + p2) “ x;—1 “ x9 — 1
C(A1y 1) C(A1, 1)
2.39 where x9=——""% 1= —%.
(2.39) 2T C0vme) T Cay )

Remark. By this algorithm, the amplitude of the queues is estimated to be

(2.40)

Amplitude =~ a1 (a2 + ) (az + )V A — A,

where the coefficients a1, ag, and a3 are given by (2.38)-(2.39). The specific values of these

coefficients will vary slightly depending on the choice of parameters A1, Ao, 11, and uo because

the linearity assumption of (2.35) is only an approximation of the true behavior as shown
in Figures 13—-14. Hence, for optimal results one should choose the data points C(\1, 1),

C(A2, p1), and C(A1, p2) around the range of A and p that one is interested in.
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Error in Amplitude, Slope Function Error in Amplitude, Lindstedt Method
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Figure 15. Absolute error from the slope function, Figure 16. Absolute error from Lindtsedt’s
with p = 1. method, with p = 1.
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Figure 17. Absolute error from the slope function, Figure 18. Absolute error from Lindtsedt’s
with A = 20. method, with A = 20.

2.5. Numerical results for the slope function method. We will now numerically compare
the performance of the slope function method to Lindstedt’s method. Figures 15 and 16 show
the absolute error of the amplitude for varying A and A resulting from the slope function
and Lindstedt’s method, respectively. Note that overall the slope function results in a smaller
error for a wide range of A and A, with a maximum error of 0.4 compared with a maximum
error of 1.5 in Lindstedt’s approximation. However, unlike Lindstedt’s technique, the slope
function does not guarantee to be accurate when A approaches A... Thus, it is advantageous
to use the slope function for predicting the amplitude when the delay is sufficiently greater
than the critical value, while Lindstedt’s method is preferable when the delay is close to the
threshold. A similar observation holds in the case when A is constant and p varies. Surface
plots Figures 17 and 18 show that the slope function has a maximum error of less than a
third of the error seen in Lindstedt’s method, being outperformed mainly when the delay
approaches the critical value.
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In conclusion to this analysis, we wish to emphasize that neither numerical method comes
with an analytic expression for an error bound. Therefore a comparison of numeric results
provides a valuable insight and gives intuition about the performance of the two methods.
However, our insight from numerics is of course limited because we do not have guarantees
that the numerical trends observed for this one queueing model can be extended to other
models. In the next section we will introduce a different queueing model not only to study the
model’s behavior (which is interesting in itself given the model’s relevance to applications),
but also to verify that the numerical trends of the methods performance are consistent with
the trends we observed so far.

3. Moving average fluid model. In this section, we present a queueing model similar to
the constant delay model from section 2, except here, the information given to the customer is
the average length of each queue measured over the last A time units, or the moving average.
Figure 1 still accurately represents the overall system: the customers appear at a rate A, join
one of the two queues with probabilities p; and po, and get service at a rate p with an infinite
number of servers. Customers join the queues according to the MNL model, giving higher
preference to the queue with a smaller average length:

eXp( Aft A Q(s)ds )

(3.1) p1= exp ( - % ftth qi(s ) + exp < AQQ )ds> ;
(3.2) Dy — - eXp ( A Jiaa(s)d ) |
eXP<_th7AQ1 s ) + exp ft A (s )ds)

Here p; is the probability of the ith queue being joined, ¢;(¢) is the ith queue length, and the
integral expressions in the exponents are the moving average lengths of the queues.
Given these probabilities we can describe the queue lengths as

exp (=% J par(s)ds)
exp(—%ftt_Aql )—i—exp — L1\ aa(s)ds

exp (= & J aa2(s)ds)
exp(—%ftt_Aqls )+exp( Lt g )ds)

(3.3) &=\ ) — pr (1),

(3.4) do = \- — pga(t),

where A, \, x > 0. The equations are simplified by the notation for the moving average m;,
which itself satisfies a DDE:
t
/ qi(s)ds,
t—A

: (q t) — q(t — A)), ie€{1,2}.

D= D=

(3.6) mi(t, A) =
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The FDEs (3.3)—(3.4) can now be expressed as a system of DDEs:

¢ exp(—my(t)) _
(3.7) a1 =\ @) F exp (@) g (t),
.« exp(—ma(t)) _
(3.8) 4 = A @) F exp () 11ga(t),
(3.9) = (@) - e - ),
(3.10) o = - (@t) — aalt — D))

Since the functions m; represent the averages of ¢;, the initial conditions of m; must reflect
this. With fi(¢) and fa(t) being continuous and nonnegative functions on t € [—A, 0], the
initial conditions are

(3.11) = fi(t), @(t) = fa(t), AO}
(3.12) / fi(s ms f2

3.1. Hopf bifurcation in the moving average model. The behavior of the queues (3.7)—
(3.10) depends on the delay parameter A, but the dependence itself is more nuanced than
in the constant delay model. To provide a qualitative understanding of the behavior, we will
begin by establishing the existence and uniqueness of the equilibrium.

Theorem 3.1. The unique equilibrium of (3.7)—(3.10) is given by

(3.13) 4i(t) = g3(t) = mi(t) = my(t) = o

Proof. See the proof in the appendix. [ |

The stability of the equilibrium comes from the eigenvalues of the characteristic equation
that is determined by the linearized system of equation. In subsections 5.2.3 and 5.2.4 in
the appendix, we linearize the system of equations (3.7)—(3.10) and separate the variables,
reducing the system from four unknown functions to two:

(3.14) Ba(t) = ~J0() — pin(t)
(3.15) Salt) = %(ﬁg(t) (i - ).

To determine the characteristic equation, we need to first consider a special scenario with the
trivial eigenvalue. Under the assumption that @ = e with A = 0, both functions must be
constant, so for some c2,c4 € R, 02(t) = c2, U4(t) = c4. By (3.15), the initial condition for
D2(t) must be a constant function on t € [—A,0] so v2(t) = co for all ¢ > —A. The initial
condition for 04 then implies that 94(0) = ¢4 = [~ 0 A C2ds = Aca. Therefore ¢y = Acy, but from
(3.14) we also find that co = ’\C4 The only way both equalities can hold is if co = ¢4 = 0.
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Thus the trivial eigenvalue can only exist as a solution when the initial conditions are exactly
zero, meaning that both queues must be of equal length ¢;(t) = ¢2(t) = ﬁ for all t € [-A,0].

Now we determine the characteristic equation assuming that o = e, A # 0:

_ A A —AA
(3.16) (I)(A,A)—A—I—M-f—m—m'e = 0.

The equilibrium is stable as long as all eigenvalues A have negative real parts. Proposition 5.2
in the appendix shows that any real eigenvalue must be negative. However, since A > 0 there
are also infinitely many pairs of complex eigenvalues. The following proposition shows that,
regardless of the parameters A and u, all complex eigenvalues have negative real parts when
the delay is sufficiently small.

Proposition 3.2. Let A, u, A > 0. There exists A* > 0 such that for any A < A*, all
complex eigenvalues of the characteristic equation (3.16) have negative real parts.

Proof. Let A = a + ib be a solution of (3.16). Then a and b must satisfy

alA

(3.17) cos(bA) = eT(QQQA — 202A + A + 2apA),
eaA

(3.18) sin(bA) = — T 2bA(2a + ).

If b satisfies these equations, then —b is a solution too. Hence without loss of generality, we
will assume that b > 0. Summing the squares of the two equations, we get

(3.19) e 2802 = (2a°A — 2°A + A + 2auA)” + (26A(2a + 1))’

from which b can be expressed as a continuous function of @ and A, namely, b(a,A). If a =0,
then b(0,A) = \/% — 12, and when plugged into (3.18) we get

(3.20) sin(b(0, A)) = ~ 230, 8)2,
(3.21) sin(2(0, A)) = —27“  2(0, ),

(3.22) z(a,A) =bla,A)A, x(0,A) = A4/ % — 2.

The function x will be helpful in the proof. Note that x is a continuous function of b and
therefore of a. Let us define A* > 0 as

A A

(3.23) AF = 2

A=/ N2—4p272 .
Tﬂ, otherwise.

<,

This choice of A* guarantees that for all A < A*, the functions b(0, A) and z(0, A) are real.
Further, A* ensures that 0 < 2(0, A) < min(r, ﬁ) for all A < A* which can be checked from
(3.22). The condition 0 < x(0,A) < 7 implies that

(3.24) sin(2(0,A)) > 0 > —27“  2(0, A).
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However, for any a > 0, (3.18) gives the inequality

eaA

(3.25) sin(z(a,A)) = — )

2r(a, A)(2a+ 1) <~ x(a, A);

therefore, when a = 0 the inequality remains

(3.26) sin(z(0,A)) < —QTM -2(0,A),

which is in contradiction with (3.24). Hence a must be negative to satisfy the characteristic
equation for A < A*. [ |

The stability of the equilibrium is lost when a pair of complex eigenvalues cross the imag-
inary axis. If for some A = A, there are purely imaginary eigenvalues, A = tiwe,, wer > 0,
then the characteristic equation gives the equalities

_ 20 o per

2ACTW§T
A ’ '

(3.27) sin(werAgr) = 3

cos(werAgr) =1 —

From the trigonometric identity sin?(weAer) + cos?(werAer) = 1, wer can be found by

A
2
A, M

(328) Wer =

Since w,, must be real and nonzero, the condition A, < ﬁ must hold. When w,, is substituted
into (3.27), we find that A, must satisfy the equation

A 2uA ¢ A
2 i A o — 2 —_ . 2 — .
(3.29) sin < c . W ) + \ . =0

We are now ready to formulate the conditions that determine the stability of the equilibrium.

Theorem 3.3. If (3.29) has no positive roots A.,, then the equilibrium of (3.7)—(3.10) is
stable for all A > 0. If there exists A > 0 satisfying (3.29), then the equilibrium is stable
when A is less than the smallest positive root Ag,- or greater than the largest root A.. Further,

the largest root A, is less than u—/\g

Proof. See the proof in the appendix. [ |

If and when A exceeds the smallest positive root A, of (3.29), the equilibrium becomes
unstable and a stable limit cycle emerges. Figures 19 and 20 show the transition. The change
of behavior is due to a Hopf bifurcation, as shown in the next theorem. Further, since there
can be multiple roots A, to (3.29) for fixed parameters A and u, multiple Hopf bifurcations
may occur.

Theorem 3.4. If A., satisfies (3.29) and A. # ’\2_”22”, then the queues from (3.7)—(3.10)
undergo a Hopf bifurcation at A.,.
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Figure 19. Before bifurcation. Figure 20. After bifurcation.

Proof. For each A, satisfying (3.29), the characteristic equation (3.16) has two simple
roots A = +iw.. Further, through implicit differentiation of (3.16), it can be shown that

Re[A(Agr)] # 0:

ET(A —2p— 2N2Acr)
42 Aer (3 4+ 2A01) + A4 + Ag A + 4A0p0)

(3.30) Re A(Ay) =

The denominator of Re[A’(A,)] is positive, and the assumption A, # 2 MQ” guarantees the
numerator to be nonzero. Further, all other eigenvalues A* are complex with a nonzero real
part, so A* £ mA. Therefore, a Hopf bifurcation occurs at Ag;. |

As was suggested by Figure 20, the limit cycle is stable. In fact, the following theorem
shows that any Hopf bifurcation in our queueing system is supercritical.

Theorem 3.5. Any Hopf bifurcation from Theorem 3.4 is supercritical.

Proof. We will use the method of slow flow to determine whether the limit cycle is stable.
The third order expansion of (3.7)—(3.8) can be uncoupled, and the resulting equations of
interest are given by subsections 5.2.3 and 5.2.4:

(3.31) b= (- @42( ) — i),
(3.32) 5= %(f}g(t) (i - A)).

The two variables are scaled by /e

(333) Ba(t) = Veu(t),  i(t) = Veult),

the delay and the frequency are expanded close to their critical values, and two time scales
are introduced:

(334) A= Acr +ex, wW=we+ 667 5 = wt, n= et.
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The functions v(t) and u(t) are also expanded:

(335) U(é.v 77) = UO(E? 77) + evy (ga 77)7 u(£7 7]) = u0(£7 77) + eup (57 77)

When the suggested transformations are made to the equations for v(¢) and u(t), we can
separate the resulting equations by collecting all the terms with like orders of . The equations
for the zeroth order terms are satisfied with a solution of the form

(3.36) vo(€,m) = A(n) cos(§) + B(n) sin(§),

which allows us to find the form of ug (&, n):

2(A(n) + B(n)wer)
hy

(3.37) uo(§,m) = — cos(§) —

The terms involving the first order of € are comprised of (i) the differential operator acting
on z1, (ii) the nonresonant terms cos(3¢) and sin(3¢), and (iii) the resonant terms involving
cos(§) and sin(€). For no secular terms, the coefficients of cos(£) and sin(§) must vanish,
giving a slow flow on A(n) and B(n). By introducing the polar coordinates

(3.38) A = Rcos(0), B = Rsin(0),
we find the equation for the radial component d%R(n),

@ _ R(A- Acrpi?) (R (A 4 2p) — 4o\ = 2p — 28 4%))
dn 280 A —Au A2 4+ 40012 (3 + 200 1) — 4XN(4 + 3A0p))

(3.39)

Assuming R > 0, the equilibrium points are

dar(N = 2p — 20 p12)
3.40 Ry=0, R = .
(3.40) 0 ! \/ A+2u
From Theorem 3.4, A, # ’\2_—52“, so Ry and Ry are always two distinct points. When A, <
>‘2_H22“, then in order for Ry to be real, o must be positive. On the other hand, if A, > ’\2_—52“,
then a must be negative for R; to be real. In both cases, the assumption A%m — u? > 0 that

arose from the frequency w.- being positive, guarantees that % is positive on the interval

R € (0, R1) and negative when R > R;. Therefore the Hopf bifurcation is supercritical. W

To summarize, for any fixed parameters A and u the queues converge to a stable equilibrium

when the delay is sufficiently small. However, as the delay increases up to A = ’\2_ 2 finitely
"

many pairs of complex eigenvalues may cross to the positive real side of the imaginary axis
of the complex plane. Every pair of eigenvalues reaching the imaginary axis is indicated on
Figure 21 by a Hopf curve. Note that the dashed orange line A = )‘2_/1 2 from F igure 21
passes through the minimum of each Hopf curve, where each minimum represents a pair of

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 05/29/19 to 128.84.126.184. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

NONLINEAR DYNAMICS IN QUEUEING THEORY 299

~ HopfCurves ]
60 T : 7 T T T T T 77

Figure 21. The Hopf curves for p = 1; green area—Ilimit cycles; blue area—stable equilibrium; dashed
orange line — X\ = 2u?A + 2u; the non-Hopf curve — A = /%2

eigenvalues that reaches the imaginary axis at A = )‘2; 2 and then returns back to the negative
real side of the complex plane without crossing the imaginary axis.

Once the delay exceeds /\2; 2 and the parameters are in the region to the right of the dashed
orange line from Figure 21, every pair of eigenvalues with positive real parts will inevitably

cross back over the imaginary axis in the negative real direction. In fact, all eigenvalues will

obtain negative real parts before the delay reaches % This is guaranteed by the condition

0 # wer € R together with Proposition 5.3 in the appendix. The condition A = 2 is indicated
on Figure 21 by the non-Hopf curve, and it is clear that the Hopf curves cannot cross the
non-Hopf curve.

The equilibrium is stable whenever A is below the Hopf 1 curve from Figure 21. To
quantitatively describe the behavior of the queues after the Hopf 1 curve is crossed, we will
approximate the amplitude of the queue oscillations via Lindstedt’s method.

3.2. Lindstedt’s method. We apply Lindstedt’s method according to the steps shown in
subsection 2.2. However, instead of working with one unknown function we are now working
with two.

1. We start with the variables that represent the third order polynomial expansion of g1,
q2, m1, and meo about the equilibrium. These four variables can be reduced to two by a
change of variables. The details are provided in the appendix, subsections 5.2.3-5.2.4.
The functions of interest become ¥ and 04 from (5.43). We stretch the time and scale
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both functions by +/e:
(3.41) T=wt, Uy =+ ev(t), 4= eu(t).

This ensures that the cubic terms will have one higher order of € than linear terms,

3
(3.42) wo(r) = A (-“(27) + 6”2(? ) — p(r),
o 1
(3.43) wu(T) = A (’U(T) —v(r — wA)).
2. We approximate the variables by performing asymptotic expansions in e:
(3.44) v(t) =vo(t) +evi(t) + -+, u(t) =up(t) +eur(t)+---,
(3.45) A=Aog+eAr+---, w=uwy+ews+---.

3. We separate each of the resulting equations by collecting all the terms of the like

powers of €. The terms of order €” yield equalities
1 o
(3.46) 0= 5)\m0(7) + pvo(T) + wovo (),

(3.47) 0= —1}0(7') + U()(T — Agwo) + AQW(]??.’L()(T),

and the terms of order ¢! yield

(3.48) 0= —iAmo( )%+ %)\ml(T) + po1 (1) + wito(T) + wodr (1),

0= Al <’U0(T) — 1}0(7' — Ao(do)) + A%wlT.TL()(T) + AngT.nl (T)
(3.49) — Ay (vl(T) — (T — Agwo) + (Agwy + Agwi )P0 (T — AM)).

The function mg can be expressed through vy by (3.46), and m; can be expressed
through vy and v; from (3.48). It can be verified that vg(7) = A, sin(7) satisfies
(3.46)—(3.47). Further, the homogeneous part of solution for v is satisfied by v{(7) =
asin(7) + bcos(7). Therefore to avoid secular terms sin(7) and cos(7), the coefficients
of sin(7) and cos(7) from (3.49) must vanish. This condition gives two equations for
two unknowns, wy and A,.

4. After some algebra we determine the amplitude A, as a function of delay:

(3.50) - VA—A, - \/ AN = 2 4 280 wy)

Aer ,Uf +w ( - A+2(,UI+AC’V‘:U’2 +AC7"ng)).

Amplitude of the queues. The function A, approximates the amplitude of oscillations
for v(t) from (3.42). A change of variables reveals the amplitude of ¢; and g2, showing that
the steady state of queues is given up to a phase shift by

A A
(3.51) q(t) — o + A sin(wt), q2(t) — o
where the amplitude is 2A and w is the frequency of the oscillations. Figures 22-23 use the
predicted amplitude to bound the oscillations of queues near the bifurcation point, providing

some validation to Lindstedt’s method as well as our calculations.

1
- fAv sin(wt),
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Queue Length vs. Time, A = Acr+0.05 Queue Length vs. Time, A = Acr+0.05
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Figure 22. A =20, =1. Figure 23. A =20, = 1.

3.3. Numerical results. In this section we compare the approximations of amplitude from
Lindstedt’s method and the slope function method to the true behavior of the queueing system.
Note that the slope function is provided by the algorithm in subsection 2.4 and (2.40), so no
additional work is needed. Also, we consider the queue lengths to be determined with sufficient
accuracy by numerical integration of (3.7)—(3.10) using the MATLAB dde23 function, so we
will test our approximations against the numerical integration results.

Our key finding is that the trends of the method performance are consistent with those that
were observed for the constant delay model in subsection 2.3, both for Lindstedt’s method
and the slope function method. Hence, we avoid repeating the analysis of subsection 2.3,
and instead provide relevant figures with a summary of the key differences between the two
methods.

e Lindstedt’s method loses accuracy when the delay increases, and it is outperformed

4.

by the slope function method for larger delay. See Figures 24-29.

Lindstedt’s method tends to be more accurate than the slope function method when
A — A.. For example, see Figure 25, where the amplitude is shown as a function of
delay.

The error of Lindstedt’s approximation is monotonic in A, A, and p. Hence, over the
parameter space the error function has predictable and significant peaks around large
A and A and around small p. See Figures 27 and 29.

The error of the slope function method is relatively evenly distributed over the pa-
rameter space, and therefore there are no significant peaks in error. See Figures 26
and 28.

The maximum error for slope function over a neighborhood of parameters is 3—4 times
smaller than it is for Lindstedt’s method. Specifically, the maximum error is three
times smaller for the constant delay model, and 4 times smaller for the moving average
model. See Figures 26-29.

Conclusion. In this paper, we analyze two queueing models that incorporate customer

choice and delayed queue length information. The first model assumes a constant delay while
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Amplitude, A =20, n =1
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the second one uses a moving average. We analyze the qualitative behavior of these queueing
models and show the occurrence of supercritical Hopf bifurcations. Using Lindstedt’s method,
we construct an analytic approximation for the amplitude of oscillations that the queueing
system exhibits after a Hopf bifurcation. Lindstedt’s method works well where the delay is
close to the critical delay value, but the method becomes less accurate for larger values of
delay. We address this by proposing a new numerical technique, the slope function method,
that estimates the slope of the amplitude as a function of the system’s parameters.

The slope function method is conceptually intuitive and elementary in implementation.
It can be used in a wide variety of models where a Hopf bifurcation is observed. Unlike the
perturbations method, the slope function does not require complicated analytical work and can
be implemented without a substantial mathematical background. Limit cycles are known to
occur in models studied by social scientists and biologists, for which the slope function method
can provide an easy way to numerically approximate the amplitude of oscillations. Although
we give no theoretical guarantees on the method’s performance, our paper demonstrates on
two different models that the slope function method maintains a low error across a much
wider range of parameters than does Lindstedt’s method. For our models, the maximum
error in approximation is 3—4 times smaller over a large neighborhood of parameters than the
maximum error from Lindstedt’s method.

Last, it is worth noting that this paper connects the field of queueing theory to nonlinear
dynamics and, in particular, DDEs. Our work opens doors for many other queueing models
to be considered with mathematical techniques that may be new to the queueing community.
Simultaneously, our work places queueing theory on the radar of the dynamical systems experts
as a potential application area for their research with direct relevance to industry.

5. Appendix.
5.1. Constant delay model.

5.1.1. Showing the existence and uniqueness of equilibrium.

Proof of Theorem 2.1. When ¢;(t) = ¢;(t — A) = ﬁ for each 1 <14 < N, all functions g¢;
are constant with respect to time,

. eo(-) )
5.1 () =\ BN
(5.1) q;(t) S () "Na

Therefore ¢ = ﬁ is an equilibrium.

To show uniqueness, we will argue by contradiction. Suppose there is another equilibrium
given by ¢;, 1 < ¢ < N, and for some ¢ we have ¢ # ¢;. Without loss of generality, let
us assume that it is the Nth queue, so ¢y, # qn. Also, without loss of generality let us
assume that g3 > gy, and since both are constants with respect to time, we can conclude
that gy (t) = ﬁ + € for some € > 0.

From the condition 0 = Zfil &_1'7 the sum of the queues has to be Zf\il G = ﬁ, so the
average queue length is % Zf\; 1T = N%; Since ¢y is greater than the average, then there

must be some queue g, 1 < k < N — 1, that is less than the average, so g = A%N — ¢ for some
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0 > 0. We can use this together with the condition é‘z = 0 to get an expression

al A
(5.2) Zexp (—@(t—A) = PR

which can now be used to show contradiction:

A
. exp(— 5= —¢€) A

5.3 = (1) = A L (— )
(53) i) =2 (g e

I T

A
(5.4) =-5 (- e ) —p(e+de ?) <0,
Hence ¢; is not an equilibrium, and so the equilibrium must be unique. |

5.1.2. Showing stability of the equilibrium. The following proposition is used to prove
the stability of the equilibrium.

Proposition 5.1. If there is a root r = x + 1y of the characteristic equation
(5.5) r=a+pfe A

with positive real part (x > 0), then it is bounded by x < o+ |B| and |y| < |B].

Proof. Plug r = x + iy into (5.5) and separate real and imaginary parts to get

A _ A
(5.6) cos(yA) = W, sin(yA) = — =Y
These equations give the inequalities
TA . A
(5.7) o) o Y g

Assuming that z > 0 and A > 0, we know that e*® > 1. Therefore inequalities reduce to

(5.8) <SSl

RSN

and give the desired bounds x < o + |f]| and |y| < |3]. [ ]
5.1.3. Third order Taylor expansion. A third order Taylor expansion of c.Jl(t) and Zlg(t) is

used to approximate the deviation of the queues from the equilibrium. This is required both
by Lindstedt’s method and by the the slow flow method. To find the expansion, we define new
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functions 4, and o that represent the deviation of the queues ¢; and g9 from the equilibrium
state at ﬁ:

(5.9) 0(t) = 5+ 0t), @) = 5+ @)

Equations (2.2)—(2.3) give expressions for @;(t) and 42(t), which can be approximated by
with a third degree polynomial about the equilibrium point @ (t) = @2(t) = 0. We denote the
approximations by w1 (t) and wa(t),

3 2 2 3
. — -3 3 —
(5.10) () = A (WL W2 WITOSWW WM TR (4 Ay (8),
4 48
wy —wy w3 — 3wiw3 + 3wawi — w}

(5.11)  wa(t) = A < ) (t — A) — pws(t).

4 48

5.1.4. Reduction to one cubic delay equation. The symmetry of (5.10)—(5.11) allows
the equations to become uncoupled. We consider the sum and the difference of wy and wo,

(512) 131 (t) = w1 (t) + wg(t), ’52(25) = w1 (t) — W3y (t)

This change of variables leads to the differential equations

(5.13) 01(8) = —pu(wi () + ws(t)) = i (1),
. Dot — 3(t —
(5.14) Sa(t) = A <_ 2(t2 A) n 2(t24 A)) ~ ina(t),

which are uncoupled. Equation (5.13) has the solution #;(t) = Ce ™! so ©;1(t) decays to 0
regardless of what the delay parameter is, making v2(¢) the function of interest.

5.1.5. Limit cycle stability via Floquet exponents. Theorem 2.5 shows that the Hopf bi-
furcations are supercritical by perturbing the system about the point of bifurcation. However,
the stability of limit cycles can also be determined by projecting the infinite-dimensional DDE
on a center manifold, and then finding the characteristic Floquet exponent of the resulting
system of ODEs. This approach is explained in detail by Hassard, Kazarinoff, and Wan [14].
In our case, the DDE is given by

(5.15) D= —p(t) — %v(t —A)+ f(v(t),v(t - A)),

where f(v(t),v(t — A)) contains all the nonlinear terms. To project (5.15) onto a center
manifold, we follow [28, Chapter 14.3] precisely. First, we get rid of delay in our equation by
defining v;(0) = v(t + 0) for 6 € [-A, 0] and the operators

Ozt (9) for 0e[-A,0),

(5.16) Auv () = {_Zevt(o) _ %Ut(—A) for 6=0,

0 for 6 €[-A,0),
f(v¢(0), v (—A)) for =0,

(5.17) Fu(0) = {
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so that the DDE (5.15) can be written as

d
(5.18) @Ut(ﬁ) = Av(0) + Fu(0).
We assume that A = A, so there is a pair of purely imaginary roots A = +iw. with the
corresponding eigenfunctions s1(f) and s3(#) such that

(5.19) A(s1(0) + is2(0)) = iwer (s1(8) + is2(6)).

The solution v; of (5.18) can then be expressed as a sum of points lying in the center subspace
spanned by s1(#) and s2(6), and the points that don’t lie in the center subspace, which is the
rest of the solution and we denote it by w:

(5.20) ve(0) = y1(t)s1(0) + y2(t)s2(0) + w(t, 0).

The idea of the center manifold reduction is to approximate w as a function of y; and y2 (the
center manifold), therefore, replacing the infinite-dimensional system with a two-dimensional
approximation. After some algebra we can determine y; and y2 to be

. 4 Ap+ Ap? + Aw?)y)’
(5.21) = oy — (dwya + 4(p + Ap® + Aw )ZQ) L o).
2402 ((1 + Ap)? + A%w?)
(5.22) ba = —wyr + O(yf).

Now we will follow the technique in Hassard, Kazarinoff, and Wan [14, Chapter 1] to analyze
the stability of y; and y2. The system of ODEs (5.21)—(5.22) can be equivalently written as

o 2z
(5.23) z=wz+ Z gijTj!"‘O(MLH)v

where z is a complex function z = y2 + 1y1, and Z is its complex conjugate. The coefficients
gij can be determined from (5.21)—(5.23), and we find that g20 = go2 = ¢g11 = 0 and

2(p — iwer) (1t + iwer )
A1+ Agr(p = iwer) (1 4 Acr (p + iwer))

(5.24) go1 = —

Further, if the Floquet exponent is negative, then the bifurcating periodic solutions of (5.23)
are asymptotically, orbitally stable with asymptotic phase. When A is sufficiently close to
A.r, the Floquet exponent is of the same sign as (s that is given by Hassard, Kazarinoff, and
Wan [14, equation (5.9) in Chapter 1]:

1 1
(5.25) B2 =2 Re [ <920911 —2|g11* - 3|902|2) + 921} .

i
2wer 2
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Hence,

2(pu2 + w2 ) (1 + A + Agw?,)
AN((1+ Agrp)? + AZw2,)?

crrrer

(5.26) By =—

<0,

so the Floquet exponent is negative and the limit cycle is stable in its center manifold.
5.2. Moving average model.
5.2.1. Showing the existence and uniqueness of equilibrium.
Proof of Theorem 3.3. Suppose the queues are in equilibrium. Then ¢;(¢) = ¢}, ¢2(t) = g3,

mi(t) = ftt_A q1(s)ds = qi, and ma(t) = £ ftt_A q2(s)ds = ¢;. By summing equations (3.7)-
(3.8) we find
A

(5.27) A—ulgr +¢3) =0, ¢ = ;—qé‘-

Eliminating ¢ from (3.7)—(3.8) and subtracting one equation from the other, we find that for
T =205
m

(5.28) x:A<1em>.

p\1+e®

Since % > 0, when z > 0 the right-hand side of (5.28) is negative so x < 0. Similarly, when
x < 0 then the right-hand side of the equation is positive, which means that = 0 is the only
solution. Hence ¢5 = ﬁ and ¢} = % —q = ﬁ is the only equilibrium point of ¢;(¢) and g2(t),

which implies that m;(t) = ma(t) = ﬁ [ ]

5.2.2. Showing stability of the equilibrium. The equilibrium is stable whenever all eigen-

values of the characteristic equation (3.16) have negative real parts. The following propositions
help to establish that.

Proposition 5.2. Any real eigenvalue of the characteristic equation (3.16) is negative.

Proof. Under the assumption A # 0 and A € R, the characteristic equation can be rewrit-
ten as

2A
(5.29) L+ = AA+p) = e M4,

The left-hand side (LHS) and the right-hand side (RHS) intersect at A = 0, and for A > 0

the LHS is monotonically increasing while the RHS is monotonically decreasing. Hence when

A € R, this equality can only hold for A < 0. [ |
Proposition 5.3. If A > M—)‘z, then any complex eigenvalue of (3.16) has a negative real part.
Proof. We will argue by contradiction. Assume that A > /%‘2, a >0, and b # 0, for some

A = a + ib, where a,b € R. We substitute A into (3.16) and separate the real and imaginary

parts:

(5.30) cos(bA)e N = 202 A — 202 A + X + 2auA,

(5.31) sin(bA)e A\ = —2bA(2a + p).
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Summing the squares of the two equations, we get
(5.32) e 2802 = (2a°A — 2°A + A + 2auA)” + (26A(2a + 1))’

and after some algebra we find

1

(5.33) b < (N + 2apuA + 2a%A) — (2a + p)?

(5.34) =2 —u?—2a(a+p) < —2a(a+p) <0,

B[ > |

so b must be 0, which contradicts our assumption. Therefore Re[A] = a < 0 for any complex
eigenvalue when A > % [ |

It is now left to establish the stability of the equilibrium.

Proof of Theorem 3.3. We will show that for the specified range of A, all eigenvalues of
the characteristic equation (3.16) have negative real parts. Recall that prior to deriving the
characteristic equation, we considered the case with the trivial eigenvalue separately, so, to
analyze the stability, we now only need to look at the nontrivial eigenvalues. Proposition 5.2
shows that any nontrivial real eigenvalue must be negative. Hence, it remains to show that
the complex eigenvalues have negative real parts.

Case 1. Suppose the characteristic equation (3.29) does not have positive roots A.,. This
implies that a complex eigenvalue A never reaches the imaginary axis as A varies. Since A is
continuous as a function of A, then Re[A] must be of the same sign for all A > 0. Proposition
(3.2) shows that for sufficiently small A, all complex eigenvalues have negative real parts,
which is therefore true for all A > 0.

Case 2. Suppose (3.29) has at least one positive root A... By the continuity of A with
respect to A, Re[A] must be of the same sign on the interval where A is less than the smallest
positive root of (3.29), and by Proposition 3.2 the sign is negative. The same holds when A

is greater than the largest root A, of (3.29). Any root A, is less than % by the condition

0 # we € R, and for A exceeding % all complex eigenvalues have negative real parts by
Proposition 5.3. Therefore, the continuity of A implies that Re[A] < 0 whenever A exceeds
the largest root A.,.

We showed that for the specified ranges of A, all eigenvalues have negative real parts and

therefore the equilibrium is stable. |

5.2.3. Third order polynomial expansion. We will perform a Taylor series expansion for
the deviations about the equilibrium (3.13) of (3.7)-(3.10) and keep terms up to the third
order. To start, we find the perturbations of our functions from the equilibrium,

(5.35) 0(t) = 5 +0t), lt) = 5+ (),
(5.36) () = ;M Fag(t), malt) = 2)/\~L + (),
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and from equations (3.7)—(3.10) we find their derivatives. A third order polynomial expansion

of i:l(t) is given by w;(t), where

Wi (t) = \- (_ “}3@)_“)4(15)) — (¢

4
(5.37) ) (w§’<t> - 3w4<t>w§<t>;3w3<t>wz<t> - wg@))
ﬁ;z(t) =\ <— W) — pws(t)
(5.38) Y (wi’ (t) — Bws(H)wi(t) ; 3wy (t)wi(t) — wg(t)> |
(5.39) ws(t) = %(wl (t) — wi(t — A)),
(5.40) Balt) = %(u}g(t) —us(t - 4)).

5.2.4. Reduction to two cubic delay equations. We will utilize the symmetry of (5.37)—
(5.40) to simplify our problem by uncoupling the four equations. To do so we introduce a
change of variables

(5.41) U] = wi +wWo, Uy =wi— W, V3=wWs3+ Wy, Vg4 =W3— W4.

The expressions for variables ¥; and 3 are uncoupled from 02 and ¥4:

(5.42) 1= —pin(t), 5y = %(@1@) ~ai(t-4)),
. D Ty ()3 .
(5.43) o= A( - 42“) + 42(2) ) _uba(t),  wa— %(f)g(t) —in(t - A)).

Furthermore, ©0(¢) and 03(t) can be solved directly and they converge to zero as t — oo.
Hence we are left with only two functions of further interest, vo and v4.
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