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Abstract— Social media has become a powerful and efficient 
platform for information diffusion. The increasing pervasiveness of 
social media use, however, has brought about the problems of 
fraudulent accounts that are intended to diffuse misinformation or 
malicious contents. Twitter recently released comprehensive 
archives of fraudulent tweets that are possibly connected to a 
propaganda effort of Internet Research Agency (IRA) on the 2016 
U.S. presidential election. To understand information diffusion in 
fraudulent networks, we analyze structural properties of the IRA 
retweet network, and develop deep neural network models to detect 
fraudulent tweets. The structure analysis reveals key characteristics 
of the fraudulent network. The experiment results demonstrate the 
superior performance of the deep learning technique to a traditional 
classification method in detecting fraudulent tweets. The findings 
have potential implications for curbing online misinformation.   
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I. INTRODUCTION 
Social media increasingly serves as a platform for 

expressing and sharing political opinions. Along with the 
growth of social media, there appear many unintended 
problems. One of them is a fraudulent account, which refers 
to the account posting inflammatory, extraneous, or off-topic 
messages in an online community [1]. This kind of accounts 
has been used to disseminate spiteful contents [2] and anti-
social news using an aggressive language, which lures social 
media users into fruitless argumentation [3]. Therefore, 
detecting fraudulent accounts can help curb the diffusion of 
malicious information in social media.   

We choose Twitter as a platform to investigate the 
problem of fraudulent accounts in this study. Twitter does 
not require any identity verification [4]. Consequently, it 
may become a breeding ground for fake accounts [5]. 
Twitter recently released comprehensive archives of the 
tweets posted around 2016 U.S. election day that are 
possibly connected to a propaganda effort by Internet 

Research Agency (IRA), an alleged Russian government-
linked company located in Saint Petersburg [6]. Twitter 
believes that these tweets and accounts are potentially state-
backed in an attempt to influence the U.S. election with an 
unfavorable purpose [7]. Although several studies [7, 11] 
have explored the dataset to detect fraudulent accounts, they 
are limited in two aspects. First, there has been little research 
into the characteristics of IRA retweet network. Fraudulent 
accounts are likely strongly connected among themselves as 
a small-world network to exert influences on others’ political 
opinions. An analysis of the retweet network can help 
determine whether there exists such a strong connectivity 
pattern. Second, despite the promising results that deep 
learning techniques have produced in natural language 
processing applications, they have rarely been used to detect 
fraudulent tweets. 

To address the above limitations, we develop methods for 
the detection of fraudulent accounts and tweet texts that 
combine social network analysis and deep learning 
technique. This study makes two-fold research 
contributions: 1) we identify the characteristics of IRA 
retweet network and communities from the network by 
exploring the graph properties of the network, and 2) to the 
best of our knowledge, this is the first study that applies a 
deep learning model to the detection of fraudulent tweets.  

II. RELATED WORK 
Fraudulent Twitter accounts and tweet detection have 

been approached from the perspectives of network analysis 
and text analysis. 
A. Network analysis 

An analysis of 485,721 Twitter accounts and 14,401,157 
tweets reveals that malicious accounts are likely to be 
connected by following one another [8]. Another study 
examines the connectivity and temporal behavior of honest 
and fraudulent accounts by analyzing the retweet networks 
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[9, 10]. The study confirms a strong connectivity pattern in 
fraudulent user networks.  

B. Text analysis 
Binary classifiers have been built to identify fraudulent 

tweets using the dataset that NBC collected from the 
fraudulent accounts that Twitter had removed [11]. Based on 
a comparison of 27 combinations of classification models 
and parameters such as Naïve Bayes, SVM, and C4.5, SVM 
with unigrams achieved the best performance with a 
precision of 84.9% and a recall of 84.4%. Existing machine 
learning techniques used in analyzing the fraudulent tweets 
heavily rely on feature engineering and overlook the state-
of-the-art techniques for text classification.  

In this study, we combine network analysis and deep 
learning based text analysis to gain a more complete 
understanding of fraudulent accounts.  

III. METHOD 

A. Dataset and preparation 
The original dataset called Twitter Elections Integrity 

Dataset consists of tweets generated from 3,613 IRA 
accounts [6]. We first extract all English tweets along with 
their metadata from the dataset, which result in 2,997,181 
tweets including 1,082,867 retweets. They are treated as 
fraudulent tweets in this study. The metadata contains 
information such as user account, retweeted account, 
whether it is a retweet, and hashtag, which is used to 
construct an IRA retweet network. The user account 
metadata and retweeted account are different from each 
other in that the user account contains IRA accounts, while 
retweeted account involves both IRA and non-IRA accounts. 
We treat fraudulent tweet detection as a binary classification 
problem. To support the classifier training and testing, we 
create a dataset of authentic tweets by collecting tweets 
posted on the 2016 U.S. presidential election day (November 
8) [15], which consists of 338,331 tweets.  

B. Network analysis 
To represent the IRA network, we use node to denote 

user (account), and edge to denote retweet relationship 
between different users. Focusing on information diffusion 
in the fraudulent network, we first examine the structure of 
the retweet network by applying community detection 
algorithms. Specifically, the Louvain method is a heuristic 
method for identifying communities in large networks based 
on modularity optimization [16]. To further characterize the 
network connectivity and explore the distribution of edges 
among nodes, we measure node degree distribution and plot 
its log-log transformation.     

C. Deep learning based detection model 
The tweets first go through preprocessing steps including 

word tokenization [13] and word embedding training [12]. 
Word embedding allows words with similar meaning to have 
similar representations. The deep learning model consists of 

four layers: input layer, max pooling layer, denser layer, and 
an output layer. For the output layer, we apply binary cross 
entropy with Adam optimization [14] as the loss function. 
We set the batch size to be 128 and the number of epochs to 
be 50. Given that the fraudulent and authentic datasets are 
highly unbalanced, we build classifiers using two different 
settings: 1) the whole datasets, and 2) balanced datasets 
consisting of the authentic tweets and a subset of IRA tweets 
selected based on a timeframe (posted between October 8, 
2016 and December 8, 2016) close to that of the authentic 
data, resulting in 215,176 IRA tweets.  

D. Evaluation setting 
We randomly split the data into training, validation and 

testing subsets at a ratio of 60:20:20 through stratified 
sampling. We choose the balanced bagging classifier as the 
baseline model because it is capable of handling unbalanced 
datasets. The metrics for classification performance include 
accuracy, precision, recall, and F1-score. 

IV. RESULT 

A. Properties of IRA retweet network 
The IRA retweet network, as a directed graph, consists of 

131,961 nodes and 442,607 edges. The modularity of the 
network is 0.64, and mean clustering coefficient 0.14. The 
community detection results in a total of 84 communities. 
Among them, 22 communities have the size of over 10 
(nodes), top-4 have the size of over 10,000 nodes each, and 
the largest one has the size of 44,334 (accounting for more 
than 33.6% of the nodes). The results suggest that the 
fraudulent network has dense connections between the nodes 
within communities, but sparse connections across 
communities. There is one giant community in the network. 

 
Fig. 1. Degree distribution of the IRA retweet network 

Fig. 1 shows the log-log transformation plot of degree 
distribution in the fraudulent retweet network. The network 
follows a power-law distribution (α=2.18). It demonstrates 
the Mathew effect of accumulated advantage, that is, nodes 
with higher degrees in the network tend to attract more 
edges. The most active user made 117,168 retweet attempts 
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(10.8%). The user whose tweets were retweeted most 
accounts for 8,546 retweets (0.7%), and the most popular 
hashtags in those retweets include #blackquotes, 
#FollowFriday, #uncensored, #BrotherDarkness, etc. 

B. Detecting fraudulent tweets 
The loss value decreases from 0.38 to 0.25 after training 

our deep learning model for 50 epochs. The performances of 
fraudulent tweet detection models are reported in Table I. 
The table shows that the deep learning models outperform 
the baseline models in all evaluation metrics across both 
evaluation settings. For instance, the deep learning model 
achieves an accuracy of about 95.58% and an F1-score of 
97.60% on the whole dataset, which are much higher than 
the baseline model (accuracy = 81.17%, F1-score = 88.82%). 
In addition, the performances on the entire dataset are 
superior to those on the balanced subset for both of the deep 
learning and baseline models. This observation suggests that 
a larger dataset contributes to improved performances in 
detecting fraudulent tweets. Compared with the deep 
learning model, the performance gain from employing the 
larger dataset is greater for the baseline model. 

TABLE I. PERFORMANCE OF THE MODELS 

Model Measure Whole dataset Balanced Subset 

Baseline 
model 

Precision 96.24% 70.29% 
Recall 82.47% 66.67% 

F1-score 88.82% 68.43% 
Accuracy 81.17% 76.26% 

Deep 
learning 
model 

Precision 96.26% 87.51% 
Recall 98.99% 87.41% 

F1-score 97.60% 87.46% 
Accuracy 95.58% 84.80% 

 

We also compare the hashtags (i.e., user-generated tags 
to represent the topics of tweets) between fraudulent and 
authentic tweets posted on the 2016 U.S. presidential 
election day. To make the comparison on a fairground, we 
randomly selected 6,103 tweets from the authentic dataset to 
match the size of tweets from the fraudulent dataset. Based 
on the results of frequency analyses, the top 5 hashtags in 
authentic tweets include #election2016, #ElectionDay, #vote, 
#ImWithHer and #ElectionNight; and  the top 5 in fraudulent  
tweets #TrumpForPresident, #ThingsPeopleOnTwitterLike, 
#ElectionDay, #HillaryForPrison2016 and #MAGA (make 
America great again). The results reveal that the hashtags 
used in fraudulent tweets can involve political flaming 
and/or aggressive languages despite that they cover general 
topics on the presidential election as do authentic tweets.  

V. CONCLUSION 
This study analyzes fraudulent tweets at two levels using 

different analysis methods: 1) characterizing the fraudulent 
network at the user level by conducting a structural analysis 
of the fraudulent network, and 2) detecting fraudulent tweets 
at the tweet level by developing deep neural network models. 
The structure analysis reveals that the fraudulent network is 

mainly comprised of a small number of densely connected 
components. The experiment results demonstrate the 
superior performance of the deep learning technique to a 
traditional classification method in detecting fraudulent 
tweets. A further comparison of hashtags reveals that 
fraudulent tweets can involve political flaming and/or 
aggressive languages despite that they cover similar topics 
to authentic tweets This research can be continued in a 
number of directions such as examining temporal patterns of 
the fraudulent network structure and extending advanced 
deep learning techniques to build detection models. 
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