Honeybee Detection and Pose Estimation using Convolutional Neural Networks
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1 Introduction

The ability to automatize the analysis of video for monitoring animals and insects is of great interest for behavior science and ecology [1]. In particular, honeybees play a crucial role in agriculture as natural pollinators. However, recent studies has shown that phenomena such as colony collapse disorder are causing the loss of many colonies [2]. Due to the high number of interacting factors to explain these events, a multi-faceted analysis of the bees in their environment is required. We focus in our work in developing tools to help model and understand their behavior as individuals, in relation with the health and performance of the colony.

In this paper, we report the development of a new system for the detection, localization and tracking of honeybee body parts from video on the entrance ramp of the colony. The proposed system builds on the recent advances in Convolutional Neural Networks (CNN) for Human pose estimation and evaluates the suitability for the detection of honeybee pose as shown in Figure 1. This opens the door for novel animal behavior analysis systems that take advantage of the precise detection and tracking of the insect pose.

2 Related work

Traditional systems rely on background subtraction for bee detection. This was done in the Ctrax system [3] for fruit flies in lab conditions, and [4] for honeybees on the ramp at the entrance of the colony. The use of eigen models was proposed in [5] to track the position and orientation of bees inside the colony using a Rao-Blackwellized particle filter. In [6], a system was presented to tracking the 3D trajectory of bees in front of the colony using stereo vision. In [7] Convolutional Neural Network were used to track the antennas of constrained honeybees in a controlled setup. To the best of our knowledge, no system has yet shown the detection of multiple body parts of unconstrained honeybee insects with user trainable models.

In the context of human pose estimation, the recent Part Affinity Fields (PAF) approach [8] showed improved performance in multi-person pose detection by leveraging a deep Convolutional Neural Network for learning both parts detection and parts association. Taking as input an image the network simultaneously predicts a set of 2D confidence maps of body parts and 2D vectors fields of PAFs which encode the likely association between the points. The affinity fields provides information about the path and direction along which each pair of parts are more likely to be connected, and therefore is a key component to disambiguate the inference of associations once the parts have been detected. It simplifies the discrete matching step that has exponential complexity in the number of ambiguous matches when detecting multiple individuals.

3 Proposed approach

3.1 Method

The proposed approach aims at tracking the honeybees precisely when they move on the entrance ramp without intervening in their movements. The video capture system is designed to observe the ramp through which all foraging bees must pass to exit or enter the colony (see [9] for more details on the capture setup).
Following the Part Affinity Fields approach used in [8] for human pose, the neural network is composed on a first feature extraction part based on a pre trained VGG16 network, that serves as input for two convolutional network branches: the first branch predicts the part confidence map with one channel per part of interest, the second branch predict the part affinity fields with one vectorial channel per connection. These two branches are replicated to produce a sequence of 6 stages used to refine the estimation. The structural model used for the honeybees contains 5 parts which are user trainable: tip of the abdomen, thorax, tip of the head and tips of the left and right antennas. They are connected as illustrated in 1. The network is trained on synthetic smooth fields for the parts and PAFs fields built from the manual annotation. After detecting candidate parts as maxima of the parts fields, greedy inference is used to select the most likely predictions for the parts and use them as candidates for the PAFs to associate them. Under the constraint of 1-to-1 mapping, this process is very fast. For the inference of associations, a gaussian prior on the distance between parts was used, learned on the training dataset.

3.2 Evaluation

To evaluate the approach, a dataset was created using the videos acquired in June 2017 at the UPR Agricultural Experimental Station of Gurabo, Puerto Rico, producing videos of 2048x1600 pixels at 20 fps. We based our implementation of the PAF approach on the open source project \(^1\) modified as discussed in 3.1 to allow a flexible structure definition adapted for honeybee morphology. Training was performed using 66 frames extracted randomly at different times. 5000 epochs were used for training using the Keras framework \([10]\), taking 24h on a 12GB NVIDIA Titan X GPU. Testing was performed with 30 frames also extracted randomly. To avoid bias due to temporally close frames, it was ensured there was a difference of at least 2 seconds between the frames of the validation dataset and the training dataset, which is enough time for foraging bees to go through the ramp. The groundtruth for these frames was created by annotating all visible bees using an in-house Web application system.

Figure 2 shows a typical detection with the heat maps of the thorax detection and the head-abdomen affinity field. The final result after inference of the structure is shown in Figure 3 (left). It is interesting to note that despite very close and almost overlapping conditions in the lower left part of the image, all bees are correctly detected.

Quantitative evaluation was performed using a binary association of positive/false detection, as shown in Figure 3 (right). The Hungarian algorithm was applied to associate the detections to the groundtruth, taking a maximum distance of 30 pixels. The percentage of correct detection for each parts separately reached an average of 98.9%. The global matching score encapsulates the percentage of correct detections when all 5 parts are matched correctly, averaging 96.5%. For all measures, the median saturates at 100%, signaling that detection is perfect in more than half the frames.

\(^{1}\) https://github.com/michalfaber/keras_Realtime_Multi-Person_Pose_Estimation
4 Conclusion

The proposed system shows very promising results with over 95% accuracy in pure detection of the complete bees on the entrance ramp without any tracking prior. Coupled with trait detection such as pollen bearing [9], this opens new possibilities for automated tracking of a rich set of honeybee behavior out of the laboratory in the field. Future work will consider the evaluation of the method at large scale, which involves the reduction of the computational time and the evaluation in more challenging conditions such as low-light environment or the presence of markers used to identify a subset of individuals to be monitored more specifically.
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