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Abstract—The acoustic cooperative multi-input-multi-output
(MIMO) systems equipped on the underwater robot swarms
(URSs) can enable long-range and high-throughput communi-
cations. However, the acoustic communications cannot provide
the real-time and accurate synchronization for the distributed
transmitters of the cooperative MIMO due to the large de-
lay of acoustic channels. In addition, the narrow bandwidth
of the acoustic channel further enlarges the synchronization
time and errors. In this paper, we propose the metamaterial
magnetic induction (M’D)-assisted acoustic cooperative MIMO
to address aforementioned challenges. The synchronization time
can be reduced since the M’I has negligible signal propagation
delays. To quantitatively analyze the improvement, we deduce the
synchronization errors, signal-to-noise ratio (SNR), effective com-
munication time, and the throughput of the system. Finally, the
improvement of using M’I-assisted synchronization is validated
by the numerical evaluation.

1. INTRODUCTION

Recent advances in computation, communication, control
and robotics have paved the way to realize and deploy
underwater robot swarms (URSs) [1], [2], [3]. Unlike dis-
tributed underwater robotic systems in general, the URS can
timely and effectively accomplish the complex missions by
exploiting the collective intelligence that emerges from the
local interactions among the robots. This requires reliable
and real-time communications among the robots within a
swarm. Moreover, many underwater missions require long-
range and high-throughput communications between the robot
swarm and the remote base station. However, due to the
harsh underwater environments, none of the existing wireless
networking techniques can simultaneously satisfy the above
requirements.

The underwater acoustic multi-input-multi-output (MIMO)
system may be used to satisfy the long-range and high-
throughput requirements [4]. However, the size of underwater
robots is of the same order of the acoustic wavelength in water
(tens of centimeters). As a result, it is impractical to place
multiple acoustic transponders in the same underwater robots
with enough interspace to guarantee the spatial independence
(usually more than half wavelength). Moreover, even with
MIMO, a single robot still has the limited communication
range because of its limited on-board power source.

To address aforementioned problems, the cooperative
MIMO can be utilized, which is well developed for terrestrial
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Fig. 1. The concept of M?I-acoustic cooperative MIMO systems.

wireless systems [5]. By forming an virtual antenna array
using multiple agents, cooperative MIMO can sufficiently
increase the range of wireless links, while saving the energy
of each transmitting agent. As shown in Fig. 1, instead
of equipping multiple transmitters on one robot, each robot
carries an antenna so that the cooperative MIMO is realized
by deploying a cluster of robots. As a result, the signal-to-
noise ratio (SNR) or channel capacity can be enhanced to have
long-range and hight-throughput communications. However,
the cooperative MIMO system requires real-time communica-
tions among the robots to synchronize the transmitters. The
large-delay acoustic channels among the robot swarm cannot
satisfy the synchronization requirements since it takes long
synchronization time and has large synchronization errors.
To address the problem, we propose the acoustic cooperative
MIMO system assisted by metamaterial enhanced magnetic
induction (M?I) communications [6]. The M’I-based com-
munication has negligible signal propagation delay because
the electromagnetic waves have an underwater propagation
speed of 3.33 x 107 m/s. Such extremely high-speed signal
propagation can significantly improve the delay performance,
while facilitating the synchronization of the distributed trans-
mitters. In addition, the power enhancement achieved by the
metamaterial enlarges the communication range among the
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robot swarm.

In this paper, we first propose the system architecture
of the M?I-acoustic cooperative MIMO. By considering the
synchronization time and clock drift, the time and frequency
synchronization errors are calculated. Based on the synchro-
nization errors, we analyze the communication performance
of the acoustic cooperative MIMO, including SNR, and an
upper bound of the throughput. Then, we evaluate the com-
munication performance by comparing the pure acoustic-based
synchronization and the M?I-assisted synchronization.

The remainder of this paper is organized as follows. The
system architecture and scheduling is proposed in Section II.
The Cooperative MIMO Synchronized by M?I and acoustic
beamforming is discussed in Section III. The time and fre-
quency synchronization errors are calculated and analyzed in
Section IV. Based on the synchronization errors, the com-
munication performance is analyzed in Section V. Then, the
communication performance is evaluated by the numerical
analysis in Section VI. Finally, the paper is concluded in
Section VII.

II. SYSTEM ARCHITECTURE AND SCHEDULING

The M?I-acoustic cooperative MIMO aims to establish long-
range and high throughput links between the robot swarm
and the surface station by addressing the unreliable and high-
energy consumption problems in existing underwater acoustic
communication systems, especially in shallow and complex
underwater environments, such as rivers and lakes. The system
architecture and scheduling of the underwater cooperative
MIMO is proposed as Fig. 2. A base station (BS) is located
on the water surface for the data acquisition. The robot swarm
is deployed for the detection and exploitation tasks in the un-
derwater environment. To concert the distributed transmitters,
a master node is chosen from the robot swarm and the others
work as the slave node. For example, to transmit using either
beamforming or space-time coding, the master node delivers
the information by broadcasting so that each slave node gets
a copy of the data. Moreover, the local hardware clock of
the master node is used as the reference to synchronize slave
nodes. For the beamforming communications, the channel
state information (CSI) of the master node also needs be
delivered to the slave nodes to compute the beamforming
codebook.

The M?I-acoustic cooperative MIMO consists of two mod-
ules: the acoustic MIMO module and the M*I-assisted syn-
chronization module. The acoustic MIMO module is achieved
by concerting a cluster of distributed transmitters on the robot
swarm. As mentioned, this distributed design can address the
problems of the spatial and power source limitations to achieve
long communication range with high throughput. However, the
large-delay acoustic channels cannot satisfy the real-time syn-
chronization requirements. The M?I-assisted synchronization
modules are therefore designed to address the problem.

The M?I-assisted synchronization module is mainly based
on the tri-dimensional magnetic induction (MI) transceivers
[7] and the metamaterial shells. The MI techniques have
inherent advantages for wireless communications in lossy me-
dia, especially underwater [7]. In addition, the tri-dimensional
design of the MI transceivers enables the tri-dimensional signal
coverage. The metamaterial shell is developed to overcome
the inefficient-antenna problem of the MI. By matching the
negative permeability ¢ of the metamaterials with the positive
u of the environments, a resonant status of the entire antenna
structure can be created. Therefore, the signal transmitted from
the MI transmitters can be enhanced to provide sufficient
communication range among the robot swarms.

The scheduling of the system comprises of a three-step
process. In order for the nodes to beamform towards a remote
BS, each source node needs to estimate its channel with
respect to this BS. Hence, the BS broadcasts a beacon signal
(e.g., a sinusoidal signal at the carrier frequency) as seen in
Fig. 2-(a), using this signal the complex channel is estimated
at every node. On receiving the beacon signal, the master
and slave nodes use M?I antennas to synchronize their clocks
as seen in Fig. 2-(b). Finally, all the nodes transmit acoustic
signals towards the BS and act as a distributed beamformer as
seen in Fig. 2-(c) [8].

1. Tae CoopErRATIVE MIMO SYNCHRONIZED BY M?I
COMMUNICATIONS AND AcoUSTIC BEAMFORMING

To enable the underwater cooperative MIMO systems,
the distributed transmitters need to be synchronized in the
underwater environments. The synchronization strategies for
distributed transmitters can be classified as closed-loop syn-
chronization and open-loop synchronization. For most of the
closed-loop synchronization strategies, such as 1-bit-feedback
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Fig. 3. The system model of underwater Cooperative M2I based acoustic MIMO.

synchronization and opportunistic-feedback synchronization,
multiple rounds of feedback are required from the base station
to converge the frequency and time offset [9]. However, due to
the large delay of the acoustic channel between the base station
and the transmitting nodes, the closed-loop synchronization
based on the feedback cannot be applied in the underwater
scenario. Therefore, we choose to use the master-slave syn-
chronization based on the inter-node communication among
transmitters [10], [11].

As shown in Fig. 4, the open-loop synchronization works as
follows. A master node is predetermined from the transmitting
nodes randomly and the other nodes can use the master node
as the reference. The slave nodes visit the master node one
by one to adjust their own local clock, the order in which
they visit the master node is also predetermined. Since all
the nodes have the same characteristics and M?I antennas
used for synchronization have a relatively small delay, the
assignment of the master and order of the slave nodes visiting
the master node will not have an impact on the overall system
performance. For each slave node, a time stamp generated by
the local clock is delivered to the master node. Having received
the time stamp, the master node generates the feedback,
including the beacon signal, its own CSI and time stamp to
the slave nodes. On receiving this feedback, the M?I receiver
at the slave nodes detects the packet, estimates its frequency
and time offset as in Fig. 3. The time offset is estimated
using the time stamp received and the frequency offset is
estimated by auto correlating the known beacon signal to the
one received from the master node. The calculated offsets
are utilized for synchronization. Compared to the acoustic
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systems.

channels, the M?I channels between the transmitting nodes
have a very tiny delay. As a result, the synchronization time
can be reduced and therefore the synchronization accuracy is
significantly increased. The numerical analysis is formulated
in section IV.

Further, when the synchronization is completed all the
transmitting nodes beamform the data towards the BS. The
working of this can be seen in the acoustic Tx nodes in Fig.
3. The modulated data is added with appropriate headers and
a packet is formed. To perform beamforming, optimum phase
control is applied and then through a band pass filter the data
is transmitted towards the destination. The BS on receiving the
packets, identifies the start of packet, performs synchronization
and the original data is retrieved.



2019 IEEE Wireless Communications and Networking Conference (WCNC)

IV. AnNALysis OF THE SYNCHRONIZATION ACCURACY

First, we analyze the frequency error of the synchronization.
Considering the difference of the independent crystal oscilla-
tors in the transmitter nodes, the average relative clock drift
of the n-th node to the master node in the time AT can be
presented as:

~ Ju an(t)dt o
n — AT ]
where a,(f) is the time-varying drift defined as the ratio of
oscillator frequencies:

Jean(t)
Jea (@)
The subscript n = 2,3, ..., N indicates the slave nodes. The
subscript 1 indicates the master node.

For a certain transmitting node, the operating frequency
f5.i(?) is proportional to its hardware oscillator:

fsi@® =k- foi() Vi=1,2,..N, 3)

where k is the frequency multiplier. The frequency of the
beacon signal generated by the master node is f;;. After
receiving the beacon signal at the slave node 7, the frequency
is estimated according to the local oscillator of the slave node:

fs,l,n = anfs,l + €sns (4)

where ¢, is the error of the frequency estimation. Obviously,
the frequency estimated by the slave node n ﬁ,l,n is different
from the transmitting frequency f;; due to the relative clock
drift and the estimation error. Meanwhile, the slave node is
told by the master node that the frequency of the beacon
signal is f5 . Therefore, the difference of the frequency can
be expressed as:

f,;,l,n - fs,l = (an - 1)fs,l + € - (5)
The frequency offset at the slave node n for the frequency
synchronization can be determined as:

Afc,n — fy,l,n - fy,l — (Zln _ l)fc,] + €s,n

T . (6)
According to (6), the optimal frequency offset is (a, — 1)f..
Due to the estimation error ¢,, the frequency cannot be
perfectly synchronized and the error can be defined as:

a(t) = 2

Son 7
P (N

Then, we analyze the time error of the synchronization. Due
to the clock drift caused by the difference of oscillators, the
accuracy of both time and frequency synchronization decreases
as the drift bound increases. Once the master node generates
its time stamp to slave node n for the time synchronization,
their clocks begin to relatively drift so that they will not start
the beamforming at exactly the same time. According to the
polling operation shown in Fig. 4, the duration of the time slot
for the n-th node is calculated by:

Ln,l + Ll,n 2dl,n
+ b
B c

fn,f =
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where L, and L;, are the total packet length delivered from
the slave node to the master node and that from the master
node to the slave node, respectively. B is the bandwidth. d, , is
the distance between the master node and the slave node n. c is
the propagation speed of the signals. Obviously, compared to
the acoustic channel, the M?I channel has the larger bandwidth
and propagation speed. Hence, the duration of each time slot
can be reduced if the M?I communication is utilized.

The total drifting time for the slave node n is computed
from the timing that the master node generates the time stamp
for node n to the earliest beamforming time 7zr. Considering
the time of the master node as the reference, the time syn-
chronization error of slave node n can be derived according
to (7) and (8):

L, di, <
@F%%%+E+ZN“ )

i=n+1

Then we evaluate the frequency and time synchronization
error in Fig. 5 and Fig. 6. The operating frequency is set
to be 10 KHz for acoustic-assisted synchronization and 10
MHz for M*I-assited synchronization. The frequency of the
crystal oscillator is 100 kHz. The number of transmitting
nodes including the master node is 10. The distance between
the slave nodes and master node are set to be 20 meters.
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The packet length L,; = 100 bits and L;, = 200 bits. The
bandwidth is set to be 10 kHz for acoustic channels and 20
kHz for M’I channels. As shown in Fig. 5, the frequency
error is evaluated by considering the variation of the frequency
estimation errors. Since the M*I-assisted synchronization uses
higher frequency to synchronize the local hardware clock with
lower frequency, the error will be much lower than that of pure
acoustic-based synchronization. As shown in Fig. 6, the time
synchronization error by considering acoustic communications
is extremely high since the delay of the acoustic signals
enlarges the drifting time. Shown as the blue curve, the time
synchronization error can be reduced significantly once the
M?I-assisted synchronization is used.

V. PERFORMANCE ANALYSIS OF USING M21-ASSISTED
SYNCHRONIZATION

The signal transmitted on baseband is a train of raised
cosine, bearing modulated symbols m(r). The received signal
through the acoustic channel from one transmitter can be
expressed in time domain:

pa

r(1) = m(r)e’ Z

———— T 4 n(p),

. alt(f dp)

where f is the carrier frequency and n(¢) is the noise. The time-
invariant channel is considered within the synchronization time
interval. N, is the number of paths. 7, is the propagation
delay of the p-th path. P,,(f,d,) is the channel attenuation
depending on the distance d,, and the frequency f:

(10)

Pu(fody) = Epdye D, (11)

where ¢ is the scattering loss. dﬁ is the geometric spreading
loss determined by the distance d,, and the spreading exponent
B. a(f) is the absorption coefficient. By considering the co-
operative MIMO with N perfectly synchronized transmitters,
the received signal can be written as:

N Npm
ry(0) = m(t)e’>! —— i (), (12)
,Z]: g \/ att,p, l(f d

where the subscript i indicates the i-th transmitter. By consid-
ering the uniform distributed channel delay 7,; € [-r, ), (12)
can be simplified to:

N
@) = > AP e P 4 n(n),

13)

where A is the amplitude of the transmitted signal. &; is the
channel envelope that follows the PDF [12]:

pul

pi(@) = 4n’z f ]_[ JoQ@rlhy, i1x)Jo(27zx)Jo(2rho 1 x)xdx,

(14)

where h,; is the channel attenuation of the p-th path for the
transmitter i: |

hpi = ————. (15)

pe \/Patl,p,i(f, dp)

Jo(x) is developed as:

Jo(x) = (16)

i fzn ejxcoxﬁdﬁ
2 0 ’
By considering the perfect CSI information, the channel en-
velope h; and the delay 7; are known.

The underwater cooperative MIMO is developed for either
beamforming or space-time coding. First, we analyze the
performance of the beamforming by considering M*I/acoustic-
based synchronization. The maximum SNR beamforming is
considered in this case. The received signal after the phase
control can be written as:

N
(D) = ) Al e PHITei 4 p(y),
i=1

a7)

where ¢; is the phase control at the i-th transmitter. The objec-
tive of the beamforming is to align the phase and maximize the
SNR at the receiver side. Therefore, the optimal phase control
vector v4 can be obtained by maximizing the SNR:

2
AZ|hTy,
max A hTvel , (18)
\Z) o?
where
h = [hlej27rf(t—‘r1) hzej27rf(t—‘rz) hNeﬂ”f(t_TN)], (19)

Vg 2 [/ e L eV, 2 E{ln()).
By considering the optimal phase control, the channel delay
can be compensated by the phase control and the SNR at the
received side can be maximized as:

Azl

SNRBF = )

(20)
o

According to the synchronization error analysis presented in
Section IV, the received signal can be expressed by considering
the frequency and time errors:

N
rrpre(t) = Z A/ HENETAGD) b 4 g
i=1

2L

where the ¢, and € s are respectively the time and frequency
error of the i-th node. i = 1 indicates the master node.
Therefore we have €, = 0 and €,y = 0. The phase controlled
SNR by considering the time and frequency error can be
written as:

l.ejzn(f+e,-,f><r+s,-,,)|2

AR h

SNRpr(1) = (22)

o2

Similarly, the maximum SNR and error considered SNR for
the space-time coding can be represented by:
AT
SNRsprc = —Z’;‘ -,

o

, 23
A2 Zf\il |hize]2ﬂ(f+6;,f)(i+€i.z)| (23)

SNRsprce(t) =

o2

Due to the relative clock drift, the SNR presented in (20) and
(23) will decrease with time. To maintain the communication,
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the SNR is required to be greater than the threshold 7. Once
the SNR is about to be lower than the threshold, another
round of synchronization is required. The effective commu-
nication time is defined as the duration between two adjacent
rounds of synchronization that can be used to transmit useful
information. Therefore, the effective communication time for
the beamforming and space-time coding fgrsnr, fspPTc.SNR
according to the SNR is constrained by:

IBFSNR = min ¢
t

s.t. SNRBF,G(Z‘) <n,

(24)

Isprcsng = min 1
! (25)
s.t. SNRSPTC,S(Z‘) <.
Since the channel model is assumed to be quasi-static, the
effective communication time cannot be greater than the
coherence time defined as [13]:

;- [9 0423 0423
N2 T fa o oaf

where f; is the Doppler shift and a is the Doppler scaling
factor. For the underwater cooperative MIMO system, the
transmitters have to redo the synchronization and CSI estima-
tion if either the SNR < n or the effective communication
time oversteps the coherence time. Therefore, the effective
communication time by considering both the SNR and the
coherence time can be obtained by:

(26)

tpr = argmin{tgrsnr, Tc} @7

and

tsprc = argmin{tsprc,sngr, Tel- (28)

The efficiency of the underwater cooperative MIMO system
can be evaluated by calculating the throughput of the data. By
considering the CSI estimation time and synchronization time,
an upper bound of the throughput by using beamforming and
space-time coding can be respectively written as:

Tpur = 18rCpr
BF — ’
SN, At + tesp + tgr (29)
_ tsprcCsprc
Tpsprc =

N )
ieo Ali + Iest + Ispre
where fcg; is the time of the broadcast from the base station

for the CSI estimation calculated by:

LC S1 dmax

Bac Cac

lest = (30)
Lcs is the total packet length delivered for the CSI estimation.
B, is the bandwidth of the acoustic channel and c,. is
the propagation speed of the acoustic signals. d,,. is the
maximum distance between the based station and the sensor
nodes. Cpr and Cspre in (29) are respectively the channel
capacity of the cooperative MIMO by using beamforming and
space-time coding techniques. By considering the frequency
synchronization error, the SNR is not a constant so that the
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channel capacity varies with the time as well. To calculate the
upper bound presented in (29), the maximum SNR obtained
at the beginning of the communication can be used and then
Cpr and Cgpre can be expressed as:

SNRpr (t=0
BFe( )HH*)] ,
Ny
SNR [(t=0
s PTCe( )HH*)},
Ny
where N,, is the number of the base stations. Here we consider

one base station so that N, = 1. Iy is denotes the identity
matrix of size N. H is the N X N, channel matrix.

Cpr = log, [det (IN +
(31)
Csprc = 10g2 [det (IN +

VI. NuMEeRricaL EVALUATION

In this section, we evaluate the performance of the proposed
underwater cooperative MIMO systems by considering the
pure acoustic communications and M>*I-acoustic communica-
tions. The geometry of the underwater cooperative MIMO
system is considered as Fig. 7. The transmitting power from
each transmitter is set to be 10 mW. The power of the noise is
9.81x 1073 mW [14]. The M?I transmitters operate at 10 MHz
frequency with 20 kHz bandwidth. The acoustic transmitters
operate at 10 kHz frequency with 10 kHz bandwidth.

The SNRs of using beamforming and space-time coding
are evaluated in Fig. 8 and Fig. 9, respectively. The SNR
is calculated for the first 1.5 seconds after completing the
synchronization. 5 slave nodes are randomly deployed around
a master node within 10 meters range. The black horizontal
line is the maximum SNR by considering the perfect time and
frequency synchronization. The result of using M?I-assisted
synchronization is shown as the red curve. At the beginning



2019 IEEE Wireless Communications and Networking Conference (WCNC)

Maximum SNR
M2l-assisted Synchronization
Pure acoustic-based Synchronization

0 0.5 1 15
Communication Time (sec)

Fig. 9. The SNR of space-time coding.

0.6

—&— MPl-assisted synchronization
—&— Pure acoustic-based synchronization

051

0.4 _a. /
N < \g\e/e/

03t /
/
0.2<>~—f\®

01

2 4 6 8 10 12 14 16 18 20
Number of Transmitting Nodes

The Effective Communication Time (sec)

Fig. 10. The effective communication time of beamforming.

t = 0, the SNR is very close to the upper bound since the
M?I can provide very accurate synchronization due to the
small delay and larger bandwidth. But it decrease as the time
increases and becomes random since the phases are not aligned
after a certain time. Shown as the blue curve, the SNR of
using pure acoustic-based synchronization randomly varies
since the acoustic communication cannot provide the accurate
synchronization. The phases cannot be aligned even at the
beginning of the communication.
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The effective communication time in (27) and (28) is eval-
uated in Fig. 10 and Fig. 11. The threshold of minimum SNR
n = 25 dB. In this evaluation, the number of transmitting nodes
increases from 2 to 20. For each number of transmitting nodes,
we randomly deploy the slave nodes for 100 times and calcu-
late the average effective communication time. The effective
communication time increases with the number of transmitting
nodes increases since the total transmitting power is larger if
more nodes are used. However, the effective communication
time does not increase monotonically since it takes more time
to synchronize more nodes. As a result, the synchronization
error becomes larger. Moreover, the randomness of the nodes’
deployment also influences the effective communication time.
The result shows that the cooperative MIMO system can
have more effective communication time if the M*I-assisted
synchronization is used.

Finally, we calculate an upper bound of the throughput in
Fig. 12 and Fig. 13. Compared to the cooperative MIMO
system synchronized by acoustic communications, the M?I
synchronized systems have shorter synchronization time and
longer effective communication time. Therefore, the through-
put can be enhanced by using M’I-assisted synchronization.
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VII. CoNcLUSION

In this paper, we propose a cooperative M>I-acoustic MIMO
systems for the communications of underwater robot swarms.
To evaluate the performance of the proposed cooperative
MIMO system in underwater environments, we first analyze
the synchronization accuracy of the distributed transmitters
by calculating the time and frequency errors. Based on the
synchronization accuracy, we analyze the communication per-
formance by considering beamforming and space-time coding
techniques. Compared to the pure acoustic communications,
the hybrid M?I-acoustic communication paradigm enables
more robust underwater cooperative MIMO systems due to
the smaller channel delay and the larger bandwidth of the
MI techniques. The comparison results, including the SNR,
effective communication time, and an upper bound of the
throughput, are validated in the numerical evaluation.
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