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Abstract

We present a new method to study position-
dependent, anisotropic diffusion tensors inside
spherically confined systems—a geometry that
is common to many chemical nanoreactors. We
use this method to elucidate the surprisingly rich
solvent dynamics of confined water. The spatial
variation of the strongly anisotropic diffusion
predicted by the model agrees with the results
of explicit molecular dynamics simulations. The
same approach can be directly transferred to
the transport of solutes to and from reaction
sites located at nanoreactor interfaces. We com-
plement our study by a detailed analysis of wa-
ter hydrogen bond kinetics, which is intimately
coupled to diffusion. Despite the inhomogene-
ity in structure and translational dynamics in-
side our nanocages, a single set of well-defined
rate constants is sufficient to accurately describe
the kinetics of hydrogen bond breaking and for-
mation. We find that once system size effects
have been eliminated, the residence times of wa-
ter molecules inside the coordination shell of a
hydrogen bond partner are well correlated to
average diffusion constants obtained from the
procedure above.

Introduction

With the continuing trend towards miniaturiza-
tion, chemical nanoreactors have moved into the
focus of contemporary research. In a recent ACS
Select virtual issue,! numerous exciting appli-
cations of such systems have been highlighted,
ranging from the selective control of molecular
interactions within metal-organic frameworks?
to the promotion of peptide bonding in lipo-
somes.? Like in any type of reactor, chemical
and transport dynamics of both solutes and sol-
vent play a critical role in reactions taking place
at the nanoscale. Here, we present a detailed
computational analysis of water dynamics in-
side spherical nanocages, a geometry that is
frequently found in chemical nanoreactors?.
Motivated by the large variation in water—
surface interactions and system geometries, sev-
eral previous studies have already been dedi-
cated to the properties of water inside nanocon-
fined systems. For example, rapid water
flow was observed in narrow carbon nanotubes
and other hydrophobic pores, which form low-
friction conduits for water transport.®? Fur-
thermore, prolonged hydrogen bond lifetime is
associated with that flow in narrow pores, where
only small threads of water can pass.® Similar
results were obtained close to planar hydropho-
bic interfaces, where parallel diffusion is also
exceptionally fast.%'2 Unlike in narrow confine-
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Water Network Structure

For the lack of specialized metrics of hydrogen bond structure in anisotropic environments,
we rely on hydrogen-bond criteria and a tetrahedral order parameter originally developed for
isotropic systems. Similar approximations have proven to yield useful insights into structural
properties of hydration water! The order parameter we use is split into an angular (S,) and
distance (Sy) part, according to the definition? of Chau and Hardwick:
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Therein, the summation indices run over the four closest neighbors of a selected water
molecule, ¥, denotes the angle between the central molecule and its neighbors j and &,
ri is the distance to the closest neighbor k, and 7 is the arithmetic mean of the four radial
distances. Both values are zero for a perfect tetrahedron, but approach somewhat larger
values (S, ~ 0.1, S}, ~ 1.3 x 1073) in bulk water at ambient conditions.? The parameters are
shown in Figures S1 and S2 and their discussion follows shortly.

Hydrogen bonds were detected by the same geometric criterion used in the discussion
of hydrogen bond kinetics®* (main article). The ensemble average of the hydrogen bond
population operator (h) is closely related to the average number of hydrogen bonds per water

molecule (ny,), according to
N -1

(nnp) = T (h) . (S3)
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Figure S1: Average angular part (S, (1)) of the tetrahedral order parameter? as a function
of the radial distance r from the nanocage center. Lines are meant to guide the eye. The
dashed vertical line indicates the position of the interfacial density maximum.
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Figure S2: Average of the distance part (S (r)) of the tetrahedral order parameter? as a

function of the radial distance r from the nanocage center. Lines are meant to guide the eye.

The dashed vertical line indicates the position of the interfacial density maximum.
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Figure S3: Average number of hydrogen bonds per water molecule (ny, (r)) as a function
of the radial distance r from the nanocage center. Lines are meant to guide the eye. The
dashed vertical line indicates the position of the interfacial density maximum.
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Figure S4: Free energy profiles F' (r) as a function of the radial distance r from the nanocage
center. Results were obtained from counting statistics (solid lines) and from Bayesian sampling
(dots).

Distance dependent profiles of these averages are shown in Figure S3.

The profiles shown in Figures S1-S3 report on the water hydrogen bond network in one
way or another, and thus, share a number of common features. In all systems, the interfacial
hydrogen bond network is being significantly disturbed by the interface. The average number
of hydrogen bonds is almost halved within the outermost water shell, which is accompanied
by significant distortion of tetrahedrality. These effects are more pronounced in hydrophobic
than in hydrophilic cages. Water molecules that reside away from the outermost water shell
are less hindered by the geometric restrictions, as indicated by the plateau values of the
various parameters.

Diffusion
Note that free energy profiles are also directly accessible from counting statistics
F(r)y=—=kTlap(r), (S4)

where p (r) is the local probability density of finding a particle at position r. The preceding
equation can be evaluated by discretization and results are shown in comparison to those
obtained from the Bayesian sampling procedure in Figure S4. Agreement is perfect, further
increasing the confidence in our diffusion models.

The radial and angular propagators G (r,t|r’,0) and P (r,cos#, t|r’,0) corresponding to
those in the main text, but in the hydrophilic confinements, are shown in Figure S5. They
behave qualitatively as their hydrophobic counterparts.

Furthermore, we show additional angular propagators P (r,cos,t|r’,0) where r’ has been
restricted to the outermost radial density minimum 7, (Figure S6). In combination with
those propagators shown for the interfacial density maximum, the data shown here and
in the main text covers the most critical regions of our systems. Once again, agreement
between model and simulation data is less perfect in angular than in radial direction, but
still quantitatively convincing.

S3



Cr20

\‘ \\:‘\ \\\
N\
Nk
RN\

C1s00

0.0 03 0.6 0.0 03 06 O. 00 03 06 09 12 00 03 06 09 12 15
r/nm

100 ¢
N i Cso0 Cro| [ 6=0 C1s00
o L
> 107 =
g 3
= L6 = 34°
< 102 3
73]
o
Q
103 .
= 2

00 03 06 09 12 15

0.

9

12

r/nm

Figure S5: Model propagators (solid lines) in radial and angular direction, G (r,t|r’,0) and
P (r,cos0,t|r',0), compared to simulation data (symbols) in the hydrophilic confinements
for a lag time of 10 ps. The color gradient indicates increasing initial positions r’ and cos 6,

respectively.
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Figure S6: Model propagators P (r,cosf,t|r’,0) (solid lines) compared to simulation data
(symbols) in the hydrophobic confinements (top) and hydrophilic confinements (bottom) for
a lag time of 10 ps. The initial position of the particle has been restricted to the outermost
density minimum 7’ = r;, in this plot. The color gradient indicates decreasing values of

cos .
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We observe a non-monotonic dependence of the interfacial diffusivities D, (Rg) and
Dy(Ra) (Fig. S7), where Rg is the approximate location of the Gibbs dividing surface
defined in analogy to ref. 5. Although the curves are reminiscent of those observed at convex
interfaces,® where the minimum has been explained with the structural crossover length scale
for hydrophobic hydration, the underlying mechanisms cannot be the same, since there is no
such crossover in our systems.
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Figure ST: Interfacial diffusivities D, (Rq) and Dj(R¢) at the approximate location of the
Gibbs dividing surface (i.e., where p(Rg) ~ 1/2 ppux). Lines are meant to guide the eye.

Hydrogen Bond Kinetics

Here, we show reactive flux time correlation functions k() and ki, (t), as well as their model
predictions, and correlation plots for bulk water (Figure S8), for the hydrophobic confinements
(Figure S9), and for the hydrophilic confinements (Figure S10). All parameters required in
our analyses are summarized in Table S1. A discussion of these results has been given in the
main text.

bulk
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Figure S8: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(t) and ki, (¢) and their respective
model predictions (Equation (6); main text) in bulk SPC/E water.
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Figure S9: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(¢) and ki, (t) and their respective
model predictions (Equation (6); main text) in all hydrophobic confinements.
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Cs3p0, hydrophilic confinement
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Figure S10: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(¢) and ki, (t) and their respective
model predictions (Equation (6); main text) in all hydrophilic confinements.
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Table S1: Forward and backward rate constants k£ and &' (in units of ps™'), describing
the hydrogen bond kinetics, as well as diffusive time scales 74 and hydrogen bond lifetimes
Twp = 1/k (in units of ps). Note that both k£ and &’ can be varied by ~ 10 %, while still
leading to acceptable model fits. Bulk values are k = 0.35ps™!, k' = 0.72ps ™!, 74 = 0.46 ps,
and i = 2.90 ps~L.

hydrophilic hydrophobic
k ]C, Td Thb k k/ T4 Thb
Cso0 0.21 0.54 0.77 4.76 0.30 0.89 0.56 3.33
Cs00 0.19 0.40 0.66 5.26 0.33 0.82 0.52 3.08
Cra0 0.26 0.57 0.59 3.92 0.33 0.76 0.52 3.08
Cis00 0.29 0.65 0.52 3.45 0.33 0.75 0.48 3.03
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ments, however, interfacial hydrogen bond dy-
namics has been observed to accelerate. '® These
results can be transferred to the air/water inter-
face, 415 which may be considered as a special
case of hydrophobic interfaces.

Drastically different results were observed in
hydrophilic confinements, notably inside silica
and graphene oxide!” nanopores, polyoxometa-
late nanocages,'® 2!, at model interfaces,'? and
inside reverse micelles.?>? The latter two en-
capsulate nanoscopic pools of water inside well-
characterized geometries and are particularly
popular system choices in experimental stud-
ies. Through numerous computational }2:16:28,29
and experimental?? 27 studies, the unanimous
picture of hindered translational motions across
the interface, decelerated reorientation dynam-
ics, and prolonged hydrogen bond lifetime has
been established. These effects have often been
attributed to the presence of hydrogen bonds
between water and the interface. Furthermore,
a core/shell model has been found to accurately
describe many dynamic properties,?? 24 wherein
the confined water molecules are divided into
interfacial and bulk-like subensembles.! Inside
polyoxometalate cages, a broad distribution of
single particle relaxation times observed from
quasi-elastic neutron scattering was suggested
to originate from distinct local diffusivities.!®

We performed molecular dynamics (MD)
simulations of water inside nanoscopic model
fullerenes (see Figure 1 for an example). These
systems possess well-defined, almost spherical
structures and can (with only minor modifi-
cations) be used to model the polyoxometa-
late cages investigated by other groups.®2! We
chose a set of system sizes (Csgo to Cis09) and
two confinement—water interaction sets (a hy-
drophobic and a hydrophilic set) to shed light
on the impact of the chemical nature of the
confinement.

The study focuses on the calculation of dif-
fusion tensors inside spherical nanocages, as
prototypical nanoreactors. While various tech-

INote that in these models, effects of the core en-
semble diminish in nanoscopic micelles (< 1nm), where
most water molecules are interfacial, and effects of the
shell ensemble diminish in mesoscopic cavities (2 10nm),
where most molecules are bulk-like. 22

Figure 1: Snapshot of a C;y9 nanocage, filled
with 145 water molecules.

niques exist to treat diffusion close to planar
interfaces!%3Y or across membranes,° spherical
symmetry has not been investigated before to
the best of our knowledge. Since diffusion in
bulk water is intimately connected to hydrogen
bond kinetics,?'3? we complement this article by
a detailed discussion of this kinetics in spherical
nanoconfinements.

Methods

Systems Investigated and Models

The model systems employed in this study con-
sist of SPC/E?33 water molecules confined inside
rigid structures that share their topology with
the icosahedral fullerenes Csa, Cs09, Cr29, and
Ci500- The use of this force field is motivated
by our previous dynamic studies of confined
water.343 Other force field choices are avail-
able and equally valid. Our recent work showed
considerable differences between mobilities of
confined ions in nonpolarizable (SPC/E) and
polarizable (SWM4-NDP/AH)?* models, but
comparatively small effects of the force field on
the mobilities of water molecules.®® The latter
observation has been corroborated by a com-
parison of mobilities of SPC/E water with po-
larizable SWM4-NDP3? or BK3 water?’ under
external field.*! In the present work, the empha-
sis is on the methodology for the calculation of
local diffusivities, independently of the use of
a specific potential. While tests with different
force fields may show quantitative differences,
we do not expect them to alter any of the con-



clusions of our study.

The confinement structures were generated
by the program Fullerene with default parame-
ters for all settings.*? An overview of selected
geometrical parameters and water occupation
numbers is given in Table 1.

Distinctions were made between two water—
confinement interaction parameter sets: an at-
tractive one that is called hydrophilic and a
less attractive one termed hydrophobic. The
parameter sets are summarized in Table 2. Note
that the hydrophilic confinements derive their
hydrophilicity directly from enhanced Lennard-
Jones interactions rather than by varied partial
charges* on the confinement wall.

Grand Canonical Monte Carlo Sim-
ulations

In order to obtain the occupation numbers re-
ported in Table 1, initially filled nanocages were
held in apparent equilibrium with a bulk water
surrounding by means of GCMC simulations.
In these simulations, particle number fluctua-
tions at constant volume V', temperature 7', and
chemical potential u are accounted for by trial
insertions and deletions of molecules in such a
way that the grand canonical probability den-
sity is sampled.#® The method thus mimics the
experimental setup of an adsorption experiment.
The chemical potential of water was chosen to
obtain ambient pressure (P = 0 to 10atm at
T = 298 K) in separate bulk phase simulations.
Monte Carlo simulations were performed using
an in-house code. Methodological and algorith-
mic details have been described elsewhere. 4647

Molecular Dynamics Simulations

MD simulations were performed in the micro-
canonical (NVE) ensemble, which permits a
highly accurate description of dynamics, without
bias by thermostats or barostats. This comes at
the cost of sacrificing the convenience of setting
up the simulation at a specified temperature,
which allows easy comparisons between simu-
lations of differently sized nanocages and with
experiments. To circumvent this problem, care
was taken in setting up the initial velocities so

that the average temperature after equilibra-
tion was within the range of (300 £+ 3) K and
that the total angular momentum of the system
was zero. Since the angular momentum is a
conserved quantity in non-periodic NVE simu-
lations, it remains zero if the time integration
is accurate enough. The equations of motion
were solved by Velocity-Verlet integration with
a time step of 2fs. Initial configurations were
taken from the Monte Carlo simulations. Water
molecules were kept rigid by the SHAKE algo-
rithm. Fullerene atoms were not propagated,
remaining at fixed positions. All quantities ex-
cept for diffusion were calculated from 5ns tra-
jectories with snapshots written to file every
second time step. Transition counts between ra-
dial and angular bins needed for the calculation
of diffusion constants were collected over 100 ns
with snapshots written every 500th time step.
In these long simulations, an energy drift in
the NVE ensemble is unavoidable (see Table 3).
The chosen time step is a compromise between
accurate time integration needed to keep the
energy drift small and computational efficiency.
Furthermore, the energy drift was minimized by
refraining from cutting off Lennard-Jones inter-
actions and from using long-range electrostatic
solvers, such as the Ewald sum. Instead, the full
Coulomb sum was calculated, consistent with
the lack of periodicity in our finite-sized systems.
All MD simulations were performed using the
Lammps molecular dynamics software. 8

Diffusion

Spherical nanocages break the homogeneity and
isotropy of the confined liquid, rendering conven-
tional approaches to diffusion coefficients useless
(i.e., fitting the mean-squared displacement as a
function of time). Instead of a single diffusion
coefficient Dy that describes the motions of wa-
ter molecules within the averaged potential ex-
erted by their surroundings, an anisotropic and
position dependent diffusion tensor D (r) must
be employed. Spherical symmetry implies that
diffusion in radial direction (orthogonal to the
interface, denoted by L) differs from diffusion
in angular direction (parallel to the interface,
denoted by ||) and both depend on the radial



Table 1: Maximum inner sphere radius ;s and cage volume V;ue of the fullerenes, as well as
water occupation numbers Ny and their standard deviations oy in differently parameterized
(hydrophilic and hydrophobic) systems. Geometrical parameters were calculated by the program

Fullerene. 42

Fullerene T'mis/TM Veage/nm? Nggﬂgf philic Ngﬁ?;f phobic oN
Csap 0.762 2.02 31 25 1
Cs00 0.954 3.97 79 65 1
Crap 1.146 6.87 145 130 2
Cis00 1.641 20.73 501 473 3

Table 2: Lennard-Jones parameters oco and
€co and the corresponding microscopic contact
angles 6, on a planar graphite-like surface, re-
ported in ref.43.

oco/nm  eco/kJmol™! 0, /deg
hydrophilic 0.319 0.6270 29.4
hydrophobic 0.319 0.3762 101.2

Table 3: Average temperature (T') of the 100 ns
trajectories, the corresponding standard devia-
tions op, and the energy drift AT, calculated
from the difference between initial and final tem-
peratures, which were determined by linear re-
gression of the temperature time series.

(T) /K op/K AT/K

hydrophilic ~ Csyg 297.9 25.0 -3.1
Cso0 2986 159 —-3.7
Cro 2981 11.7 =35
Cis00 297.7 6.4 —3.5
hydrophobic  Csg 300.6 284 —3.3
Cs00 3007 178 —=3.5
Cro 2985 123 —3.2
Cis00 297.6 6.6 —3.6

position within the nanocage.

The prediction of such diffusion tensors is con-
ceptually challenging, since it requires the solu-
tion of the full Smoluchowski equation,

dp (r,t)
ot

=V [D()e OV (Fp(r,1))] ,

(1)
where p (r, t) is the spatial probability density of
a tracer particle as a function of time, 5 = 1/kT,
and F'(r) is the position dependent free en-
ergy (potential of mean force). Fortunately, the
problem is formally equivalent to pair diffusion,
which has received significant theoretical atten-
tion.4?

Here, we adopt the original approach of Hum-
mer %90 to self-consistently estimate local diffu-
sion coefficients and free energies from simula-
tion data. The method relies on separation of
the Smoluchowski equation into a set of uncou-
pled, one-dimensional differential equations and
subsequent solution by spatial discretization and
inference of model parameters from simulation
data through Bayesian inference.?**!. The ap-
proach is also applicable to the diffusion of guest
solute molecules® in the present geometry.

The diffusion tensor D (r) shows spherical
symmetry in the investigated nanocages, that
is,

DL (T) 0 0
Dr=( 0 D) 0 (2)
0 0 D” (T) s

in spherical coordinates r,6,¢. The Smolu-
chowski equation (Equation 1) in such a coordi-
nate system can be solved by means of Green’s
functions P (r,cos 0, t|r',0) = r?p(r,0,tr',0,0),



which measure the conditional probability of
finding a tracer particle in the intervals (r, r+dr)
and (cos#, cosf + dcosf) starting from " and
6 = 0 at time 0. As demonstrated by Mittal
and Hummer,*® the diffusion equation for these
functions becomes

252 o[ 2] )
Dy(r) 0

0
r2  Ocos @ l(l — cos*0) 0

where V (r) = F(r) — 2kTInr and V' =
dV (r)/dr. It can be further reduced by in-
tegration over the angular part, leading to

-0 {DL (r) (W (r) + §G)] @

wherein the radial propagator G (r,t|r’,0) =
1
[ P (r,cosf,t[r',0) dcosd measures the condi-
1

tional probability of finding a tracer particle
in the interval (r,r +dr) at time t, starting
from ' at time 0, irrespective of angular mo-
tion. The preceding equation permits the treat-
ment of radial diffusion as a standard one-
dimensional problem. After realizing that the
bottom term in Equation 3 corresponds to the
angular momentum operator in quantum me-
chanics, angular diffusion can be treated by a set
of uncoupled one-dimensional equations, which
are obtained after expanding the Green’s func-
tion P (r,cos@,t|r’,0) in Legendre polynomials
i (@):

P (r,cos0,t|r',0) =

o0

20+ 1 ,
Z 5 pi (cosB) Q (r,t]r',0) .

=0

(5)

The associated evolution equations for each of
the Q); are given by:

0

S0=2 {DL (r) [BV' (r)+ %Ql} }

(6)

which are equal to Equation 4 for [ = 0 and

differ therefrom by sink terms for [ > 0. Note
that for practical reasons, Equation 5 has to
be truncated after a finite number of terms in
computer codes. In this work, the sum was
terminated at ., = 30. No significant changes
in results could be observed by taking terms of
higher order into account.

In the following, the algorithm to calculate
radial diffusion coefficients D, (r) shall be out-
lined. To do so, simulation trajectories were
discretized by assigning radial positions r into
corresponding bins ¢ along r, and then count-
ing the number of events N;; when a particu-
lar water molecule was in bin ¢ at some time
t during the simulation and in bin j at time
t + At later. In this work, bins of equal ra-
dial width Ar = 0.05 nm were chosen. Within
the long (100 ns) equilibrium trajectories, tran-
sition counts are symmetric (i.e., N;; = Ny;),
as demanded by microscopic time reversibility.
Care must be taken in choosing the lag time At,
so that the influence of the free energy surface
underlying the particle dynamics has already
been felt. In the present simulations, lag times
of 1ps, 2ps, Hps and 10ps were used. After
counting the transitions, radial diffusion coef-
ficients D, (r;) and free energies F (r;)* that
are consistent with the observed data were esti-
mated by a Bayesian inference approach. %5 In
the Bayesian formalism, a posterior distribution
p (parameters|data) of the model parameters is
constructed from the simulation data through
the Bayes theorem

p (parameters|data) o

(7)

p (data|parameters) p (parameters) ,

wherein p (parameters) is the prior distribution
of parameters, which is assumed to be uniform,
and p (data|parameters) is given by a likelihood
function, which is a product of Green’s functions
expressed in terms of matrix exponentials.®°
To construct posterior distributions, parame-
ters were sampled using Metropolis Monte Carlo
simulations in parameter space. For technical
details, the reader is referred to ref.?!.

Once D, (r) and F'(r) have been determined,

’Evaluated at the position 7; of the bin center for
D, and at the position of the bin edges for V.



angular diffusion coefficients D) (r) can be esti-
mated in a similar fashion. Here, the numbers
Njq i for transitions of a particle from radial bin
1 to radial bin j and angular bin « have to be
counted. Angular bins were indexed according
to the cosine of the azimuthal angle

cosf (t) = r(t)-x(0) (8)

with 6 (0) = 0 by definition of the coordinate
system and without loss of generality. Here, the
azimuthal angle was divided into 50 bins of equal
width. A second Bayesian inference approach
can be devised as outlined above to find the set
of angular diffusion coefficients D (r;) that is
most consistent with the observed simulation
data.

To enforce a certain degree of smoothness on
the resulting free energy and diffusion profiles,
they were treated internally as a set of contin-
uous cubic splines, with the number of spline
nodes set to the number of distinct features
(maxima + minima) seen in the radial density
profiles. Finally, a procedure similar to shifting
the origin of time in free diffusion (i.e., fitting
the mean-square displacement to 6Dg (t + 7),
with 7 being the origin of time) was employed
to account for the initial non-diffusive spread of
molecules due to fast molecular motions. There-
fore, transition counts were collected at several
different lag times and the origin of time was
optimized during the MC parameter sampling,
as well.

Hydrogen Bond Kinetics

We invoked the Luzar/Chandler model 32 (orig-
inally developed for bulk water) to describe hy-
drogen bond kinetics inside our model cavities
by a set of well-defined rate constants k& and £/,
associated with hydrogen bond breaking and re-
forming, respectively. Since most molecules are
interfacial in our confinements and since there
is only one type of hydrogen bonds present in
these systems (water—water hydrogen bonds),
assuming a single set of rate constants should
be a reasonable approximation.

We measure the decay of hydrogen bond pop-

ulations in terms of the hydrogen bond time-
correlation function

IR UACLAC) ;
O wory Y
and its reactive flux k (t) = — dc/dt. Therein,

the binary, dynamical hydrogen bond operator
h(t) equals one if a hydrogen bond exists be-
tween a tagged pair of water molecules (and zero
otherwise), and the term dh (t) measures fluctu-
ations of h (t) around its equilibrium average.

The employed model assumes a reversible
chemical reaction between hydrogen bonded
pairs of water molecules (measured in terms
of ¢(t)) and those pairs that are not hydrogen
bonded, but have not diffused apart (measured
in terms of n (1))

c(t) ké n(t) . (10)
The latter time-correlation function is defined
through

(H (£) [1 — 6 ()] 61 (0))
([6h (0)]%) ’

and its reactive flux is ki, (t) = — dn/dt. The
binary dynamical variable H (t) equals one if
both tagged water molecules are within their
first solvation shell. For the model to be true,
the following phenomenological relation must
hold for times t larger than a transient period
tirans, Wherein the decay of hydrogen bond pop-
ulations is primarily driven by librations and
interoxygen vibrations:

n(t) =

(11)

de(t)
Cdt

= k(t) = ke(t) — Kn(t). (12

The pair of rate constants (k, k') is found by
minimizing deviations between both sides of the
equation.

The following geometric criteria were used to
define the binary operators h and H:

0(Re—R)O(re—r)0(de—¢), (13)
0(R.— R) . (14)

h
H

Therein, R denotes the O ---O separation of



the tagged pair, r is the O - - - H intermolecular
separation, ¢ is the angle between the O---O
vector and the covalent OH-bond, and the index
¢ denotes the respective cutoff value. 0 (x) is
the Heaviside step function. The required cutoff

values were set to R. = 0.35nm, r. = 0.245 nm,
and ¢, = 30°.31:32

Results and Discussion

Occupation Numbers

Realistic occupation numbers Ny (Table 1)
corresponding to the ambient chemical poten-
tial of water were calculated from grand canoni-
cal Monte Carlo (GCMC) simulations in order
to make meaningful comparisons with experi-
mental setups. The resulting average particle
number densities p are visualized in Figure 2.
Note that our occupation numbers differ sig-

50 — hydrophilic
hydrophobic
40
1 & .
Lol
€ 30+
~
N
20 -
0 IS IS B IR
Cs20  Cso0  C720  Cis00 bulk

Figure 2: Average particle number density p =
Nyater/Veage it the hydrophilic and hydrophobic
confinements, as well as in a bulk water system
at ambient conditions. Vi,e is the solvent ac-
cessible nanocage volume, determined by Monte
Carlo integration of the region where the carbon—
oxygen Lennard-Jones potential vy ; (r) < kT
Note that the apparent densities are very sensi-
tive to this normalizing volume.

nificantly from numbers obtained by others, %
using an extrapolation scheme based on occupa-
tion numbers from ab initio studies in smaller
nanocages. Because of the layered structure of
confined water shown in the following section,
densities do not increase linearly and similar

effects manifest themselves throughout all quan-
tities investigated in this article.

Radial Structure

Packing effects, geometrical restrictions, and
specific interactions lead to a non-uniform po-
tential of mean force within the nanocages asso-
ciated with a layer structure (Figure 3). These
radial density profiles show many analogies to
planar interfaces.> However, some peculiarities
arise due to the near-spherical nature of the
nanocages. Overall, local densities are consis-
tently higher in the hydrophilic confinements,
in which the enhanced attractiveness of the
nanocage and the elevated occupation numbers
induce a much more structured water droplet.
Within the core regions of the nanocages, the lay-
ering levels off and the bulk density (33.4 nm™3)
is approached with increasing nanocage size.
Note that fullerenes are slightly aspherical and
density profiles do not drop abruptly to zero at
the confinement boundaries. At large radii, they
show a small shoulder in the density profiles.

While the local water density fluctuates quite
remarkably, even in the center of the nanocages,
the hydrogen bond network is hardly disturbed
beyond the interfacial region, as demonstrated
by tetrahedral order parameters and hydrogen
bond number profiles (Figures S1-S3; Support-
ing information).

From a structural point of view, all inves-
tigated properties support the concept of a
core/shell model,?2* wherein water molecules
are divided into subensembles that are bulk-like
and interfacial. However, the bulk-like phase oc-
cupies only a minor fraction of the total system
volume inside our small nanocages, so that most
water molecules can be considered to be interfa-
cial. In our grand-canonically filled nanocages,
we do not observe the formation of cage-like®3
water structures.

Diffusion

From an atomistic point of view, (self-)diffusion
can be considered as the result of a random walk
of a single particle in the mean field of all others.
It describes the complex many-particle dynamics
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Figure 3: Local average particle number density (p (7)) as a function of the radial distance r from
the nanocage center. Lines are meant to guide the eye.

as an average, single-particle motion. A priori,
there is no reason to believe that a diffusive
picture should hold in spherical nanoconfine-
ment, but we shall demonstrate its validity in
the following.

Position dependent radial and angular diffu-
sion constants, as well as free energies have been
calculated in both hydrophilic and hydrophobic
confinements (Figures 4 and 5) and the following
observations can be made:

1. Radial diffusion coefficients D, (r) are cor-
related with free energy profiles, that is,
particles residing at energetically favorable
positions are less likely to move away in
radial direction and vice versa.

2. Angular diffusion coeflicients Dy (1) are
anti-correlated with free energy profiles,
that is, angular motion is enhanced at
positions of increased density.

3. With increasing nanocage size, both diffu-
sion tensor components converge to a lim-
iting value of about 2nm?ns™! as r — 0.
Because of the known system size depen-
dence® of diffusion coefficients, the limit-
ing value is expected to be smaller than
the corrected bulk value®® of SPC/E water
(Do = 2.97nm? ns™).

4. Overall, diffusion coefficients are larger
in the hydrophobic confinements. These
effects are particularly pronounced for the
angular diffusion coefficients, which are

considerably elevated close to hydrophobic
interfaces.

The radial diffusivity profiles in our largest
cavities compare well with similar studies at
planar hydrophilic and hydrophobic interfaces,
except that the interfacial diffusivity drop in
our hydrophilic model systems is much less pro-
nounced than in the corresponding planar in-
terfaces that exhibit explicit hydrogen bonds.!?
The lack of such hydrogen bonds also explains
the increase in the interfacial perpendicular dif-
fusivity, which others'®'6 have observed to de-
crease. Consistent with these considerations, we
see no difference in the phase modulation of the
diffusivity oscillations between hydrophilic and
hydrophobic cavities, which could be attributed
to a different mechanism of local water dynamics
in the presence/absence of interfacial hydrogen
bonds. 2

We observe non-monotonicities in the interfa-
cial diffusivities with respect to the cavity size
(Fig. S7), reminiscent of those observed at con-
vex hydrophobic interfaces.5” Despite this simi-
larity, the underlying mechanisms cannot be the
same, since concave nanocages do not support a
structural crossover analogous to that observed
in the hydration shell of convex solutes.

Note that the free energy profiles, which are
a direct result of the Bayesian sampling pro-
cedure, are also accessible from conventional
counting statistics F' (r) = —kT Inp (1), where
p (r) is the probability density of finding a parti-
cle at position . Both are in perfect agreement
(Figure S4).
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In order to judge the quality of the pro-
posed diffusion model, we compare propagators
G (r,t|r",0) and P (r,t,cos@|r’,0) (in radial and
angular direction, respectively) to the actual
transition probabilities observed during our MD
simulations. These functions measure the condi-
tional probability of finding a particle that was
initially at radial position 7’ at a new position
r, after a lag time t has passed. In angular
direction, the particle simultaneously performs
an angular motion of 6 degrees. Visualizing
the complete set of propagators is cumbersome—
however, general trends can be demonstrated
with the aid of the selected examples presented
in the following. Further data (in particular all
results for the hydrophilic confinements) can be
found in the Supplementary Information.

Radial propagators G (r,t|r’,0) are shown
in Figure 6 for the hydrophobic confinements.
Therein, the color gradient indicates increas-
ing values of r/, with purple lines corresponding
to an initial position r’ at the center of the
nanocage and yellow lines corresponding to the
outermost positions. The agreement between
the propagators predicted by our diffusion model
and the actual simulation results is remarkable,
proving the model’s quantitative validity.

Angular propagators P (r,cos@,t|r’,0) are
shown in Figure 7 for the hydrophobic confine-
ments. Here, we only show propagators for par-
ticle motions originating from the important
interfacial density layer (i.e., propagators have
been evaluated the location of the interfacial
density maximum 7’ = 7). The color gradi-
ent in Figure 7 indicates decreasing values of
cos #, with purple lines corresponding to 6 = 0
and yellow lines corresponding to the value in-
dicated in the different panels. Larger angular
jumps than those shown in Figure 7 are very un-
likely, as demonstrated by the cos @ dependence
of the angular propagators. Thus the shown set
of propagators covers the most likely angular
motions of water molecules inside our nanocages.
In angular direction, agreement between model
and simulation data is less precise, but still quan-
titatively convincing. Discrepancies arise mostly
for low-probability motions.

In conclusion, both radial and angular propa-
gators demonstrate that diffusion is highly inho-
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mogeneous within spherical nanocages and that
the predicted diffusion coefficients (Figures 4, 5)
are quantitatively accurate.

Hydrogen Bond Kinetics

Diffusion and hydrogen bond kinetics are in-
timately connected.?? A hydrogen bond can
only break permanently if the bonding partners
have diffused apart. In bulk water, this cou-
pling of dynamical processes operating on simi-
lar timescales causes a non-exponential decay of
hydrogen bond populations, measured in terms
of the hydrogen bond time-correlation function
c(t) and its reactive flux k (t). We observe a
qualitatively similar, non-exponential decay in
our nanocages (Figures 8, 59, S10).

We prove the validity of the phenomenological
description (Equation 10) in Figure 9, left panel,
(as well as in Figures S9, S10), which show di-
rect correlations between model and simulation
data for transient times larger than ~ 1.5ps.
The corresponding rate constants k and k" are
listed in Table S1 and visualized in Figure 10.
In all investigated nanocages, the rate constants
of hydrogen bond breaking k (or inverse hydro-
gen bond lifetimes 7, = 1/k) are smaller than
in the bulk phase. Similar to the behavior of
the densities, the slow-down is non-monotonic,
because of the layered structure of water. Fur-
thermore, all effects are more pronounced in
hydrophilic confinement. These findings are in
contrast, to a similar study, where accelerated
hydrogen bond dynamics has observed.?® The
differences can most likely be attributed to the
neglect of diffusion-correction, as well as to the
different occupation numbers used in ref. 53.

Luzar and Chandler argued that if diffusion is
indeed the cause of the non-exponential decay
of ¢(t), then it should be possible to reconstruct
the flux of both independent time- correlation
functions, k(t) = —dc/dt and ki, (t) = —dn/dt,
from solutions of a coupled diffusion kinetic equa-
tion.3132 On time scales that are longer than
the transient regime and on length scales that
are larger than the spatial extent of a hydrogen
bond, the following modified Fick’s law for pair
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Figure 8: Hydrogen bond time-correlation func-
tions ¢(t) and n(t) inside Cygo, hydrophobic.
The time evolution of ¢(¢) and n(t) in the other
confinements is qualitatively similar and results
are shown in the Supplementary Information.

diffusion should hold:

% = DV?p(r,t)+6(r) [ke(t) — k'n(t)] ,
(15)
Therein, p (r,t) is the time and distance depen-
dent density of the diffusing unbonded pair, r is
the vector between the pair, and D = 2D is the
pair diffusion coefficient of water. In this equa-
tion, pair diffusion is subject to source and sink
terms corresponding to hydrogen bond breaking
and reforming. Such effects are only relevant on
length scales where a hydrogen bond may exist.
The delta function J (r) localizes the source and
sink terms to such length scales. Results of this
equation depend on a free parameter 74 that
characterizes the time required for an unbound
pair of water molecules to diffuse apart (escape
time).?12 In combination with the hydrogen
bond lifetime 7, the escape time 74 defines the
mean residence time Tyes = T, + 7q Of a water
molecule within the first coordination shell of
a hydrogen bond partner.?® Escape times are
listed in Table S1 and visualized in Figure 10.
Note that the preceding formalism has been
derived for bulk water, where diffusion is
isotropic and homogeneous. Equation 15 cannot
be expected to hold quantitatively inside our
nanocages, as demonstrated by the anisotropic
and strongly position-dependent diffusion pro-
files presented in the previous section. However,
given that most molecules are interfacial in our
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nanocages and subject to an average diffusion
coefficient D = % [DL(rmax) + QDH(TmaX)}, qual-
itative agreement between simulation and model
can be achieved (Figures 9, S9, S10).

Correlations between the diffusion model pre-
sented in the previous section and the hydrogen
bond kinetics phenomenology presented here
can be illuminating. Consider the mean resi-
dence times 7, of water molecules inside the
coordination sphere of a hydrogen bond part-
If the system size dependence of these
time scales is eliminated by considering the ra-
tios rphilic /rphobic o1 5 oiven nanocage size, cor-
relation with average diffusion coefficients can
be observed (Figure 11), proving that at room
temperature, the strong coupling between dif-
fusion and hydrogen bond kinetics, previously
observed in bulk water,3!32 also persists in spher-
ical nanoconfinements.

ner.

Conclusion

We have presented a new method to calcu-
late position-dependent diffusion coefficients in
spherical nanocages based on Bayesian inference
of model parameters from simulation data. The
resulting diffusion profiles are anisotropic and
strongly inhomogeneous, and the correspond-
ing propagators show a remarkable agreement
with direct transition probabilities (four orders
of magnitude). Thus, our simulation results di-
rectly confirm previous interpretations of quasi-
elastic neutron scattering data in terms of lo-
cal diffusion models.'® In terms of overall mag-
nitude, diffusion coefficients are larger in hy-
drophobic confinement, especially in angular di-
rection. Similar effects have also been observed
close to planar interfaces.

Despite such strong inhomogeneities in dif-
fusion and local potentials of mean force, the
tetrahedral hydrogen bond network in water is
hardly disturbed beyond the interfacial water
layer. Furthermore, a similar resilience can be
seen in the dynamics of the hydrogen bond net-
work. Hydrogen bond breaking and reforming
can be quantitatively described by a single set of
well-defined rate constants (or inverse lifetimes)
if the effects of diffusion are eliminated. The
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Figure 10: Rate constants of hydrogen bond
breaking k and reforming £, as well as escape
times 74 in the confinements and in the bulk.

validity of the corresponding phenomenology in
spherical confinement has been established by
means of the correlation plots, which are straight
lines on time scales where the model can be ex-
pected to hold. Our study demonstrates that
correct treatment of diffusion in hydrogen bond
kinetics leads to qualitatively and quantitatively
different hydrogen bond lifetimes than those re-
ported in a related study.? Finally, by invoking
a simple model, hydrogen bond time-correlation
functions have been reconstructed and agree
with direct simulation data. The correlation
between residence times and average diffusion
coeflicients is remarkable and demonstrates once
more the intimate interconnection between dif-
fusion and hydrogen bond dynamics.
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Water Network Structure

For the lack of specialized metrics of hydrogen bond structure in anisotropic environments,
we rely on hydrogen-bond criteria and a tetrahedral order parameter originally developed for
isotropic systems. Similar approximations have proven to yield useful insights into structural
properties of hydration water! The order parameter we use is split into an angular (S,) and
distance (Sy) part, according to the definition? of Chau and Hardwick:

5 3. A 1\ 2
Sy = 3 Z Z (COS U+ 5) (S1)

=1 k=j+1

4

Z (re —7)" _ (S2)

472
k=1

Sk =

Wl =

Therein, the summation indices run over the four closest neighbors of a selected water
molecule, ¥, denotes the angle between the central molecule and its neighbors j and &,
ri is the distance to the closest neighbor k, and 7 is the arithmetic mean of the four radial
distances. Both values are zero for a perfect tetrahedron, but approach somewhat larger
values (S, ~ 0.1, S}, ~ 1.3 x 1073) in bulk water at ambient conditions.? The parameters are
shown in Figures S1 and S2 and their discussion follows shortly.

Hydrogen bonds were detected by the same geometric criterion used in the discussion
of hydrogen bond kinetics®* (main article). The ensemble average of the hydrogen bond
population operator (h) is closely related to the average number of hydrogen bonds per water

molecule (ny,), according to
N -1

(nnp) = T (h) . (S3)
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Figure S1: Average angular part (S, (1)) of the tetrahedral order parameter? as a function
of the radial distance r from the nanocage center. Lines are meant to guide the eye. The
dashed vertical line indicates the position of the interfacial density maximum.
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Distance dependent profiles of these averages are shown in Figure S3.

The profiles shown in Figures S1-S3 report on the water hydrogen bond network in one
way or another, and thus, share a number of common features. In all systems, the interfacial
hydrogen bond network is being significantly disturbed by the interface. The average number
of hydrogen bonds is almost halved within the outermost water shell, which is accompanied
by significant distortion of tetrahedrality. These effects are more pronounced in hydrophobic
than in hydrophilic cages. Water molecules that reside away from the outermost water shell
are less hindered by the geometric restrictions, as indicated by the plateau values of the
various parameters.

Diffusion
Note that free energy profiles are also directly accessible from counting statistics
F(r)y=—=kTlap(r), (S4)

where p (r) is the local probability density of finding a particle at position r. The preceding
equation can be evaluated by discretization and results are shown in comparison to those
obtained from the Bayesian sampling procedure in Figure S4. Agreement is perfect, further
increasing the confidence in our diffusion models.

The radial and angular propagators G (r,t|r’,0) and P (r,cos#, t|r’,0) corresponding to
those in the main text, but in the hydrophilic confinements, are shown in Figure S5. They
behave qualitatively as their hydrophobic counterparts.

Furthermore, we show additional angular propagators P (r,cos,t|r’,0) where r’ has been
restricted to the outermost radial density minimum 7, (Figure S6). In combination with
those propagators shown for the interfacial density maximum, the data shown here and
in the main text covers the most critical regions of our systems. Once again, agreement
between model and simulation data is less perfect in angular than in radial direction, but
still quantitatively convincing.
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We observe a non-monotonic dependence of the interfacial diffusivities D, (Rg) and
Dy(Ra) (Fig. S7), where Rg is the approximate location of the Gibbs dividing surface
defined in analogy to ref. 5. Although the curves are reminiscent of those observed at convex
interfaces,® where the minimum has been explained with the structural crossover length scale
for hydrophobic hydration, the underlying mechanisms cannot be the same, since there is no
such crossover in our systems.
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Figure ST: Interfacial diffusivities D, (Rq) and Dj(R¢) at the approximate location of the
Gibbs dividing surface (i.e., where p(Rg) ~ 1/2 ppux). Lines are meant to guide the eye.

Hydrogen Bond Kinetics

Here, we show reactive flux time correlation functions k() and ki, (t), as well as their model
predictions, and correlation plots for bulk water (Figure S8), for the hydrophobic confinements
(Figure S9), and for the hydrophilic confinements (Figure S10). All parameters required in
our analyses are summarized in Table S1. A discussion of these results has been given in the
main text.

bulk
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Figure S8: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(t) and ki, (¢) and their respective
model predictions (Equation (6); main text) in bulk SPC/E water.
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Figure S9: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(¢) and ki, (t) and their respective
model predictions (Equation (6); main text) in all hydrophobic confinements.
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Figure S10: Correlation between the hydrogen bond kinetics phenomenology and simulation
data, as well as the reactive flux time correlation functions k(¢) and ki, (t) and their respective
model predictions (Equation (6); main text) in all hydrophilic confinements.
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Table S1: Forward and backward rate constants k£ and &' (in units of ps™'), describing
the hydrogen bond kinetics, as well as diffusive time scales 74 and hydrogen bond lifetimes
Twp = 1/k (in units of ps). Note that both k£ and &’ can be varied by ~ 10 %, while still
leading to acceptable model fits. Bulk values are k = 0.35ps™!, k' = 0.72ps ™!, 74 = 0.46 ps,
and i = 2.90 ps~L.

hydrophilic hydrophobic
k ]C, Td Thb k k/ T4 Thb
Cso0 0.21 0.54 0.77 4.76 0.30 0.89 0.56 3.33
Cs00 0.19 0.40 0.66 5.26 0.33 0.82 0.52 3.08
Cra0 0.26 0.57 0.59 3.92 0.33 0.76 0.52 3.08
Cis00 0.29 0.65 0.52 3.45 0.33 0.75 0.48 3.03
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