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ABSTRACT

This paper presents an algorithm audit of the Google Top
Stories box, a prominent component of search engine
results and powerful driver of traffic to news publishers. As
such, it is important in shaping user attention towards news
outlets and topics. By analyzing the number of appearances
of news article links we contribute a series of novel
analyses that provide an in-depth characterization of news
source diversity and its implications for attention via
Google search. We present results indicating a considerable
degree of source concentration (with variation among
search terms), a slight exaggeration in the ideological skew
of news in comparison to a baseline, and a quantification of
how the presentation of items translates into traffic and
attention for publishers. We contribute insights that
underscore the power that Google wields in exposing users
to diverse news information, and raise important questions
and opportunities for future work on algorithmic news
curation.
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1 INTRODUCTION

When it comes to the interaction of the public with news,
search engines are an increasingly powerful intermediary,
both in exposing audiences to news information and
assisting them in making sense of it. A Pew survey from
2017 [1] showed that 43% of Americans get their news
online, up from 38% in the previous year and closing in on
the percentage of people who got their news from
television (50%). In a survey by the Reuters Institute in 2017,
24% of respondents from around the world said that search
engines are their main gateway to news, compared to 23%
for social media [2]. And Google is the dominant search
engine, handling 63% of all search queries in the United
States in April 2018 according to Comscore [3].

Google is also a powerful force within the news economy.
According to the Parsely media referrer dashboard in
August 2018, 50% of external traffic (and 22.4% of overall
traffic) to online publishers was referred by Google search,
and another 25% from Facebook [4]. That impact is
consistently growing. According to Chartbeat, traffic from
Google to publishers has increased more than 25% from
January 2017 to February 2018, mostly as a result of mobile
search [5]. Van Aelst et al. [6] pointed out that media
concentration is increasing, in part because of market
pressures. As a significant referrer of internet traffic,
Google is one of these market pressures.

News curation algorithms can have important implications
because of how ranking impacts attention. Users both click
more often and believe a result is more relevant if it is in a
higher position [7]. As a result, search engines can affect
users’ attitudes, shape opinions, alter perceptions or
reinforce stereotypes, and impact how voters come to be
informed during elections [8, 9, 10, 11]. An experiment of
2,150 people using mock search results during the 2014
Indian elections indicated that 24.5% of undecided voters
could be swayed by biased rankings in search results [12].
Search algorithms thus play a key role in how people are
exposed to information and may develop robust and diverse
viewpoints on societally relevant issues, having deep
political ramifications [13].
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Figure 1: The Google Top Stories Component shown for a
query of “net neutrality”.

But for all the societal importance and impact that Google
and its algorithms have for news media and news
audiences, little is known about what drives its algorithm
to select and curate the sources of news information that it
does. How does the dominant search engine shape
attention to news information? Does it provide a diverse
sampling of sources and ideological perspectives in the
news it curates? What editorial criteria drive its selections?
This work grapples with these questions and sheds light on
the algorithmic curation of news in Google Search. In
particular we focus on the issue of news source diversity,
but also delve into how this translates into perspective
diversity, and finally what diversity in curation on Google
means for the attention that people ultimately pay to the
news.

To address these questions, we undertake an algorithm
audit [14, 15, 16] focusing on the Google Top Stories box
(See Figure 1). This box is a component of search engine
results pages (SERPs) that highlights news articles with
headlines, images, and links. In previous audit work, this
component was found in the first position in about 30% of
search queries [17], underscoring its attention-attracting
prominence for many queries. We audit the results of the
Top Stories box for almost 200 queries relating to news
events over the course of a month in late 2017.

We contribute a series of novel analyses that provide an in-
depth description and characterization of news source
diversity and its implications for attention via Google
search. Our results show that just twenty news sources
account for more than half of the article impressions in the
Top Stories component. Source diversity is query specific,
however, with some queries reflecting a fair degree of
diversity and others suffering from a severe concentration.
We observed a left-leaning ideological skew in Google’s

Paper 453

CHI 2019, May 4-9, 2019, Glasgow, Scotland, UK

selection of sources, only slightly exacerbating the
background baseline of media we measured. Analysis of the
time stamps of articles indicates Google’s algorithmic news
curation has a strong predilection towards news articles
less than 24 hours old, reinforcing the traditional daily
news cycle. Finally, by combining our observations of Top
Stories with data from Chartbeat about referrals from
Google, we quantify the relationship between the presence
(and position) of a news article on Google and how that
translates into a referral and attention for that news article.
Our results and contributions underscore the power that
Google wields in exposing users to diverse news
information, raising important questions and opportunities
for future work on algorithmic news curation systems.

2 BACKGROUND

In examining the role search engines play in directing
attention to news information this work builds on ideas in
three key areas of related work: editorial values in
algorithms, media diversity as a key editorial value, and
algorithm auditing as a technique to illuminate editorial
values in search algorithms.

2.1 Editorial Values in Algorithms

In journalism studies editorial news values have
traditionally referred to the criteria used by journalists to
assess the newsworthiness of content and select what is
published or gains prominence in a publication medium
[18]. Contemporary journalism practices may consider
criteria like recency, conflict, unexpectedness, relevance,
proximity, and social impact, among others [19]. Yet
journalists are not the only ones exercising editorial
judgement in today’s media environment. Algorithmic
curators play an increasingly important role in the flows of
information that reach news consumers [20]. The
algorithmic application of editorial news values determines
what is included, excluded, highlighted, or de-emphasized
in an information display, such as a search results page,
social media feed, or news recommendation app [21, 22].

Recent research has explored the encoding of journalistic
news values in algorithms that support news content
production [23, 24, 25, 26, 27]. One example related to
curation is Park et al. [24], which developed a set of
algorithmically applied editorial criteria, such as article and
conversational relevance, that were useful to news
moderators in identifying high-quality
comments. However, literature on the study of editorial
values in more highly automated algorithmic curation
systems is more limited. An exception in this vein studied
the editorial values that are apparent in the Facebook

comment
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Newsfeed [28]. Analysis of intellectual property filings and
press releases indicated a set of nine criteria that influence
inclusion in the feed, which at times diverge from
traditional journalistic news values. These include the
importance of friend relationships, explicit and implicit
user interests, prior engagement, post age, content quality
and so on.

In this research we aim to help fill a gap in research by
studying the expression of editorial values in algorithmic
curation of news, in particular on search engine result
pages. By analyzing news articles to which Google orients
audience attention via its Top Stories box, we investigate
what type of news information is privileged by the
algorithm, and what editorial values are apparent.
Specifically, we leverage an auditing methodology to
provide observational data on two key editorial
dimensions: diversity (detailed more next) and timeliness.

2.2 Media Diversity

Media diversity can be defined and measured in numerous
ways, such as the demographics of those working in a
newsroom, the political viewpoints presented, the plurality
of sources available to news consumers, or the ownership
of those sources [29]. One typology for media diversity
distinguishes source diversity (i.e. of news organizations,
their demographic constitution, and economic structure),
content diversity (i.e. of perspectives, viewpoints, or ideas
presented), and exposure diversity (i.e. whether audiences
actually consume a diverse array of content) [30]. While
scholars have warned that source diversity does not
necessarily imply content diversity or exposure diversity
[30, 31] it is reasonable to assume that in general more
source diversity should encourage more content diversity,
if not necessarily more exposure diversity. In this research
we focus on source diversity, including both the identity
and ideological position of news sources, while
acknowledging that future research should more directly
examine the content and exposure diversity of news as
mediated through algorithmic curation.

The importance of media diversity for news audiences
hinges on different philosophical conceptions of
democratic society [32, 33]. Lack of media diversity could
make it difficult to discover new perspectives or ideas thus
limiting the quality of arguments, it could curtail users’
autonomy of information selection, or it could stifle the
awareness needed to contest an idea or issue [34, 35].
McQuail & Van Cuilenburg [34] express the benefit of
diversity to society as a whole, defining diversity as “the
free expression of alternative goals and solutions to
problems. The more the alternatives, the better the
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prospects for individual and collective welfare.” Empirical
work has found a correlation between diversity of media
exposure and reception to diverse ideas [35].

A common concern surrounding algorithmic mediation of
news relates to how exposure diversity could be diminished
by filter bubbles that reinforce the tendency for individuals
to be selectively exposed to attitude-confirming
information and reinforce partisan polarization [36, 37].
However, recent empirical results have downplayed the
effect that algorithmic curation might have in an
individual’s exposure to diverse news [38, 39, 40, 41]. When
users are isolated from content they do not agree with, that
may be more a function of their individual choices than
algorithmic effects [42].

Yet, despite limited empirical support for filter bubbles that
create individual cocoons, algorithmic news curation still
represents a concern for source diversity since it can
concentrate societal attention on a narrow range of
privileged outlets. For instance, studies of Google News
have found that it over-represents some news publishers
while under-representing other highly-frequented outlets
[41, 43, 44]. Recent survey results [45] show that users of
search engines for news reported exposure to a greater
number of news sources in comparison to those who did
not use search engines, but this is only in relation to the top
30 most popular outlets in each locale surveyed. In other
words, search engines may diversify exposure to a point,
but are ultimately limited by the small set of largely
mainstream sources they present [44]. Society-wide over-
reliance on content from a small number of sources can still
undermine content and exposure diversity, something we
specifically examine in this research in terms of the
concentration of news sources in search results.

2.3 Search Engine Audits

One  methodological  approach  towards  better
understanding the social and political influence of search
engines is to systematically observe their results under a
range of conditions; to audit them [14, 15, 16]. Previous
audits of search results have examined a range of issues
including the degree of personalization to location,
demographic profile, or preferences [17, 46, 47], the
geographic origin of results [48], the degree of state
imposed censorship [49], the information quality related to
the inclusion of “fake news” sites [50], the presence of
representational issues like gender bias in images [11, 51]
and commercial anti-competitive tendencies stemming
from preferential treatment of some sources over others
[52]. These studies expose a range of methodological
challenges in search engine audits that we consider,
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including the choice of search terms, language settings,
geolocation, search history, and logged-in status [53].
While some recent studies have emphasized ecological
validity by leveraging plugins which scrape search results
from real users’ results [17, 54, 55, 56], here we opt for the
control, consistency, and scale afforded by automated
means of scraping results.

While some previous audit research on search engines has
examined news information as one component of search
results [8. 17, 46, 56], here we focus exclusively on the news
information conveyed via search results pages in order to
uncover editorial values that may be at play. The question
we pose is: How do search engines shape the availability
and consumption of news media, particularly in regards to
the share of attention they provide to specific news
sources? The next section describes our methods for
approaching this question in more detail.

3 DATA COLLECTION METHODS

In order to collect data on news article impressions in
Google search’s Top Stories box, a method was developed
to identify the most relevant news stories each day,
determine relevant search queries for those news stories,
and then use those queries in automated Google searches.
Results for those automated searches were then scraped
and analyzed.

3.1 Selecting Stories to Track

News stories for each day in the sampling period were
selected using Google Trends. The website contains a
ranking of "Stories trending now", which can be filtered by
geographical area and are based on a random unbiased
sample of Google search datal. This ranking lists collections
of "stories" that are generated by Google based on news
articles and search trends indicating jumps in search traffic.
As the user clicks on one of those stories, they are directed
to a page about that particular story, top news articles
about it, a search trend timeline, a map with the search
interest by region, and a list of "Trending queries”, that is,
terms that were used by web users and were related to that
story. The ranking of "Stories trending now" typically has
more than 200 stories, from a wide range of topics, such as
politics, economy, international news, society, crime,
celebrities, and sports.

As previously stated, we are interested in the wide societal
impact of the Google Top Stories box curation. These are
classically defined as "hard news" by journalism practice

! https://support.google.com/trends/answer/4365533
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and scholarship. We focus on hard news because the public
interest value for access to diverse information about hard
news is greater than for other types of soft news relating to
topics like entertainment, sports, or celebrity.

Reinemann, et al [57] base the classification of hard and soft
news on three dimensions: topics / events, focus, and style.
The most important, in their view, is the topic dimension:
“the extent to which the content of a news item deals with
norms, goals, interests, and activities related to the
preparation, assertion, and implementation of authoritative,
generally binding decisions about societal conflicts.”

Therefore, we operationalized this definition of “hard news”
in our data collection procedure by selecting stories from
Google Trends that had broad societal impact or were
covered as such. On one end of the spectrum, stories about
government, elections, global affairs, and macroeconomics
have clear societal impact. On the other end, stories about
the personal lives of celebrities, individual sports
achievements, or stock exchange performance of a
company had no widespread societal impact. In the middle,
and dependent on more subjective evaluation, were stories
that had personal and individual agents as part of stories
that had societal impact. For instance, when an athlete or a
team was involved in a political debate, when a celebrity
was involved in a sexual abuse scandal, or when an
individual company generates a controversy that has
industry-wide effects. These stories have societal impact
and, therefore, are considered hard news. Sports results,
celebrities getting married or divorced, and updates on
individual companies that have no wider impact are not
considered hard news.

To select hard news stories, Google Trends was visited
every day at 11am CST. One of the authors went through
the list of trending topics each day and applied the
definition of hard and soft news (societal versus individual
issues) to select only hard news topics. Due to constraints
in scraping and handling data we chose to limit the number
of stories tracked to 30 per day. The next step was selecting
the terms to search about each story.

3.2 Selecting Query Terms

As previously mentioned, Google Trends itself provides a
list of "Trending queries" for each story; terms that were
used by web users and were related to that story, ranked by
popularity of use. The appropriateness and accuracy of
queries varies from story to story however. Trending
queries do not necessarily reflect the news story trending
at the moment. Our approach was to select the highest-

Page 4



CHI 2019 Paper

ranking relevant search query for each story. The terms on
the list were examined one by one to see if they had
relevance to the story that was being tracked. We checked
the appropriateness of all search terms at the time of their
selection, searching them in incognito mode to see if the
Top Stories articles they yielded were related to the stories
we selected. If they were relevant, they were manually
selected; if they were not, they were skipped in favor of the
next available and relevant term.

A total of 224 search terms (188 unique terms, with some of
them repeated for more than one collection cycle) were
selected. Only one search term was selected per trending
news story. Some terms are not unique because a news
story might have had new developments in subsequent
days. A list of all search terms and their context is available
at https://goo.gl/M18K77.

3.3 Collecting Search Results

Query terms about the trending stories were selected every
day between 1lam and 12pm. Selected query terms were
stored in a database, with dates and times for starting and
ending collection cycles for each term. Data for each search
term was collected once per minute and each term was used
to scrape results for 24 hours, starting at 12pm and ending
at 12pm the following day. The collection included the 3
articles featured in the Top Stories box (Google has since
increased the number of links to 10, however there are still
only 3 visible initially without interaction), including their
URL, title, time information, and position within the box (i.e.
whether it was the link on the left, the middle, or the right).
The scraper was implemented to read the day's search terms
and collect data on them for that 24-hour cycle. Data was
collected from October 30 to November 30, 2017. An
interruption caused by lack of server capacity led to a gap
in collection between the evening of November 19 and 12
pm on November 20.

To minimize personalization, automated searches were
made using a desktop browser configured with no user
history, without being logged-in, and with language set to
English. One remaining source of personalization could
have come from server location, in this case Ohio. However,
previous work shows that location personalization impacts
mostly localized services (such as "airport" and "pizza"), and
has a significantly smaller impact on more general terms,
such as controversial topics and names of politicians [47].
Searches were run on the main google.com domain,
reflecting search results tailored to the U.S. [48]. Across 224
search terms (188 unique), 6,302 links to news articles were
collected from the Top Stories box. Each day we scraped 7.1
terms on average (M=7, min=2, max=13).
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4  RESULTS

This work seeks to shed light on how the Google search
engine shapes the availability of news media, particularly
in regards to the share of attention they provide to
particular news sources. To do that, we analyze the data
through different perspectives. First, we examine the
diversity of news sources in the Google Top Stories box;
then, we investigate the diversity of ideological leaning of
the articles surfaced; next, we investigate if there is a
preference for articles in relation to their age; and finally,
we assess the relationship between the appearance of
articles in the Google Top Stories box and the volume of
referrals to news sources’ websites.

4.1 Diversity of News Sources

In this section we examine the diversity of news sources
observed in the Top Stories box by looking at their
distribution and concentration. In particular we consider
overall source diversity as well as source diversity by query
term. To measure source diversity, we define an impression
as the appearance of a link in the Top Stories box and then
aggregate news article impressions by their root domain.
Subdomains that belong to the same news organization (i.e.
money.cnn.com) were aggregated to their root domains
(cnn.com) so that the measurement is representative of
entire news organizations.

4.1.1 Overall Diversity

The top 20.0% of news sources (136 of 678) account for 86.0%
of all impressions; and 52.1% of impressions go to the top
20 news sources (See Figure 2). The top three, CNN, The
New York Times, and The Washington Post, account for
23.0% of impressions observed. One reason some sources

cnn - 10.9%
nytimes - 6 .5 %
washingtonpost - I 5.6 %
foxnews - 3.0%
bbc - 2.4%
usatoday - 2.2%
latimes - 2.2%
theguardian - 1.9%
politico - 1.8%
abcnews - 1.7%
cbsnews - 1.7%
npr - 1.7%
nbcnews - 1.7%
cnbe - 1.7%
reuters - 1.6%
huffingtonpost - 1.5%
theverge - 1.2%
aljazeera - 1.0%
thehill -l 0.9%
people -l 0.9%
0 1 2 3 4 5 6 7 8 9 10 11 12 13
Percent of total impressions

Domain

Figure 2: Top 20 in share of impressions
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may have more overall impressions than others is because
they have articles selected by Google across a greater
number of topics or search queries. For instance, links from
CNN are present in 106 of the 188 search terms used in the
data collection, whereas 313 of the sources were observed
in only one query (many of which are local news sources).
To control for this variance, we compute the number of
impressions for each source normalized by the number of
query terms in which the source was observed.

When ranked by the average number of impressions per
search term where the source was observed (and filter news
sources found in fewer than ten search queries so as to
maintain focus on major publishers), CNN and New York
Times are still at the top, but other sources shift positions
and drop out of the top 20 ranking (See Figure 3). The five
news sources that are in the top 20 in total impressions but
not in the top 20 for average impressions per search term
are: ABC News, CBS News, HuffPost, NBC News, and The
Hill. These sources get selected by the platform for a wide
variety of topics (i.e. queries), but individually per topic
they are not as successful in garnering impressions as some
other sources. On the other hand, five news sources that
were not in the top 20 for total impressions but are in the
top 20 for average impressions per search term include:
Deadline, Forbes, Independent, QZ, and Wired. This means
that while they are not among the overall largest
impression-getting news organizations in the Google Top
Stories box, they are very successful for the topics they do
get picked up on. These five reflect news niches where the

cnn - 05 1
nytimes - 27
theverge - 503
theguardian - 56°
washingtonpost - 563
bbc - 509
politico - N 508
forbes - 442
aljazeera NG 427
cnbe - 405
people - 402
latimes - 307
npr - 378
deadline - 369
foxnews - 366
wired - 327
reuters - 313
qz - 307
usatoday -G 304
independent - 299
0 100 200 300 400 500 600 700 800 900 1000
Avelage number of impressions per query where news source observed
Figure 3: Top 20 sources in average of impressions per
query, among news sources with ten or more queries.

Domain
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source may be particularly authoritative or apt in their
coverage; Deadline for entertainment news, Forbes and QZ
for business, Wired for technology, and The Independent as
a reflection of UK news as a niche within the American
news environment.

Without the filter of news sources that were present in at
least ten search queries, all the top 20 domains change, and
the ones with the higher average impression per search
term in which they appear are local news organizations,
with the exception of the United Nations. That happens
because these news sources are covering search terms that
are about their niche news — either local news, or specific
news, such as "United Nations". They have a high average
impression per search term because they have less
competition in those terms (being present in more
impressions) while having a small denominator, since they
are present in only one or two search terms.

In sum, although a source may be picked up for many
topics, it does not imply they are a consistently dominant
source: they may simply have a lower number of
impressions aggregated across topics; conversely, a news
source that is picked up for a small niche of topics can have
a high number of impressions in the terms in which they
are present. These results suggest that source diversity
should be evaluated within individual search terms, which
we turn to next.

4.1.2 Diversity Across Search Terms

Each search term tracked had an average of 19.0 news
sources selected by Google (SD = 17.4; M = 14.5). Out of the
188 news queries tracked, 57 (30.3%) were covered by ten
or fewer sources. The query with the largest number of
news sources selected was "Thanksgiving" (here
encompassing all the hard news elements of the holiday,
e.g. traffic reports), with 159 sources receiving Google
impressions; the query with the fewest number of sources

Term with unequal Term with average
Gini (0.781) Gini (0.602)

1 I
2 - 2
3 - I 3
4 - 4
s-Il 5

€

7

Term with equal
Gini (0.410)

6l
7-A
s-H
9l
10 10 -0 10

® ~w o s wN
____Illl‘

Root domains
P I I
N
¥

l‘v] Z‘D 30 lb 2;3 3‘0

Percentage of impressions

Figure 4: Examples of terms and their distribution of
impressions across domains, according to their Gini
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covering it was "united nations", with only one source, the
United Nations website itself. While most queries drew on
more than a dozen sources, some had far more and others
still had virtually no diversity at all.

To compare queries by how concentrated the distribution
of impressions is across sources, we utilize the Gini
coefficient. In this context, the Gini coefficient measures,
for each query, how unequal the distribution of impressions
is across different sources. The Gini coefficient ranges from
0 (most equal) to 1 (most unequal). A term that has a high
Gini coefficient (more unequal) has a high number of
impressions concentrated in a few domains, and few
impressions distributed across many domains. Terms with
lower Gini coefficient (more equal) still can have some
domains with more impressions and some with fewer, but
that distribution is more even (Figure 4).

Across the 188 unique search terms tracked, 162 were
trending in only one cycle, while the other 26 appeared in
more than one cycle. We calculated the Gini index of just
those terms that appeared in one cycle in order to avoid
distortions caused by different collection periods. For those
162 terms, the average Gini coefficient is 0.580 (SD = 0.177;
M = 0.610). The distribution of impressions is
predominantly less equal with respect to the Gini
coefficient: 41.4% of search terms have a Gini coefficient
below the mean, while 58.6% are above the mean (See
Figure 5).

The search term with the highest inequality in source
impressions (See Table 1) is "Rex Tillerson" (then U.S.
Secretary of State who was rumored to be replaced by
President Donald Trump). Although 38 news sources
appear for that search term, two sources are responsible for
75.2% of the 4,296 impression it has: New York Times
(41.3%) and CNN (33.9%).

On the opposite end of the spectrum, five search terms had
a Gini coefficient of zero, meaning they have an even

60

50
42 (26%)

39 (24%)
36 (22%)
20 (12%)
10 jees 3(2%) 3 (2%) e o
0 [ M ooow

<1l .1to.2 2to.3 3to.4 4to.5 5to.6 6to.7 .7to.8 8to.9 Itol
Gini

Number of queries
w B
o o

N
o

More equal More unequal

Figure 5: Distribution of Gini coefficients for individual
search terms, calculated based on distribution of
impressions across sources for each term.
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Search term Gini Coefficient # News Sources
rex tillerson 0.849 38
time person of the year 0.824 21
russell simmons 0.817 25
zimbabwe news 0.815 44
halloween 0.814 69

Table 1. The five terms with the highest Gini coefficient

distribution of impressions across root domains that cover
them: "corelogic” (a company that released a house price
index), "big bear billings mt" (a city that had an active
shooter situation on that day), "humboldt tn" (regarding a
new food factory announced in the city), "sammamish" (city
in Washington state that recorded a crime that day), and
"united nations". Aside from the previously mentioned
"united nations", the other search terms had three sources
covering each, and each of these sources had a third of
impressions across each of those key terms, that is, they
had the same news sources at every cycle of collection.
Notably, though all these terms were trending nationally
according to Google Trends, they are all related to local or
highly specialized news. Of these four search terms, two
only had local news as sources ("big bear billings mt" and
"sammamish") and two had a mix of local and finance news
websites  ("corelogic" and "humboldt tn"). When
considering terms that had the median number of news
sources covering them (i.e., 12 or 13), the most equal search
query is “libya slave trade", with a Gini coefficient of 0.431
(See Table 2).

4.2 Ideological Diversity

A key motivator for content diversity is the desire to
provide a range of perspectives and viewpoints, such as
across different ideological or political positions. Although

Search term Gini Coefficient # News Sources
libya slave trade 0.431 12
athens 0.494 12
kristina cohen 0.53 13
milo yiannopoulos 0.534 13
texas trooper killed 0.547 13
mar a lago 0.576 13
sophia robot 0.586 12
texas state

university 0.593 13
marissa mayer 0.612 13
john boehner 0.646 12
boston dynamics 0.694 13
pyramid 0.723 13

Table 2. Gini Coefficients for the 12 search terms with a
median number of news sources.
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we do not measure content diversity directly, in this section
we examine the overall ideological position (i.e. left or
right-lean) of sources as a proxy for content diversity
across different political viewpoints.

4.2.1 Overall Ideological Diversity

To measure the ideology of news sources we considered
several alternatives. For instance, Pew has surveyed media
consumers, their ideological leanings, and their trust in
news organizations to determine what news are preferred
by which political group [58]. AllSides uses surveys and
community feedback to generate a Media Bias Rating
(www.allsides.com/media-bias/about-bias). While valid,
these studies introduce a confound related to the perception
of bias; they are self-report data rather than observational
data. Another alternative is to classify news organizations
by the types of words or phrases used in article text.
Gentzkow & Shapiro [59] tagged news organizations based
on phrases that are most commonly used by left or right-
leaning politicians. However, their study only covers local
and regional newspapers, leaving out websites that, in our
data, represent a large share of impressions.

We decided to use ratings data published in Bakshy,
Messing & Adamic [42] indicating the ideological
alignment of the top 500 most-shared news organizations
on Facebook. These ratings were calculated from 10.1
million Facebook users in the U.S. by comparing the sources
of news they share with their stated political affiliation. The
ratings do not measure the slant of the media outlet itself,
but the alignment of preference for sharing content among
left/liberal and right/conservative users. Each news
organization has a score that ranges from -1 (more
left/liberal) to 1 (more right/conservative). An advantage of
using these political alignment ratings is that they cover a
large proportion of top shared websites while not relying
on evaluation of each of them. Since the method consists of
observing actual content shared by Facebook users and the
users' stated political affiliation, the dataset is
representative of users' actual exposure and sharing of
news sources, as opposed to self-reported perceptions of
media bias. One caveat comes from recent findings that
demonstrate that link sharing is more complex than
agreement or disagreement [60]. However, sharing still
demonstrates preferential attention for a source, even if it
does not always imply agreement.

To calculate the ideological slant of the Google Top Stories
box impressions, we aggregated news sources by
subdomain, as opposed to root domain. That is because the
data provided Bakshy, Messing & Adamic [42] had detected
different ideological alignments within root domains (e.g.
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money.cnn.com has a more conservative alignment than
cnn.com). In total, there are 727 subdomains in our dataset
of which 187 are covered by the dataset in Bakshy, Messing
& Adamic [42]. While we only have data for 187 of 727
domains (25.7%) this covers an outsized proportion (74.1%)
of impressions observed. From the 187 subdomains for
which the ideology is known, 139 have an ideological score
of less than zero, meaning they are left/liberal leaning
sources; and the other 48 have a score of more than zero,
representing right/conservative leaning sources.

For just the 187 subdomains with ideology ratings, the
average ideology weighted by the proportion of
impressions observed in our data is -0.24, indicating an
overall trend towards impressions of left/liberal sources
(we compare this to a baseline of media later in this
section). If we also include in that calculation the presence
of subdomains for which the ideology is not known, and
consider them as missing values, the proportionally
weighted average ideological lean is -0.16. From all the
impressions of the 727 subdomains, 62.4% have a left/liberal
slant and 11.3% have a right/conservative slant (See Figure
6). Among the 10 domains with most impressions, only one
(Fox News) leans conservative.

The remaining 26.3% of impressions have no ideological
data. These impressions come from 540 news organizations
(M=120 impressions each). The largest subdomain with an
unknown ideology score is ESPN, a sports news site, with
8,416 impressions (0.9% of the total). However, having
ideological data for these sources would not substantively
change the result. If the 26.3% unknown impressions were
split equally by ideology, the percentages of impressions
would be 75.5% left/liberal and 24.5% right/conservative.
Even if we imagine that all unknown impressions are
right/conservative, the divide would still break in favor of
left/liberal, at 62.4% versus 37.6%. In short, even in the most
drastic scenario, the split would change the scale, but not
the direction of the results.

The observed bias of impressions towards left-leaning
sources may be the result of different mechanisms, such as

80
L 62.4%
60
50
40
30
20
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26.3%

11.3%

Percent of total impressions

nght/con‘servatlve No data

Left,’lfberal

Figure 6: Ideological leaning of impressions. The majority
of impressions are from left leaning news sources.
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(1) the Google algorithm itself is biased towards selecting
left-leaning sources; and (2) there is more left/liberal news
content being produced and published online and the
observed results simply reflect a greater availability of news
content on the left.

While the proprietary nature of the Google Top Stories box
precludes an in-depth look at the first possibility, we can
examine the second possibility by using a statistical
baseline comprised of a wide sampling of news articles
published online. To do that we analyzed data from GDELT,
a system that monitors and aggregates news output from
hundreds of thousands of sources around the world [61].
We used GDELT's DOC 2.0 API to collect data on all the
articles that were published for the queries we tracked in
our study during the same timeframe. Of the 188 unique
search terms for which we have collected data from the
Google Top Stories box, we were able to gather GDELT
results for 178, (other terms returned no articles in GDELT,
either because they were short and therefore not valid for
GDELT queries, such as "nfl" or "snl" or they were longer
phrases that could be found by Google search but did return
results from GDELT such as "san pablo ca" or "texas trooper
killed").

The results show that the Google Top Stories box is more
left-leaning in comparison to articles collected on GDELT.
While on the Google Top Stories box 19.1% of sources are
left-leaning, 6.6% are right-leaning and 74.3% are unknown,
on GDELT, those proportions are 2.3%, 1.4%, and 96.3%,
respectively. The high proportion of unknowns in GDELT
is a reflection of its broad coverage of sources in
comparison to the more modest number of sites for which
we have ideological ratings [42]. If we consider that some
sources publish a greater volume of articles than others,
then we find a higher proportion of articles of known
ideology. We therefore also compare the number of articles
in each category. In the Top Stories box, 51.9% of the
articles come from left-leaning sources versus 16.2% from

Left Right Unknown
Google 139 (19.1%) 48 (6.6%) 540 (74.3%)
Sources
GDELT 168 (2.3%) 100 (1.4%) 6,907 (96.3%)
Sources
Google 3,305 1,028 2,029 (31.9%)
Articles (51.9%) (16.2%)
GDELT 178,979 79,200 1,371,930 (84.2%)
Articles (11.0%) (4.9%)

Table 3: Ideology in GDELT versus in Top Stories box.
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right-leaning sources (3.2 times as many left-leaning), and
on GDELT, those numbers are 11.0% and 4.9% (2.2 times as
many left-leaning). (See Table 3). These results indicate a
greater availability of left-leaning sources and articles in
the Top Stories box, although the baseline itself already
skews left.

4.2.2 Ideological Diversity Across Search Terms

Each search term also has its own characteristic ideological
bias in terms of impressions in the Top Stories box. Out of
188 search terms, 161 had a left-leaning average ideological
score, and 22 had a right-leaning average ideological score
(the other five only had impressions from sources with
unknown ideology).

The search query that had the most left-leaning average
score (-0.591) was "juan manuel santos", in reference to
news about the president of Colombia who announced a
record seizure of cocaine (See Table 4). The query with the
most right-leaning average (0.399) was "joe scarborough", a
journalist and television host who was trending that day
because of he had called for the cabinet to remove president
Donald Trump from office. Queries that are more partisan
also display a greater percentage of impressions that are
slanted one way or another: 66.7% of the impressions for
"juan manuel santos" came from left-leaning sources, with
the other third unknown. On the other hand, "joe
scarborough" had 39.8% of impressions coming from right-
leaning sources, and 36% from left-leaning sources, with the
remaining 24.2% unknown.

Percentage of
Average impressions

search term .
alignment

Left Right [Unknown

Juan manuel -0.591 66.7% | 0% | 33.3%
santos
san pablo ca -0.581 33.3% 0% 66.7%
gothamist -0.563 96.3% 0% 3.7%
safari west -0.542 79.4% 0% 20.6%

word of faith

. -0.527 66.6% 0% 33.4%
fellowship

Percentage of

search term A_verage impressions
alignment
Left Right [Unknown
joe scarborough 0.399 36% 39.8% | 24.2%
denise young 0.365 0% 16.4% | 83.6%
smith

nancy pelosi 0.337 74.3% | 13.9% | 11.8%
isis new york 0.262 123% | 33.2% | 54.6%
kaepernick 0.145 264% | 13.6% | 60.1%

Table 4: Terms with most biased ideology of impressions;
Most liberal (top), most conservative (bottom).
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Figure 7: Impressions based on age of the article across
different time scales.

4.3 Article Timeliness

So far, results have been focusing on describing matters of
source diversity. But the data collected can also provide
insight into how Google’s search algorithm considers
timeliness in its curation of news articles regardless of
source. Timeliness is an important editorial criterion,
particularly in breaking news scenarios, but also more
broadly as it dictates how quickly an algorithmic curation
system will churn through content (even if it’s still relevant
to an ongoing issue).

The Top Stories box provides the approximate age of
articles to users in the interface, indicating how many
minutes, hours, days, or weeks ago an article was published
or updated. Using this information, we calculate the
distribution of impressions across the age of articles.

The sample collected shows that Google impressions tend
to concentrate on articles that are more recent in age (See
Figure 7). Out of 927,494 impressions collected, 83.5% were
for articles that were less than 24 hours old. This included
70.4% of articles between one and 24 hours old and 13.1%
less than one hour old. Another 16.5% were more than one
day old. The distribution of impressions ramps up until the
age of the articles gets to 10 minutes where it plateaus until
an age of 15 minutes, and then steadily decreases again for
older articles.

A closer analysis shows some distinctions among articles
that have different ages. Among articles that are recent,
such as the ones that are up to one hour old, the articles
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with more impressions are the classic breaking news types,
such as natural disasters, crimes, or political developments
(CNN's "Indonesia volcano: Mount Agung eruption closes
Bali's main airport", or "Eight arrested in protests as Milo
Yiannopoulos speaks at Cal State Fullerton" by the LA
Times).

The most successful articles that are a few days old, on the
other hand, are stories that have a longer time frame of
interest, such as the ones about expected events in the near
future, such as a rocket launch from Wallops Island, in
Virginia ("ISS resupply mission launching from Wallops
Island on Saturday", by local NBC affiliate WAVY), or news
about incoming holidays ("The best and worst times to
drive and fly this Thanksgiving", by The Atlanta Journal-
Constitution).

For articles that are weeks old but still get impressions,
many are news articles that describe background or
contextual information that remains relevant for an
extended period of time, such as news articles from specific
topics that did not get coverage from a wide variety of
sources. An example of that is in the search term "Ohio
cultivation license", which was covered by only seven
sources. Cleveland.com's November 5, 2017 article on the
topic, titled "First round of Ohio medical marijuana grow
license winners announced", appeared in the Top Stories
box four weeks after it was initially published.

4.4 News Curation and Attention

Whether we consider source diversity, content diversity as
a reflection of source ideology, or other editorial criteria
like timeliness, a question that remains open is how the
curatorial decisions of search algorithms like Google are
presented to end-users and result in users paying attention
to various news items. To take one example, a query could
have a Gini index of zero, indicating that impressions were
equally apportioned to each of three sources. But the
position of results on the page could interact with
perception and cognition such that one of those sources
still receives more attention [62]. The aim of this section of
the analysis is to examine how article impressions in the
Top Stories box, including their position in the box, convert
to actual user clicks and exposure to those news sources.

In order to study this issue, we make use of data provided
by Chartbeat, a news analytics provider which tracks the
traffic for their clients’ articles, including where that traffic
comes from (i.e. it’s referrer) and how engaged users are on
the page once they get there. They do this by embedding a
bit of JavaScript code on the news publisher’s page that
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Model 1 Model 2

Variable § P>|z| B P>|z|
Organic Imp 0.0015 | <103

TS Imp 0.0017 | <10

Organiclmp | | | 0.0015 | <103

Rank 1 TS Imp 0.0014 | <103
Rank 2 TS Imp 0.0024 | <1073
Rank 3 TS Imp 0.0011 | <1072

Table 5. Results of negative binomial regression for
two different models with the dependent variable as
the number of referrals. All independent variables are
significant and the magnitude and sign of the g
coefficient is representative of the variable’s effect.

sends pings of data back for storage. For each article link
observed in our data set, Chartbeat provided timestamped
data indicating the referrer for all of the traffic to that
article for the 24-hour period in which we were tracking
the query in which that article was observed. Across the
188 wunique search queries monitored, Chartbeat had
referral data for 41.9% of the articles observed (2,639 of
6,302).

We further filtered the data provided to only include data
coming from google.com as referrer. While this excludes
data from other Google services such as Google News, this
filter is not able to differentiate traffic from the Top Stories
box and traffic from organic search results. This is an
important caveat to the following results, since referral data
will overestimate the amount of traffic due solely to an
article’s placement in Top Stories. In the modeling we
describe later in this section we also make use of data we
collected about the appearance of news articles in the main
organic search results pages, which allows us to consider
impressions in Top Stories as well as impressions in organic
results in accounting for referral volume. Another filter we
apply to the Chartbeat data is to only consider referrals that
occurred after the first observation of the article in the Top
Stories box. This allows us to further isolate the impact of
impressions in the Top Stories box on referral volume.

The relationship between the number of impressions in the
Top Stories box and the number of referrals from Google
can be calculated by dividing the latter by the former for
each article link. This provides an impression conversion
ratio (ICR) indicating the degree to which impressions are
associated with article referrals. Because different search
terms will have different degrees of interest and numbers
of people searching those terms we calculate the average of
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the ICR for articles within each search term. Of the 188
search queries, 117 had more than five articles with
Chartbeat data, allowing for some degree of aggregation in
ICR values. The average ICR calculated this way is 287.1
referrals per impression (SD = 627.7; M= 67.6). As indicated
by the high standard deviation, the ICR varies substantially
between search queries, reflecting the long-tailed range of
different magnitudes of attention searching for different
topics. While 58% of search terms had an average of less
than 100 referrals per impression, 8.5% have more than
1,000 referrals per impression. One search term, "matt
lauer" (in the wake of revelations that the television
presenter had sexual harassment complaints against him)
had 3,961 referrals per impression.

In order to better understand the relationship between
impressions and referrals we use a regression model with
top stories impressions and organic impressions as the
independent variables and referrals as the dependent
variable. The number of referrals is an overdispersed count
variable, therefore we use a negative binomial regression
model. Because the magnitude of attention flowing to
different search terms varies so widely we group articles by
search term in the model by using a dummy variable coded
for each group. For this modeling we use the entire set of
2,676 articles across 179 queries that had any Chartbeat
data (37 articles appeared in more than one query but were
treated as distinct). We build two models, Model 1 takes the
total count of impressions for each article observed in top
stories and in organic results as independent variables,
whereas Model 2 takes the count of top stories impressions
for each article broken down by position (i.e. rank 1 is the
left-most, rank 2 is the middle item, and rank 3 is the right-
most item in the Top Stories carousel — See Figure 1), as
well as the total count of organic impressions. Model 2
contains the same information as Model 1 and is not meant
to be an improvement but rather a more fine-grained
assessment of the impact of the position of impressions on
the page. By including the counts of organic impressions in
the models we are able to isolate the impact of those
impressions distinctly from impressions in Top Stories.

Results for the regressions are shown in Table 5. The
regression coefficients (B) indicate the effect of the
independent variables on the dependent variable. In a
negative binomial model the f is interpreted as the log of
the ratio of how much the response variable is expected to
change for a one unit change in the predictor variable. The
result of a likelihood ratio test comparing each model to the
null model (p << 103 for both) indicates they are
appropriate to characterize the effects of the independent
variables. For Model 1, the 3 of 0.0017 for Top Stories (TS)
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impressions indicates that 1 additional impression on the
Top Stories box is associated with 0.17% more referrals.
Note however that 1 impression in our data is measured
each minute. Therefore, an article receiving 60 top stories
impressions in an hour might be expected to receive 10.7%
more referrals. Organic impressions account for a shade
less in terms of referrals. An article receiving 60 organic
impressions in an hour might be expected to receive 9.4%
more impressions. An article may of course be receiving
impressions both organically and via the top stories box,
and from a number of search terms, leading to an even
greater boost in referral volume.

Taking the position of the impressions into account in
Model 2, we see that the positioning associated with the
largest boost in referrals is the middle article in the carousel
(rank 2), followed by the left-most (rank 1), and then the
right-most (rank 3). An impression in rank 1 is worth about
27% more referrals than an impression in rank 3 and an
impression in rank 2 is worth about 71% more than an
impression in rank 1. An article receiving 60 impressions in
rank 2 over the course of an hour would be expected to
receive 15.5% more referrals than if it didn’t receive those
impressions. Organic impressions have the same weight as
in Model 1 and, in fact, rank 1 and rank 3 impressions in
top stories are less powerful than organic impressions for
driving referrals. Rank 2 impressions in top stories are
however about 60% more effective in driving referrals than
organic impressions.

5 DISCUSSION

This study has shown that the Google search algorithm
provides different degrees of attention to different news
sources. Overall, some sources are selected more often than
others for the Top Stories box. Results indicate that a
majority of impressions went to only 20 news sources, all
of which can be considered mainstream, national news
outlets. Two sources, CNN and NYT, accounted for 17.4%
of the impressions observed. These results are both
consistent with and more extreme than previous audits [12]
indicating the dominance of CNN and NYT. These two
sources dominate when considering the breadth of their
coverage as well as within individual query terms. Still, it
remains unclear whether the dominance of particular
sources is a result of successful strategic behavior by
sources to achieve “algorithmic recognizability” [63], or
from emergent biases based on the signals the Google
algorithm attends to in producing a ranking of news
sources.
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Our results underscore the degree to which source diversity
varies between individual queries. Some sources do fare
better in niche areas. But almost a third of queries tracked
had 10 or fewer sources, and almost 12% of queries had Gini
coefficients more than 1 standard deviation above the mean
Gini coefficient. In some cases, such as the query “rex
tillerson”, CNN and NYT accounted for three-quarters of
the impressions observed. Other politically-oriented
queries, such as those relating to “russell simmons” and
“zimbabwe news” also had high Gini coefficients. These
results indicate that for some queries of public importance
and social consequence the lack of source diversity can be
quite extreme. An implication is that future audits of news
on search engines should very clearly motivate the
importance and reason for tracking particular queries,
ideally in terms of human information seeking behavior.

Our analysis also considered the ideological slant in the
distribution of impressions observed. Results showed that
Google Top Stories box impressions tend to have a more
left-leaning than right-leaning inclination. This can also
vary by search term, with 161 terms having an overall left-
leaning score and 22 having a right-learning score. It is
important to note that a baseline of news content on the
internet provided by GDELT showed that a left-leaning
slant is the general tendency. Some pieces of news, such as
related to the “gothamist” query that received no
impressions from right-leaning sources, may simply
receive very little to no coverage from the right to begin
with, making it difficult or impossible for Google to make
diverse selections of sources. In comparison to the GDELT
results, the Google Top Stories box may be slightly
increasing the disparity between left and right sources (e.g.
from 2.2 times as many left-leaning articles than right-
leaning in the GDELT baseline to 3.2 times as many in the
Google Top Stories box), though the underlying issue in
source diversity appears to hinge on a greater availability
of news material on the left.

We further show that the Google search algorithm
embodies other editorial values that impact the availability
and attention to news sources. One of the editorial values
observed is a predilection towards recency. By privileging
articles that are more recent, the algorithm reflects the
journalistic value of timeliness in the way content and
news sources are selected. News organizations that have
the potential to generate fresh iterations of content may be
better positioned to gain impressions from the platform,
privileging larger and more well-resourced news
organizations that also prioritize timeliness (e.g. CNN).
Where a greater diversity of sources is desired, Google may
consider relaxing the timeliness constraint to widen the
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scope of sources available to its curation algorithm. High-
quality journalism can often have a longer shelf-life with
respect to user attention, suggesting that news curation
algorithms may benefit from dynamically considering the
timeliness of selections [64].

Finally, though an analysis of our impressions data in
combination with Chartbeat’s referrer data, we showed
that articles receiving impressions in the Top Stories box
(or organically) do tend to receive greater numbers of
referrals from Google, and that the positioning of articles
within the Top Stories box matters to the volume of
referrals received. Impressions in Google’s Top Stories box
are consequential to source diversity because they do
convert to real and substantial amounts of user attention.
In order to get closer to addressing the end-goal of exposure
diversity algorithmic curators such as Google may consider
the relationship between source diversity and placement on
the page as well as perhaps other presentation factors
linked to reading patterns like size and image use and
selection [30].

When viewed through the lens of the economic health and
competitiveness of the larger news ecosystem, our results
further speak to the implications that powerful algorithmic
curators like Google have for mediating attention to news
information. We found that publishers that are selected for
inclusion in the Top Stories box receive a significant boost
in traffic, up to about a sixth more if optimally positioned
for just an hour. Because of the importance of Google in
referring traffic to news sites, less source diversity implies
the unequal capture of economic benefits, such as
advertising revenue or the ability to convert users to
subscribers, with potential to impact the vitality of the
media landscape [29]. None of the top 20 sources in terms
of impressions could be considered “local outlets”, raising
questions about the relationship of source diversity to
larger issues in the media landscape like the decline of local
news and the appearance of local news deserts [65]. Future
work on media diversity should more closely consider the
economic ramifications of the ability of algorithmic
intermediaries like Google to pick winners and losers based
on the large flows of attention they direct. Algorithmic
curators will need to make careful tradeoffs between what’s
desirable for individuals (e.g. relevance), what’s desirable
for society (e.g. diversity), and what’s desirable for news
organizations (e.g. fairness in a competitive environment).

5.1 Limitations and Future Work

The results presented in this paper are necessarily
constrained by the queries we observed as external auditors
of Google results. The terms we selected to track are only a
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sample of the newsworthy topics (i.e. those related to hard
news) that users may have searched for in the timeframe of
study. A key limitation of our sample is that it relies on
Google Trends, which likely has the effect of skewing the
terms we observe towards the more popular. Future
approaches to auditing could consider generating search
terms through user-center methods, such as via surveys.

Another limitation of the data collected for this study is that
it only captures desktop results, despite the growing use of
mobile search. Future research may establish comparisons
between source diversity in mobile versus desktop
scenarios. An additional source of complexity not covered
by our study is the potential variation across countries. This
study was focused on the U.S. version of Google, with U.S.-
centric search terms. It is unclear if the results would be the
same throughout the world, and how different rates of
media availability in different national contexts may impact
results [48].

There are many avenues of continuing investigation. For
instance, we did not tailor the data collection to focus on
analysis of local versus national news, but we did observe
underrepresentation of local news outlets in the overall
results, suggesting there may be a rich area of future work
in that direction. Additionally, although we focused on the
Top Stories box, due to its prominence on many results
pages, future work could examine news in the main
“organic” Google results more closely. Given the
limitations of our scraping method, another possible
direction is to utilize data collection plugins [17, 54] to
investigate whether personalization has an impact on the
news sources found on Google. Future work may also
consider computational methods for classifying source and
article ideology in order to provide a more comprehensive
baseline. And finally, a longitudinal analysis is warranted
to determine how the diversity of sources may be changing
over time.
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