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We report the first measurement of the flux-integrated cross section of νμ charged-current single π0

production on argon. This measurement is performed with the MicroBooNE detector, an 85 ton active mass
liquid argon time projection chamber exposed to the Booster Neutrino Beam at Fermilab. This result on
argon is compared to past measurements on lighter nuclei to investigate the scaling assumptions used in
models of the production and transport of pions in neutrino-nucleus scattering. The techniques used are an
important demonstration of the successful reconstruction and analysis of neutrino interactions producing
electromagnetic final states using a liquid argon time projection chamber operating at the Earth’s surface.

DOI: 10.1103/PhysRevD.99.091102

I. INTRODUCTION

Neutral pion (π0) production in neutrino interactions can
create backgrounds that limit the sensitivity of neutrino
νμ → νe oscillation searches, such as those being pursued
by DUNE [1–3] and the SBN Program [4]. This back-
ground comes from photons originating from neutral
current (NC) production of π0 → γγ decays that can mimic
the topology of an electron originating from a νe charged-
current (CC) interaction. Uncertainties associated with this
background can have a detrimental impact on experimental
searches for the appearance of νe in νμ-beams.
The spectrum and rate of π0 production can be sculpted

more strongly by final-state interactions (FSI) in the target
nuclei as A increases. The energy dependence of these
effects is the same between CC and NC production. While
νμ CC with an associated π0 has been previously studied on
deuterium by bubble chamber experiments [5–8], on freon
[9], and on carbon [10–13], it has never been measured on
heavier targets. This article reports the first measurement of
νμ CC single π0 production on argon using an inclusive
final-state topology of at least one photon coming from a π0

decay in addition to a muon, both exiting the target nucleus.

II. EXPERIMENTAL SETUP AND SIMULATION

This measurement is performed using neutrinos origi-
nating from the Booster Neutrino Beam (BNB) at Fermilab
[14]. The BNB creates a 93.6% pure source of νμ. Sitting
463 m from the target, the MicroBooNE detector is a
LArTPC with 85 tons of active mass [15] that is read out by

three planes of sense wires. As charged particles traverse
the argon, the resulting ionization electrons drift in an
electric field to the wires. The first two sense planes record
bipolar signals while the final sense plane collects the
charge providing a unipolar signal, which produces a
measure of the deposited energy. Scintillation light pro-
duced during the ionization process is collected by an array
of photomultiplier tubes (PMTs). A read-out is selected for
further analysis by a coincidence of PMT light in a beam
spill. This analysis makes use of a data sample correspond-
ing to 1.62 × 1020 protons on target, after passing data and
beam quality requirements, collected between February and
July 2016.
The flux of neutrinos at MicroBooNE is simulated using

the framework built by the MiniBooNE collaboration [14].
Neutrino interactions on argon, along with the relevant
nuclear processes that modify the final state, are simulated
with the GENIE event generator [16], which is commonly
used in many neutrino experiments. We configure GENIE
with a relativistic Fermi gas nuclear model [17] with
additional terms that enhance quasielasticlike interactions
that occur off of correlated nucleon pairs via an empirically
driven meson exchange current model [18]. Resonant pion
production is described by the Rein-Sehgal (RS) model
[19] that scales the cross section based on the number of
neutrons in a nuclear target. The effects of FSI are handled
by an effective cascade model (hA) [20], which computes
an energy and nuclear density dependent hadron-nucleon
mean free path from a random position in the argon
nucleus [21].
Particles exiting the incident nucleus are passed to a

custom implementation of GEANT4 available in the LArSoft
software toolkit [22,23]. Backgrounds induced by cosmic
rays (CRs) that produce activity coinciding with the beam
spill are measured directly in data by utilizing a random
trigger anticoincident with the beam. CORSIKA [24] is
used to simulate CR backgrounds at the elevation of
Fermilab.
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III. RECONSTRUCTION AND EVENT SELECTION

Signal processing begins by filtering electronics noise
from the raw wire signals [25]. The filtered waveforms are
processed to isolate Gaussian shaped signals [26], called
hits. The Pandora event reconstruction toolkit [27] is used
to cluster the hits and construct three-dimensional tracks
and vertices. The three-dimensional vertices are candidate
locations for neutrino interactions and are used in the next
stage of the reconstruction as a seed for shower finding.
To remove CR muons, tracks that cross any two detector

faces are removed. Tracks that are inconsistent with the
spatial distribution of light detected in the PMT array are
also removed. The remaining tracks are treated as candidate
neutrino-induced muons.
A candidate muon track must have a length greater than

15 cm and be matched to within 3 cm of a three-dimen-
sional reconstructed vertex that is located within a fiducial
volume taken as 10 cm from the upstream and downstream
faces of the detector and 20 cm from the sides. Any
additional tracks that have one end point within 3 cm of this
same vertex are considered associated with the vertex. To
further reduce CR contamination, a set of multiplicity-
dependent requirements is applied. Single detector-exiting
tracks, vertical tracks, two-track topologies compatible
with a muon decaying, and multitrack vertices where the
two longest tracks are back to back (> 155°) are rejected.
Finally, we require that the candidate muon track has a
deposited charge consistent with a minimally ionizing
particle and has no deflection at any point along the track
greater than 8°; this removes tracks mistakenly recon-
structed from electromagnetic (EM) particle showers.
The number of preselected CR events, as measured in

data, is reduced by 99.9%. From the simulation we find the
remaining sample consists of 80% νμ CC interactions (6%
with a single π0) and 15% CR backgrounds, with the
remainder being neutral-current and CC interactions from
other neutrino flavors. The efficiency for selecting a CC
single π0 event is 33% based solely on finding the muon
track. To identify the νμ CC single π0 events, a second pass
reconstruction is employed to identify EM particles asso-
ciated with the neutrino interaction.
This reconstruction constitutes the first demonstration of

automated EM particle three-dimensional reconstruction in
LArTPC data. The reconstruction of EM activity (EM
showers) is separated into two stages: the first aims to sort
hits to identify neutrino-induced EM activity, and the
second clusters these hits into individual showers. The
first stage begins by seeding the EM shower reconstruction
on each read-out plane with the output of the earlier
clustering pass performed by Pandora. This Pandora
clustering pass collects charge fragments from single parent
particles but spreads the full charge of that particle across
many clusters [27]. If the cluster appears to not be
showerlike (based on the spatial linearity of the hits),
emanates from a tracklike particle, or is uncorrelated with

the interaction vertex, it is rejected [28]. This procedure
becomes inefficient for particles with kinetic energies
below 50 MeV, as radiative and ionization energy losses
become comparable, resulting in linear trajectories for
EM particles [28,29]. In the second stage of EM shower
reconstruction, the hits designated as showerlike are passed
to a reclustering procedure using OpenCV, an open source
image processing tool [30,31] that processes the hits
radially from the candidate neutrino vertex. During image
processing, all contiguous hits are formed into a two-
dimensional cluster on a given plane. The resulting
OpenCV clusters are matched across planes by matching
the time ranges of the clusters on the collection plane with
one of the two induction planes. With matched clusters,
shower properties such as three-dimensional direction and
energy from the summed hit charge on the collection plane
are calculated.
The algorithm results in relatively high purity showers

(on average 92% of the collected charge comes from the
same parent particle) at the expense of completeness (on
average, a reconstructed shower contains 63% of the total
charge associated to the parent particle). To estimate the
shower reconstruction efficiency we start with νμ þ Ar →
μþ π0 þ X interactions that pass our preselection. We then
apply our two stage shower reconstruction and plot the ratio
of the number of reconstructed showers over all showers as
a function of true deposited photon energy, as shown in
Fig. 1, along with the simulated leading and subleading
photon deposited energy distributions. Less than 1% of
photons deposit energy within the detector but result in
no identifiable charge on the collection plane. The low
efficiencies at low energies are instead due to the removal
of tracklike topologies to mitigate CR contamination for this
charged-current νμ analysis. More sophisticated techniques
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reconstruction efficiency as a function of the deposited energy
of the shower (with statistical uncertainties). Overlaid are the
simulated energy distributions of the decay photons from
neutrino-induced neutral pions. The leading shower spectrum
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for identifying EM showers, like deep neural networks [32],
could be employed in the future to increase our efficiencies at
the lowest energy.
At BNB neutrino energies 95% of events that contain

neutrino-induced photons are CC single π0 events, with the
remainder predominantly coming from events with two or
more π0. For the cross section measurement described here,
we require at least one photon to be reconstructed, enabling
a higher event selection efficiency. The efficiency and
background subtraction used are estimated from the sim-
ulation and a two shower selection is employed as a cross-
check. To associate a shower to the neutrino interaction, we
require at least one reconstructed shower to point towards
the interaction vertex with an impact parameter, or distance
of closest approach of the backward shower projection, of
less than 4 cm, and a start point located within 62 cm of the
vertex. These values are chosen to maximize the purity of
the selection.
Requiring one or more reconstructed photons, there are

771 candidate events in the data sample that, based on
simulation, have a 56% purity and 16% efficiency for νμ
CC π0 interactions. The dominant source of background,
15% of the sample, comes from EM showers produced near
the vertex (such as radiation emanating from muons),
Michel decays, π� → π0 charge exchange in pion transit
in the detector, and nucleon inelastic scatters in the detector
volume. A further 8% of the events have a shower
misreconstructed from non-EM activity. CR backgrounds
make up 12% of the sample. The remaining sample results
from multi-π0 events (5%), νμ CC induced single π0 events
outside the fiducial volume (2%), and the remainder come
from neutral-current and non-νμ CC interactions.
The distribution of the three-dimensional distance from a

vertex to the reconstructed shower start point is shown in
Fig. 2 along with a breakdown of the selected sample into
primary photons created by the following: a neutrino
interaction, activity from a neutrino interaction we identify
as a shower that is not a primary photon, activity uncorre-
lated with the neutrino interaction (noise or CR) misiden-
tified as a shower coming from the neutrino interaction
vertex, and purely CR induced backgrounds, where the
simulation is area normalized to the data. This distribution
is fit, in the range of 13 to 60 cm, with an exponential
function whose slope provides a measurement of the
conversion distance of the photons. We exclude the first
bin from the fit to remove the contribution from tracks
misreconstructed as showers near the vertex. A linear
function is included in the fit to model the summed back-
grounds, which tend to be flat based on simulation. The
resulting conversion distance of 24� 1ðstatÞ cm is consis-
tent with simulation and consistent with our expectation of
the energy-dependent photon-argon cross section [28].

To cross-check this selection, we measure the two-
photon invariant mass spectrum with a second selection
that requires at least two showers reconstructed with an

impact parameter less than 4 cm. The leading photon of a
π0 decay cannot have less energy than mπ0=2; therefore, it
is required that at least 60% of the photon energy is
reconstructed (40 MeV). Reconstructed showers that are
separated by less than 20° are largely the result of a single
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photon being reconstructed as two showers and are rejected.
Finally, the leading and subleading showers are required to
start within 80 and 100 cm of the interaction vertex,
respectively. Events where more than one pair of showers
passes this criteria are rejected as multi-π0 background. This
two-shower selection has a purity of 64% and a signal
efficiency of 6%, based on simulation.
With two showers, the diphoton invariant mass is mea-

sured and compared with the expected π0 mass. We apply
simulation-based shower energy-scale corrections of, on
average, 40% to account for energy lost during hit formation
and clustering [28]. The final diphoton invariant mass
distribution has a mean, 128� 5 MeV=cm2, consistent,
within statistical uncertainties, with the π0 mass (Fig. 3).
The normalization disagreement shown in Fig. 3 is within
flux and cross section uncertainties, discussed later. This
provides further confidence that the selected photons origi-
nate from π0 decays.

IV. CROSS SECTION MEASUREMENT

Using the selection with at least one shower, we measure
the total flux integrated cross section via the following
relation:

hσiΦ ¼ N − B
ϵTΦ

; ð1Þ

where N is the number of events selected in data (771
events), B is the number of expected background events, ϵ
is the efficiency for selecting signal events, T is the number
of argon targets within the fiducial volume, and Φ is the
integrated νμ flux from 0 to 3 GeV. Off-beam data are used
to model the pure CR backgrounds in B (86.9 events); the
remainder of the total background (347.3 events) is taken
from the simulation. The detector volume is treated as pure
argon to calculate T.
We identify three major sources of systematic uncertainty

for this measurement: the neutrino flux prediction, the
neutrino-argon interaction model, and the detector simula-
tion. We assess uncertainties on the neutrino flux prediction
using the final flux simulation from the MiniBooNE col-
laboration [14] adopted to theMicroBooNEdetector size and
location. These account for hadron production in the beam-
line, the focusing optics of the secondary pion beam, and
proton counting. Varying these effects results in a 16%
uncertainty on the final cross section. For the neutrino-argon
interaction uncertainties, individual parameters are varied
within the GENIE neutrino interaction models [20].
Variations in the neutrino interaction modeling have a
negligible impact on the selection efficiency. The dominant
uncertainties on the backgrounds come from the resonance
model parametrization and the FSI modeling and lead to a
17% total uncertainty on the resulting cross section meas-
urement. Finally, for the detector simulation, a wide variety
of microphysical effects are varied, including the electron

diffusion, the scintillation light yield, the electron recombi-
nation [33], and localized electric field distortions. Further,
the simulated detector response is varied for effects such as
the single photon rate observed in the PMTs, the electronics
noise [25], the signal response shape, nonresponsive chan-
nels, the visibility of the region surrounding the TPC to the
PMTarray, and a simulation of long-range induced signals on
the wires [34,35]. An additional uncertainty is assessed on
the reconstructed neutrino interactions that are contaminated
by simulated CR activity. Together the detector simulation
variations yield a 21% uncertainty on the final cross section
measurement. This set of uncertainties, while dominant, is
expected to be reduced by an ongoing program of detector
calibrations. Each systematic uncertainty is treated as uncor-
related and quadratically summed to give a total systematic
uncertainty of 31%.

V. RESULTS AND DISCUSSION

The flux-integrated total cross section for CC single π0

production on argon, measured through the reconstruction
of at least one shower, is found to be

hσiΦ ¼ 1.9� 0.2ðstatÞ � 0.6ðsystÞ × 10−38
cm2

Ar
:

Using the selection that requires at least two showers, a
consistent cross section, within statistical uncertainties, is
measured. We compare four models of resonant pion
production to this measurement in Fig. 4. The RS model
[19], shown with and without the effects of FSI, and the
Berger-Sehgal (BS) model [36], as implemented in GENIE,
as well as for an alternative generator, NUWRO [37].

FIG. 4. The measured total flux integrated νμ CC single π0

cross section for ANL, MiniBooNE, and MicroBooNE with the
bars denoting the total uncertainty. These are compared to the
flux averaged default GENIE prediction with the RS model (solid
blue) and with FSI removed (dashed blue) and an alternative
GENIE model with the BS model (solid pink). NUWRO pre-
dictions are shown in solid red.
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NUWRO utilizes a local Fermi gas model for the initial
nuclear state. Resonant pion production is described via the
Adler model [38,39] with modified form factors [40], and
the Oset model [41] handles the FSI of the hadrons exiting
the struck nucleus.
The predicted cross section from GENIE includes

nonresonant components of 24% (30%) for final states
that exclude (include) additional charged mesons. These
components stay the same for the RS and BS configurations
of GENIE. Each model depends on scalings that encap-
sulate the dependence of the production and FSI across a
large range of nuclei [42]. To test these scaling assump-
tions, we bring together measurements of CC single π0

production performed on other nuclei using similar neu-
trino energy ranges, including those from the ANL bubble
chamber [5] and MiniBooNE [12]. While the present work
includes events with any particles beyond the single π0 and
muon, the MiniBooNE and ANL measurements excluded
events with additional charged mesons. The published
neutrino fluxes [14,43] as implemented in Ref. [44] have
been used to derive flux averaged cross section prediction
and the results from deuterium, carbon, and argon are
shown together in Fig. 4. Each experiment integrates their
unique flux across different energy ranges, which compli-
cates the ability to directly scale between nuclear targets.
The model comparisons in Fig. 4 employ the same flux
integrations as used to treat the data. The ANL and
MiniBooNE measurements agree with both of the
GENIE predictions, whereas a slight deficit (1.2σ) relative
to these models is seen for argon. The measured cross

sections on deuterium and argon are in agreement with the
NUWRO predictions, while the measurement on carbon sits
1.2σ high. This indicates that the scalings implemented in
these models are applicable, within the uncertainties, for
neutrino-argon scattering.
In conclusion, this letter reports the first measurement of

CC production of single neutral pions in neutrino-argon
scattering. The measurement is compared to a set of models
implemented in the GENIE and NUWRO neutrino event
generators, which, based on previous measurements,
describe this process well on lighter nuclei. We also find
consistency for argon. This analysis makes use of both
charged particle track and novel fully automated EM
shower reconstruction, a first in a LArTPC.

ACKNOWLEDGMENTS

We acknowledge the support of the Fermi National
Accelerator Laboratory (Fermilab). Fermilab is managed
by Fermi Research Alliance, LLC (FRA), acting under
Contract No. DE-AC02-07CH11359. MicroBooNE is
supported by the following: the U.S. Department of
Energy, Office of Science, Offices of High Energy
Physics and Nuclear Physics; the U.S. National Science
Foundation; the Swiss National Science Foundation; the
Science and Technology Facilities Council of the United
Kingdom; and The Royal Society (United Kingdom).
Additional support for the laser calibration system and
cosmic ray tagger was provided by the Albert Einstein
Center for Fundamental Physics, Bern, Switzerland.

[1] B. Abi et al. (DUNE Collaboration), arXiv:1807.10334.
[2] B. Abi et al. (DUNE Collaboration), arXiv:1807.10327.
[3] B. Abi et al. (DUNE Collaboration), arXiv:1807.10340.
[4] M. Antonello et al. (LAr1-ND, ICARUS-WA104, and

MicroBooNE Collaborations), arXiv:1503.01520.
[5] S. J. Barish et al., Phys. Rev. D 19, 2521 (1979).
[6] G. M. Radecky et al., Phys. Rev. D 25, 1161 (1982).
[7] T. Kitagaki et al., Phys. Rev. D 34, 2554 (1986).
[8] D. Allasia et al., Nucl. Phys. B343, 285 (1990).
[9] H. J. Grabosch et al. (SKAT Collaboration), Z. Phys. C 41,

527 (1989).
[10] T. Le et al. (MINERvA Collaboration), Phys. Lett. B 749,

130 (2015).
[11] O. Altinok et al. (MINERvA Collaboration), Phys. Rev. D

96, 072003 (2017).
[12] A. A. Aguilar-Arevalo et al. (MiniBooNE Collaboration),

Phys. Rev. D 83, 052009 (2011).
[13] C. Mariani et al. (K2K Collaboration), Phys. Rev. D 83,

054023 (2011).
[14] A. A. Aguilar-Arevalo et al. (MiniBooNE Collaboration),

Phys. Rev. D 79, 072002 (2009).

[15] R. Acciarri et al. (MicroBooNE Collaboration), J. Instrum.
12, P02017 (2017).

[16] C. Andreopoulos et al., Nucl. Instrum. Methods Phys. Res.,
Sect. A 614, 87 (2010), version 2.12.00.

[17] A. Bodek and J. L. Ritchie, Phys. Rev. D 24, 1400 (1981).
[18] T. Katori, AIP Conf. Proc. 1663, 030001 (2015).
[19] D. Rein and L. M. Sehgal, Ann. Phys. (N.Y.) 133, 79 (1981).
[20] C. Andreopoulos et al., arXiv:1510.05494.
[21] Institute for Nuclear Studies Data Analysis Center Services,

http://gwdac.phys.gwu.edu.
[22] S. Agostinelli et al., Nucl. Instrum. Methods Phys. Res.,

Sect. A 506, 250 (2003).
[23] E. D. Church, arXiv:1311.6774.
[24] D.Heck,G.Schatz,T.Thouw, J.Knapp, and J. N.Capdevielle,

Forschungszentrum Karlsruhe Report No. FZKA-6019,
1998, (unpublished); http://www-ik.fzk.de/corsika.

[25] R. Acciarri et al. (MicroBooNE Collaboration), J. Instrum.
12, P08003 (2017).

[26] B. Baller, J. Instrum. 12, P07010 (2017).
[27] R. Acciarri et al. (MicroBooNE Collaboration), Eur. Phys.

J. C 78, 82 (2018).

C. ADAMS et al. PHYS. REV. D 99, 091102 (2019)

091102-6

http://arXiv.org/abs/1807.10334
http://arXiv.org/abs/1807.10327
http://arXiv.org/abs/1807.10340
http://arXiv.org/abs/1503.01520
https://doi.org/10.1103/PhysRevD.19.2521
https://doi.org/10.1103/PhysRevD.25.1161
https://doi.org/10.1103/PhysRevD.34.2554
https://doi.org/10.1016/0550-3213(90)90472-P
https://doi.org/10.1007/BF01564697
https://doi.org/10.1007/BF01564697
https://doi.org/10.1016/j.physletb.2015.07.039
https://doi.org/10.1016/j.physletb.2015.07.039
https://doi.org/10.1103/PhysRevD.96.072003
https://doi.org/10.1103/PhysRevD.96.072003
https://doi.org/10.1103/PhysRevD.83.052009
https://doi.org/10.1103/PhysRevD.83.054023
https://doi.org/10.1103/PhysRevD.83.054023
https://doi.org/10.1103/PhysRevD.79.072002
https://doi.org/10.1088/1748-0221/12/02/P02017
https://doi.org/10.1088/1748-0221/12/02/P02017
https://doi.org/10.1016/j.nima.2009.12.009
https://doi.org/10.1016/j.nima.2009.12.009
https://doi.org/10.1103/PhysRevD.24.1400
https://doi.org/10.1063/1.4919465
https://doi.org/10.1016/0003-4916(81)90242-6
http://arXiv.org/abs/1510.05494
http://gwdac.phys.gwu.edu
http://gwdac.phys.gwu.edu
http://gwdac.phys.gwu.edu
http://gwdac.phys.gwu.edu
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0168-9002(03)01368-8
http://arXiv.org/abs/1311.6774
http://www-ik.fzk.de/corsika
http://www-ik.fzk.de/corsika
http://www-ik.fzk.de/corsika
https://doi.org/10.1088/1748-0221/12/08/P08003
https://doi.org/10.1088/1748-0221/12/08/P08003
https://doi.org/10.1088/1748-0221/12/07/P07010
https://doi.org/10.1140/epjc/s10052-017-5481-6
https://doi.org/10.1140/epjc/s10052-017-5481-6


[28] D. Caratelli, Ph.D. thesis, 2018.
[29] R. Acciarri et al. (MicroBooNE Collaboration), J. Instrum.

12, P09014 (2017).
[30] G. Bradski, Dr. Dobb’s J. Software Tools 120, 122 (2000).
[31] A. Hackenburg, Ph.D. thesis, 2018.
[32] C. Adams et al. (MicroBooNE Collaboration), arXiv:

1808.07269.
[33] R. Acciarri et al. (ArgoNeuT Collaboration), J. Instrum. 8,

P08005 (2013).
[34] C. Adams et al. (MicroBooNE Collaboration), J. Instrum.

13, P07006 (2018).
[35] C. Adams et al. (MicroBooNE Collaboration), J. Instrum.

13, P07007 (2018).

[36] C. Berger and L. M. Sehgal, Phys. Rev. D 79, 053003 (2009).
[37] T. Golan, J. Sobczyk, and J. Zmuda, Nucl. Phys. B, Proc.

Suppl. 229–232, 499 (2012), version 18.02.01 Default.
[38] S. L. Adler, Phys. Rev. D 12, 2644 (1975).
[39] S. L. Adler, Ann. Phys. (N.Y.) 50, 189 (1968).
[40] K. M. Graczyk, D. Kiełczewska, P. Przewłocki, and J. T.

Sobczyk, Phys. Rev. D 80, 093001 (2009).
[41] L. L. Salcedo, E. Oset, M. J. Vicente-Vacas, and C. Garcia-

Recio et al., Nucl. Phys. A484, 557 (1988).
[42] M. Betancourt et al. (MINERvA Collaboration), Phys. Rev.

Lett. 119, 082001 (2017).
[43] S. J. Barish et al., Phys. Rev. D 16, 3103 (1977).
[44] P. Stowell et al., J. Instrum. 12, P01016 (2017).

FIRST MEASUREMENT OF νμ CHARGED-CURRENT … PHYS. REV. D 99, 091102 (2019)

091102-7

https://doi.org/10.1088/1748-0221/12/09/P09014
https://doi.org/10.1088/1748-0221/12/09/P09014
http://arXiv.org/abs/1808.07269
http://arXiv.org/abs/1808.07269
https://doi.org/10.1088/1748-0221/8/08/P08005
https://doi.org/10.1088/1748-0221/8/08/P08005
https://doi.org/10.1088/1748-0221/13/07/P07006
https://doi.org/10.1088/1748-0221/13/07/P07006
https://doi.org/10.1088/1748-0221/13/07/P07007
https://doi.org/10.1088/1748-0221/13/07/P07007
https://doi.org/10.1103/PhysRevD.79.053003
https://doi.org/10.1016/j.nuclphysbps.2012.09.136
https://doi.org/10.1016/j.nuclphysbps.2012.09.136
https://doi.org/10.1103/PhysRevD.12.2644
https://doi.org/10.1016/0003-4916(68)90278-9
https://doi.org/10.1103/PhysRevD.80.093001
https://doi.org/10.1016/0375-9474(88)90310-7
https://doi.org/10.1103/PhysRevLett.119.082001
https://doi.org/10.1103/PhysRevLett.119.082001
https://doi.org/10.1103/PhysRevD.16.3103
https://doi.org/10.1088/1748-0221/12/01/P01016

