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Abstract The magnitude and persistence of land carbon (C) pools influence long-term climate
feedbacks. Interactive ecological processes influence land C pools and our understanding of these
processes is imperfect so land surface models have errors and biases when compared to each other and to
real observations. Here we implement an Ensemble Adjustment Kalman Filter (EAKF), a sequential state
data assimilation technique to reduce these errors and biases. We implement the EAKF using the Data
Assimilation Research Testbed coupled with the Community Land Model (CLM 4.5 in CESM 1.2). We
assimilated simulated and real satellite observations for a site in central New Mexico, United States. A
series of observing system simulation experiments allowed assessment of the data assimilation system
without model error. This showed that assimilating biomass and leaf area index observations decreased
model error in C dynamics forecasts (29% using biomass observations and 40% using leaf area index
observations) and that assimilation in combination shows greater improvement (51% using both
observation streams). Assimilating real observations highlighted likely model structural errors and we
implemented an adaptive model-variance-inflation technique to allow the model to track the
observations. Monthly and longer model forecasts using real observations were improved relative to
forecasts without data assimilation. The reliable forecast lead-time varied by model pool and is dependent
on how tightly the C pool is coupled to meteorologically driven processes. The EAKF and similar state data
assimilation techniques could reduce errors in projections of the land C sink and provide more robust
forecasts of C pools and land-atmosphere exchanges.

Plain Language Summary The amount of carbon stored in vegetation and soils is an important
control on how much carbon dioxide is in the atmosphere, and that influences future climate. Land
surface models are used to simulate where this carbon is, but they are imperfect and there are often
differences between model predictions and observations of the carbon stores. Here we describe a
system that combines model predictions and observations and updates the modeled carbon stores so
they are closer to the observations, considering uncertainty in both the model and the observations.
We test our system at a location in New Mexico, United States, where we use observations from
satellites of the amount of leaves on the vegetation and the amount of carbon stored in the
vegetation. When we combine these observations with our land surface model there are large changes
in the predicted amounts of stored carbon and the times of the year when the vegetation has the
most leaves. These changes persist in the model after we stop updating it with observations, improving
the model forecast.

1. Introduction

Forecasting how ecosystems respond to environmental drivers is of particular importance in periods of rapid
climate and land use change (Y. Luo et al,, 2011). The need to predict ecological processes for resource
management at local scales (Clark et al., 2001) is mirrored by the need to predict how ecological processes
feedback to climate at global scales (Friedlingstein et al., 2006, 2014; Pitman, 2003). Large-scale ecological
processes influence surface albedo, carbon (C) cycling, and hydrology, which in turn influence how climate
evolves through time (Bonan, 2008; Luyssaert et al., 2014). Land surface models (LSMs) are the components
of Earth system models (ESMs) that calculate the exchange of C, water, and energy between the land and the
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atmosphere (Hurrell et al., 2013). The development of a robust forecasting system for LSMs is a key compo-
nent of achieving robust climate forecasts.

A key challenge of forecasting the behavior of ecological systems is that the current state of the ecosystem
exerts considerable control on its function. For example, the gross primary productivity (GPP) is controlled by
amount of leaf area and the photosynthetic rate per unit area; knowing the present state, in this case the
amount of leaf area, allows a more constrained forecast of GPP. At local scales, ecosystem models are often
initialized with local data using a variety of techniques (e.g., Aber & Fédérer, 1992; Antonarakis et al., 2011;
Moore et al., 2008). A different approach is typically taken at the larger scales relevant to ESMs; C pools in
LSMs need to be spun up by running the model for many centuries (e.g., Thornton & Rosenbloom, 2005) or
analytically solved (e.g., J. Y. Xia et al., 2012) to achieve reasonable pool sizes before the model can be used
to address scientific questions. However, complexities in the distribution of geology, climate and historical
disturbance and land use, lead to biases in LSMs relative to the real world. In the LSMs, historical bias in C
pools is correlated with projected bias (Friedlingstein et al., 2014), leading to unreasonable variation in future
model states, C sequestration, and climate feedbacks.

One way to reduce bias in projections of future C sequestration is to create an initialized forecast—ensuring
that the initial conditions of the model correspond to observations in the real world. Data assimilation (DA)
can be used to improve the coherence of LSMs with observations. DA is a general term for methods that sys-
tematically combine information from observations and a model to achieve a better understanding of the
system than either models or observations independently. DA has long been widespread in atmospheric
sciences and numerical weather prediction (Daley, 1993; Davies & Turner, 1977; Kalnay, 2003; Lynch, 2006)
and researchers in hydrological, climate, and ocean modeling have adopted similar techniques (e.g., Beven
& Freer, 2001; Karspeck et al., 2013; Raeder et al., 2012). DA has also proved useful in understanding the com-
plexity of processes controlling the exchange of C, water, and energy between the land surface and other
components of the Earth system (Fox et al.,, 2009; Raupach et al., 2005; Trudinger et al., 2007; Wang et al.,
2009; Williams et al., 2009). The usefulness of DA in improving the performance of LSMs has resulted in the
development of a number of Land Data Assimilation Systems (LDASs) over the last decade. Earlier examples
include the North American LDAS (K. E. Mitchell, 2004; Y. Xia et al., 2012) and the Global LDAS (Rodell et al.,
2004). More recently, drawing upon the same underlying NASA Land Information System frame as NLDAS
and GLDAS, the Famine Early Warning Systems Network LDAS (McNally et al., 2017) and the National
Climate Assessment LDAS (Kumar et al., 2018) have been developed. The focus of these systems has been
on the assimilation of observations related to soil moisture, with overall goal of improving representation
of the water cycle and energy flux. A different approach has been taken by Sawada (Sawada et al., 2015;
Sawada & Koike, 2014), who developed a system that uses microwave observations to jointly constrain model
estimates of surface soil moisture and vegetation biomass, which they evaluate against independent obser-
vations of leaf area index (LAI). Finally, the LDAS-Monde of Albergel et al. (2017) uses a simplified extended
Kalman Filter to assimilate surface soil moisture and LAl observations into the interactions between soil-bio-
sphere-atmosphere model across the Mediterranean region of Europe, building upon the earlier site level
work of Barbu et al. (2011). Since we cannot observe everything, any method proposed for initialization must
simultaneously allow for changes in observed and unobserved quantities. DA relies on using real observa-
tions and while many model states, or their proxies, can be readily observed, others are either beyond current
technology or investment in labor. We are fortunate that in ecological systems many C pools and fluxes are
constrained by growth forms established by evolutionary or ecological processes (Raunkiaer, 1934) and allo-
metric relationships (Chojnacky et al., 2014; Jenkins et al., 2003). For example, the maximum amount of leaf
biomass is in part determined by the corresponding stem biomass; leaf biomass in turn limits the amount of C
taken up through GPP. This logic can be extended to states associated with other linked processes in a LSM.
DA has been successfully applied to simple ecosystem models with modest amounts of data (e.g., Bloom &
Williams, 2015; Keenan et al., 2012; Moore et al.,, 2008; Williams et al., 2005; Zobitz et al., 2014) and encounters
computational challenges when it is applied to LSMs embedded in ESMs using multiple streams of heteroge-
neous data due to both the complexity of the models and magnitude of the data sets (Y. Luo et al., 2016).
Some of these challenges may be addressed by the coupling of LSMs to an Ensemble Adjustment Kalman
Filter (EAKF). The EAKF is one of several sequential techniques that reduce the computational load of compar-
ing observations with model predictions within a predefined assimilation window until all of the data have
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been considered (Evensen, 1994). This analysis is carried out using an ensemble (or sets) of model realizations
which are weeded out, nudged, or filtered by another method (Burgers et al., 1998; Houtekamer & Mitchell,
1998). The technique allows for different data types to be combined simultaneously and allows unobserved
states to be updated.

When developing a DA system, it is useful to test the system using both model experiments or observing
system simulation experiments (OSSEs) and real-world experiments (Atlas, 1997). OSSEs allow us to circum-
vent model limitations and examine how statistical updates to models using information in the observations
update observed and unobserved states and improve forecasts (Masutani et al., 2010). In OSSEs, the observa-
tions used as truth in the DA system are consistent with the model structure because they are derived from
the model itself. Incorrect model predictions are therefore not caused by model structural problems, but
instead by the failure of the DA system to shift the model to match true states. Pairing OSSEs with DA experi-
ments with real data then allows model inaccuracies to be identified.

In this study we evaluate the performance of a DA system composed of the Community Land Model (CLM) 4.5
(CESM 1.2 release) LSM and an implementation of the EAKF using the Data Assimilation Research Testbed
(DART; J. Anderson et al., 2009). The goals are (1) to establish whether the EAKF can be used to create an initi-
alized forecast for CLM that will mitigate against variation in the initial state of C pools and (2) whether the
forecast ability of the model is improved. We achieve this by carrying out first an OSSE and then a case study
using real data and evaluate the ability of the system to assimilate and correctly replicate LAl and above-
ground biomass estimates and evaluate the behavior of related pools and fluxes. We discuss the implications
for approaches like this one for improving consistency between LSMs and expanding observational records.

2. Methods
2.1. Community Land Model

The CLM is a well-established and open source mathematical model of land surface processes (D. Lawrence &
Fisher, 2013), developed for use as the land component in the fully coupled CESM (Hurrell et al., 2013). The
CLM bibliography currently lists over 450 publications using the model since 2001 (NCAR, 2018). It is a fully
prognostic model, and at each time step (30 min), the model calculates the cycling of energy, water, C,
and nitrogen and updates state variables for each grid cell. In common with other LSMs, CLM represents
the many thousands of plant species as a limited set of plant functional types (PFTs) at the subgrid level
(Bonan et al., 2002), allowing the model to prescribe parameters that control land-atmosphere interactions
and internal dynamics of the model for each point in space. The climate sensitivities of ecosystem processes
are controlled by the initial states and parameter sets of the model.

CLM is driven by a limited set of atmospheric variables (air temperature, shortwave and longwave radiation,
specific humidity, precipitation, wind speed, and barometric pressure), which may come from site observa-
tions, reanalysis data sets, or a coupled atmospheric model. In this case we use output from an 80 ensemble
member Community Atmosphere Model (CAM) DA reanalysis (Raeder et al., 2012), available for years
1998-2010, down sampled for the grid cell containing our location. This introduces some additional uncer-
tainty compared to running the model with observed site-specific meteorology but we rely on this to gener-
ate ensemble spread in the DA approach described below.

The PoinT CLM tool is used to generate location-specific surface input data for all our experiments so we can
run the model in single point mode. It is a Python script that first reads an ASCII text file defining PFT distribu-
tion (60% Evergreen Needleleaf Temperate, 20% C4 grassland, and 20% bare ground) and soil properties
(40% sand and 20% clay fractions) at our location. Second, PoinT CLM runs additional CLM tools to subset
global surface data sets for additional required characteristics, and then combines this with the user provided
information. Finally, it copies the new input files to a disk location using a standard naming convention. The
80-member CAM ensemble is subsetted separately for the site location. As there is no communication
between grid cells in CLM, the model will perform exactly as it will in a global run, but at a fraction of the com-
putational cost. Although CLM is normally run globally, using the model in single point mode is common for
development and testing (e.g., Bonan et al.,, 2012; Duarte et al., 2017; Mao et al., 2016; Wieder et al., 2017). A
multi-instance CLM version 4.5 with active biogeochemistry and prognostic leaf area case (an ICLM45BGC
component set—see technical description in Oleson et al., 2013) with 80 ensemble members was spun up
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by simply cycling through the 12 years of CAM output for 1,000 years using 20th century atmospheric CO,
concentrations and nitrogen deposition rates. We did not use more detailed transient drivers because pre-
vious experiments indicated they had only a very minor impact on spun-up model state. Here we focus on
the dynamics of C pools within the model. The model is prognostic with respect to C (and nitrogen) state vari-
ables in the vegetation, litter, and soil organic matter. Vegetation phenology and canopy heights are also
prognostic. Briefly, C is taken up through photosynthesis and, once autotrophic respiration is deducted,
C is allocated to either leaves, wood, or roots depending on the phenological phase. A fixed proportion of
each pool turns over during each time step and is added to litter C. A detailed description of the biogeochem-
ical component can be found in Koven et al. (2013) and Oleson et al. (2013).

2.2. EnKF Implementation

We have coupled CLM with the DART, which is an open-source community software facility for ensemble DA
developed and maintained by a group at the National Center for Atmospheric Research (J. Anderson et al.,
2009). DART has been coupled with many large, highly complex geophysical models, including the two other
components of the CESM, the CAM (Raeder et al., 2012) and the ocean component, Parallel Ocean Project 2
(Karspeck et al., 2013), as well as regional models such as the weather research and forecasting model
(Schwartz et al., 2015).

DART provides access to a number of different ensembile filters, including the traditional Ensemble Kalman
Filter (EnKF; Evensen, 1994), the EAKF (J. L. Anderson, 2001), the Rank Histogram Filter, and the Particle
Filter. Here we use the EAKF, which unlike the EnKF does not include a stochastic component, but is a fully
deterministic algorithm for estimating model forecast error statistics based on observation uncertainty (J.
L. Anderson, 2001).

Key to the effectiveness of DART is the ease with which enhancements to the basic filter algorithms can be
implemented. Notably, localization algorithms can be implemented to ameliorate sampling error when using
small ensemble sizes to sample the statistical relationship between observations and state variables, and to
prevent spurious updates when variables are known a priori to be unrelated (J. L. Anderson, 2007b, 2012).
This ability is not utilized in this study as we have a relatively large ensemble and are running the model at
a single location in space. However, we do investigate the utility of another key enhancement available with
DART, namely adaptive inflation (J. L. Anderson, 2007a, 2009). This is an additional approach for combating
insufficient forecast error variance (as described by ensemble spread) which can lead to filter divergence
when the ensemble moves away from the observations and the DA system consequently rejects them.
Insufficient forecast error variance may result from sampling error caused by small ensemble size, but can
also be caused by a wide variety of other sources of imperfection in the system, in particular how ensemble
spread is generated and maintained and how model error is accounted for. The nature of complex LSMs such
as CLM that contains many empirically derived relationships and parameterizations, and processes interact-
ing over very different timescales, results in an expectation of model error that is relatively high when com-
pared to other geophysical models typically used with DART that rely on more fundamental physical
equations. Therefore, we investigate through a series of experiments the use of an adaptive inflation algo-
rithm. This applies Bayesian estimation theory to the probability density function of the inflation factors by
first associating normally distributed inflation random variables with each element of the state vector, and
these are then incrementally updated during the assimilation of observations.

Over the last 5 years the capability to assimilate many land model specific observation types has been added
to the general DART framework, including snow cover fraction (Zhang et al., 2014), soil moisture from cosmic
ray neutron intensities (Rosolem et al.,, 2014), total water storage anomalies from Gravity Recovery and
Climate Experiment, albedo, and microwave brightness temperatures. Here we describe efforts focused on
the C cycle in LSMs, assimilating aboveground biomass, leaf area, and flux of C dioxide (CO,).

Assimilating observations using the EAKF in DART results in updates of CLM in three ways. First, and most
directly, the filter calculates the Kalman gain to update observed model variables. These may be parts of
the model that are measured directly, or that are related to the measurement through an observations opera-
tor, that can be a simple transfer function. In this case we use observations of (1) aboveground biomass, that
is calculated as the summation of three model state variables—Ileaf C, live stem C, and dead stem C; and (2)
leaf area, that is calculated from leaf C and specific leaf area parameters.
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Second are a group of unobserved model variables that we extract from the restart files and include in the
DART state vector (Full list of all state vector variables are listed on Supporting Information Table S1).
Although we do not have observations of these variables, they are updated by the EAKF through their ensem-
ble correlation with the variables we do observe, with the magnitude of this update being dependent on the
strength of this correlation. This is one of the most powerful aspects of using an ensemble filter as it allows
us to transfer information we have about observed variables to update unobserved variables in a statistically
rigorous way, assuming a linear relationship. This approach does not require physical relationships between
pools to be held constant; C:N ratios or the relative amount of C in soil versus live biomass may vary. We
include all the large C and nitrogen pools in the model in the state vector and update them simultaneously.
Due to simple partitioning and allocation routines within the model, the correlations between the large C and
N pools are strong so that if they were modified, they were modified in concert. Therefore, large disequilibria
between pools did not result from the DA and consequently we did not observe model instability and spur-
ious dynamics. These changes to states and fluxes influence many other calculations in the model. There is a
third set of model variables which is modified by the DA process but only indirectly; updates to observed or
unobserved model components can be transferred to other model variables through biophysical processes
and feedbacks in the model. These may be relatively fast effects, or may only become apparent through feed-
backs over long time periods. We refer to this set of components as downstream updates which includes all
model components to a greater or lesser degree but we will focus our discussion on those which are not in
the first two groups, for example, energy balance components.

2.3. Coupling CLM and DART

Working with CLM 4.5, we use the multi-instance capability developed for CESM that enables many instances
of CESM component models to run within a single executable. At a predetermined time interval based on the
availability of observations, monthly in the case of the experiments described here, the model ensemble is
stopped at 00 UTC and restart files describing the model state in each ensemble member are written, along
with history files of the half hourly flux output for the previous 24 hr. A subset of model variables and flux
outputs (the state vector—Table S1 lists the variables included for these experiments) are then passed to
DART, along with observations for the previous 24 hr. If required, model variables are converted into obser-
vation space through the application of an appropriate observation operator. The ensemble of model vari-
ables in the state vector represents the model forecast, or prior, that is then updated by DART applying the
EAKF to produce an analysis, or posterior. These observation space values (i.e., LAl) are then linearly regressed
back into model state space (i.e., leaf C), and the updated values are inserted back into the ensemble of restart
files, that are then used to initialize a restart of the CLM ensemble at the next time step. There is a relatively
high computation cost to stopping and restarting the model in this way, but it has the great advantage that
the whole DA system requires minimal adaptation of CLM, which as a community model is undergoing con-
stant development and is frequently updated. This allows DART to stay current with the most up-to-date ver-
sion of the model without requiring frequent updating. The only DA-specific modifications required for CLM
source code were to remove energy, water, and C balance checks for the first time step of the model upon
restart following the DA update, and this will be included by default in future releases of the model. All the
code required to set up CLM for use with DART, to preprocess observations, and to implement DART and
apply the EAKF, along with detailed documentation, are freely available from the DART website (DART, 2017).

The translation between model space and observation space is carried out by an observation operator that
can vary in complexity. For these experiments, the observation operators involved are very straightforward.
To determine a modeled LAl value that can be compared with observations, modeled leaf C is multiplied by a
PFT specific leaf area (leaf area per mass of C), and fractional PFT coverage is used to weight a grid cell aver-
age value. Similarly, above ground biomass observations are calculated by summing modeled leaf C, live
stem C, and dead stem C, again weighted by fractional coverage of PFT.

2.4. Case Study Location

Although set up and run using the approach developed for site-level runs at an AmeriFlux tower site in central
New Mexico, United States (42.425°N, 105.862°W), the spatial scale of both the input climate variables and the
satellite derived leaf area and above-ground biomass observations used for assimilation are representative of
a much larger area, being 2°, 0.5°, and 0.25°, respectively. This in keeping with the role of CLM as a global
model, and therefore the experiments should be thought of being broadly representative of the semiarid
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ecosystems in the region, including pifion-juniper woodland and C4 grasslands. The precipitation regime is
driven by irregular snow-dominated winter events (from January to March), dry springs (April to June), and
summer monsoonal events (from July to September).

2.5. Observations

2.5.1. Biomass Observations

When identifying observations to use with CLM-DART, we have initially concentrated on remote sensing pro-
ducts with global coverage, relatively coarse spatial resolution, and long temporal coverage, as these are
most commensurate with the model’s typical usage. The biomass product presented by Liu et al. (2015) is
one of the very few such products that meets these requirements and comes with well-quantified uncertain-
ties. The product provides global annual above-ground C estimates for two decades (1993-2012), based on
satellite passive microwave observations. Satellite microwave radiation observations can be used to derived
estimates of vegetation optical depth (VOD), which is a function of the amount of water in above-ground bio-
mass (Liu et al., 2011; Owe et al., 2001). VOD has the advantage of not saturating at high biomass values, but
due to its relatively coarse resolution, it cannot be calibrated or validated directly with plot measurements of
biomass. Liu et al. (2015) instead indirectly relate VOD to biomass using the benchmark map of Saatchi et al.
(2011), itself a fusion of multiple types of satellite observations and plot measurements. The resultant VOD-
derived biomass product is available at 0.25° annually, with an uncertainty characterized by upper and lower
bounds for each pixel in each year. For the assimilation, we treated these as 95% confidence limits and esti-
mated an observation standard deviation as 25% of this range. Here we use a subset of the full data set for our
location in New Mexico between 2001 and 2010.

2.5.2. Leaf Area Observations

Unlike biomass, a wide variety of remotely sensed LAl data products are available. In keeping with our desire
to use observations commensurate with typical CLM usage, we elected to use the LAl product described by P.
J. Lawrence and Chase (2007) that is input to CLM when used in the diagnostic Satellite phenology mode,
which forces the model using a phenological climatology. This product is derived from the Moderate
Resolution Imaging Spectrometer (MODIS) and reproduces the physical properties of the MODIS land surface
products while maintaining the PFT representation used in CLM. Here we use the product aggregated to 0.5°
spatial resolution and monthly temporal resolution, which is typical for usage with CLM in Satellite phenology
mode. Currently, uncertainty is not well quantified for this product, so we obtained a time series of MODIS LAI
products (MOD15A2) downloaded as 8-day composites for our location in New Mexico using the ORNL DAAC
MODIS collection 5 Land Products Global Subsetting tool (ORNL DAAC, 2008). This product includes a quality
control flag which we used to select high quality observations (QC value <248) and an observation error esti-
mate. We found the high quality observations typically had an observation error standard deviation of
0.1 m*/m?, with some higher values associated with higher values of LAI. For these experiments we assumed
a constant error standard deviation for the 0.5° product of 0.2 m?/m? for our location from 2001, the first year
available, to 2010.

2.5.3. Synthetic Data for OSSE

In order to generate synthetic observations to use in the OSSE, one ensemble member from the 80-member
CAM DA reanalysis, down sampled for the grid cell containing our location, was selected at random and used
to force an offline CLM4.5 with active biogeochemistry run (described by an ICLM45BGC component setting)
for years 1998-2010. Synthetic observations are generated from this model run to mirror the real data pro-
ducts described above. Therefore, 13 synthetic observations of biomass were generated from the ensemble
member representing the true state of the system each year from 1998-2010 on 1 February by applying a
random perturbation to the truth with zero mean and variance of 158 g C/m?, equivalent to the mean obser-
vation error standard deviation for the VOD-derived biomass product at this location over this time period.
The 156 synthetic observations of LAl were generated every month in a similar manner using an observation
error standard deviation of 0.2 m*/m?.

2.6. Experimental Setup

We carried out eight experiments and a free-run of the model to test and develop the performance of CLM
and DART assimilating above-ground biomass and leaf area. For each experiment we employed an ensemble
ICLM45BGC compset CLM run forced with the complete 80-member CAM ensembile files, using years 1998-
2010 for the OSSE and years 2001-2010 for the real data runs. This means that the single CAM ensemble
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member used to force the model run that was later sampled to generate synthetic observations for the OSSE
was also used as one of the 80 CAM ensemble members in the assimilation part of the experiment. We do not
believe this impacted the results as it represents only 1 of the 80 ensemble members, and this ensemble
member did not behave in a qualitatively different way from all the others. The amount of observation error
added when generating the synthetic observations was also large when compared with the ensemble
spread (Figure 2).

2.6.1. Initial Conditions Versus Forced Boundary Conditions Experiments

First, we conducted two simulation experiments without any DA to assess the relative impact of initial
condition uncertainty versus forced boundary conditions (climate driver) uncertainty. By defining 1 of
the 80 ensemble members as truth we estimated the relative importance of accurate model states
or accurate climate drivers. Halfway through the 13-year model ensemble run we begin two experi-
ments. The first continues the model ensemble run, but each member subsequently sees identical
climate forcing from the single ensemble member defined as truth. The second uses the single ensem-
ble member defined as truth as the initial conditions for all 80 ensemble members, which are then
driven forward in time with their specific climate forcing. We calculate root-mean-square error
(RMSE) as the ensemble-average of the RMSE between each ensemble member and the ensemble
member treated as the truth.

2.6.2. Observing System Simulation Experiments

We implemented three OSSEs. For the OSSEs we again treat one of the ensemble members as truth, and then
sample this to provide synthetic observations (section 2.5.3). The first OSSE studies the impacts of assimilat-
ing an annual observation of biomass, a second studies the effects of assimilating monthly LAl values, and a
third studies the effects of simultaneously assimilating both. In each experiment we compared the reduction
in RMSE with respect to C pools and fluxes following assimilation, relative to a free-run of the
model ensemble.

There are two important differences between the OSSEs and the real observations experiments that follow
which make the OSSE a powerful tool. First, model structural error and parameter uncertainty is removed
from the system. These are often large, but difficult to accurately quantify. This makes it difficult to assess
and test many key aspects of DA system performance that can be treated independently from dealing
with model error. Second, the true state in the OSSE is known without error. Therefore, the impact of
the assimilation can be accurately quantified by comparing how the free-run and the DA-run ensemble
perform with respect to the ensemble member treated as truth. We compare the change in RMSE
between the model ensemble in the free-run and the ensemble member treated as truth, versus the
RMSE of the model ensemble in the DA run with the ensemble member treated as truth, with an antici-
pated reduction in ensemble spread.

2.6.3. Real Observations Experiments

We conducted three experiments assimilating real observations of both biomass and LAl simultaneously
over the time period when they were both available. The first experiment did not use inflation, and the
second used one of the adaptive inflation algorithms in DART. We then carried out a third experiment
to investigate the impacts of the DA on longer-term forecasting. We replicated the previous experiment
using biomass and LAI observations, and adaptive inflation, for years 2001-2006 and then continued with-
out assimilating any observations over the following 5 years. In the first two experiments we assimilate
observations, update the model state to generate a new initial condition, and then make a month-long
forecast until the next observation is available. The mismatch between this forecast and the new observa-
tion is used to calculate our RMSE skill metric. The assimilation cycle then starts again as we then assim-
ilate this new observation, before making the next month-long forecast. In order to see if this updated
initial condition has an impact on a forecast for longer than 1 month, we then carried out a third experi-
ment to investigate the impacts of the DA on longer-term forecasting. For each of the experiments, we
assess the impact of the assimilation against a free-run of the model ensemble. It is important to note that
during these experiments using real observations, the true state of the system is never known, and we can
only calculate the RMSE between the model ensemble and the observations themselves just prior to their
assimilation. So, in all cases we do these calculations for the forecast or prior ensemble, rather than for the
analysis, or posterior ensemble. Put differently, the RMSEs provided here quantify the errors in the
observation-minus-forecast residuals.
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Figure 1. Ensemble estimates of C pools and fluxes derived from CLM4.5BGC over 13 years from 1998 through 2010. There are three ensemble estimates shown
from 2004 onward. The spread in the free-run (free, gray) and the UIC (red) is caused by variation in meteorology derived from an 80-member Community
Atmosphere Model ensemble. The spread in the UCF (green) is derived from different 2004 initial conditions defined by the spread in the free-run model conditions
at that time, with no variance between ensemble members in the meteorological forcing after 2004. RMSE is expressed as the ensemble-average of the RMSE
between each ensemble member and the ensemble member treated as the truth, which is also used for starting the UIC runs. The shaded areas represent +1
standard deviation around the ensemble mean. LAl = |eaf area index; RMSE = root-mean-square error; NPP = Net Primary Production; C = carbon; UIC = Uniform Initial
Condition; UCF = Uniform Climate Forcing.

3. Results and Discussion
3.1. Initial Conditions Versus Forced Boundary Conditions Experiments

Our first set of experiments was designed to evaluate the relative importance of uncertainty in the model
states versus climate drivers before we carried out formal DA. This experiment indicates that accurate repre-
sentation of the initial conditions of the model reduces model errors on a decadal scale, but the persistence
of these reductions is dependent on how tightly related to meteorology the states are. For each model com-
ponent evaluated (soil C, biomass, LAl, and Net Primary Production [NPP]), the ensemble predicted by a single
atmospheric forcing converged, albeit slightly in some cases, while the ensembles driven by ensemble atmo-
spheric forcings diverged (Figure 1). The degree of divergence indicates the timescale over which model fore-
casts are sensitive to initial conditions, and how closely the model attribute is tied to meteorological drivers;
we illustrate this by showing time series of soil C, biomass, LAl, and NPP which have increasingly rapid
responses to short-term change in meteorology. The benefits of initialization of model states last longer
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Figure 2. LAl and above-ground biomass modeled for 80 ensemble members (gray lines) over 13 years. The range of this
ensemble indicates the uncertainty introduced into the model from uncertain climate forcing during the spin-up
process and is 40% and 60% of the ensemble mean for LAl and above-ground biomass, respectively. Synthetic observations
(blue) show their uncertainty, and their spread around the ensemble member treated as truth (green) results from the
random application of this uncertainty when generating observations to use in the observing system simulation experi-
ments. LAl = leaf area index.

for model attributes that are a large proportion of total ecosystem stocks and less tightly related to changes
in meteorology. For example, removing bias in the soil C stock reduced RMSE by over 95% and this persists
nearly unchanged for 6 years (Figure 1), in contrast the benefit of correcting the NPP estimates disappears
after 1 year while the LAl and Biomass (Figure 1) patterns lay somewhere in between. We infer from this
experiment that adjusting the state (using DA or by another means) would likely reduce ensemble
variance and improve the model forecast capability.

3.2. DA Using an OSSE

In this section we first illustrate the synthetic observations, then how the distribution of LAl derived from the
ensemble changes when DA is implemented, and then explain three experiments that illustrate the effect of
assimilating biomass or LAl independently or simultaneously under idealize model conditions.

3.2.1. Temporal Dynamics in Synthetic Observations

While ensemble variability emerges from uncertainty in the meteorological drivers, variability in the synthetic
observations derives from uncertainty in real observations added to the ensemble member defined as truth.
Figure 2 shows all 80 ensemble members from the free-run of the model (gray curves) and synthetic obser-
vations (blue points). These observations were generated around the ensemble member that we defined as
truth and variance was added by applying observation error estimated from real observations. All the syn-
thetic observations do not lie on the ensemble member treated as truth due to the random noise added
to represent observation error. There are approximately equal number of observations greater than and less
than the truth as we are not attempting to simulate observation bias in these experiments, but we see at
times that the introduced error is sufficient to result in synthetic observations outside the range of the
free-run ensemble. The initial uncertainty in the model prediction of LAl and above-ground biomass resulting
from uncertain climate forcing during spin-up is indicated by the range of the ensemble on 1 January 1998.
For LAl this is 0.75 m?/m? (ranging from 1.50 to 2.25 m*/m?), or ~40% of the ensemble mean value. For above-
ground biomass this is, or 850 g C/m? (ranging from 1,400 to 2250 g C/m?), which is over 60% of the ensemble
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mean value. Over the next 13 years there is limited variation in these total ranges, although as demonstrated
by the truth ensemble member, individual ensemble members vary in their relative position in the ensemble
much more for LAl than for biomass (Figure 2). There is considerable interannual variation in modeled LA,
with the ensemble mean varying between 1.5 and 2.5 m?/m?, and this makes it difficult to detect patterns
of intra-annual phenological variation, although typically LAl tends to peak in the Fall, and then decline over
the following 10 months. Interannual variability in above-ground biomass over this time period is small, and
the small intra-annual variability in biomass largely reflects variation in leaf C described above.

3.2.2. lllustration of the Effect of State DA on the Distribution of States Predicted by the Ensemble
The EAKF adjusts the ensemble toward the synthetic observations thus reducing the error in LAl on average
(Figure 3). Occasionally, because we have added observation error to the synthetic observations the RMSE
increases when the synthetic observations happen to fall a long way from the truth. The time series of model
states exhibits the characteristic sawtooth pattern of sequential state DA systems (e.g., H. L. Mitchell et al.,
2002). Similar patterns have also been seen in other studies assimilating LAI specifically (e.g., Albergel
et al.,, 2010; Barbu et al,, 2011). Each time an observation is available the ensemble forecast (prior) mean is
adjusted toward the observation, as determined by the Kalman gain, to give a new analysis (posterior) value
that is then used to initialize a forecast over the next time period. We see that in the illustrated time point, in
December 2001, that the posterior distribution has a mean closer to the observation (and the ensemble
member treated as true) and has a reduced uncertainty (Figures 3b and 3c).

3.2.3. Reductions of Model Errors by Assimilating Biomass and LAI

We found that assimilating two data-streams jointly was more effective than assimilating either indepen-
dently (Table 1). We conducted three experiments to assess the relative importance of different observations.
First, we assimilated just the annual biomass observations, then just the monthly LAl observations, and finally
both simultaneously. In each experiment we can compare the reduction in RMSE following assimilation rela-
tive to the free-run ensemble. Considering the improvement in fit for LAI, assimilating biomass alone initially
has a limited impact, until 2002 when there is 50% reduction in error (Figure 4a). This then persists for the
next 4 years, after which assimilating biomass alone does not improve LAl forecasts relative to the free-run
(Figure 4a). Assimilating the more frequent LAI observations results in a relatively constant, and low, RMSE
of 0.1-0.2 m?/m? for LAl throughout the assimilation period. This reflects the uncertainty in the observations.
The fact that the ensemble does not collapse onto the true ensemble member is desirable and indicates the
DA system is performing as expected. Assimilating both biomass and LAl together does not improve esti-
mates of LAl beyond assimilating LAl alone. Given how effective the LAI only assimilation is compared to
the biomass only assimilation, perhaps this is not surprising. The picture is different when we consider esti-
mates of biomass. As expected, assimilating biomass observations leads to an immediate reduction in
RMSE (Figure 4b). However, assimilation of LAl observations alone also leads to a gradual improvement in
estimates of biomass (Figure 4b), due to the strong correlation between LAl and biomass within the model.
Indeed, for portions of the record model estimates of biomass are better when assimilating LAl alone as the
biomass observations fall outside the ensemble (purely by chance) because of observation error. Throughout
most of the simulated data experiment, as theory would predict, the best estimates of biomass come from
assimilating both biomass and LAl observations (red curve in Figures 4a and 4b), with the additional LAI
observations compensating for uncertainty introduced through the biomass observation error.
Assimilating synthetic observations of both LAl and biomass into CLM improves model predictions of these
biomass pools by moving the ensemble mean toward the synthetic observations (Figure 3) but the effect
depends on whether they are assimilated individually or simultaneously (Figure 4). The difference in the
effect of assimilating either LAl or biomass is apparently caused by differences in the magnitude of the pools
and the frequency at which they are assimilated. In addition to improving forecasts of LAl and biomass, we
found that assimilating both types of observations was also optimal for improving forecasts of the other C
pools and fluxes we considered in these experiments (Table 1). In addition to improving forecasts of LAI
and biomass, we found that assimilating both types of observations was also optimal for improving forecasts
of the other C pools and fluxes we considered in these experiments (Table 1). Indeed, the large reductions in
RMSE relative to the Free ensemble for LAl (58%) and Biomass (69%) are matched with equivalent reductions
associated with the unobserved litter, roots, and soil C pools (58%, 72%, and 71%, respectively). This high-
lights the strong correlation found between observed and unobserved variables due to the relatively
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Figure 3. lllustration of how assimilation of sequential LAl data (blue dots) leads to a sawtooth pattern in the ensemble
mean and spread. Expansion of the ensemble spread occurs between observations and narrowing of the spread occurs
when observations are assimilated (panel a). The lower panels illustrate how the increment is calculated on 11/01/2001
(shaded area in top panel); first a normal distribution is estimated for the prior ensemble using its mean and variance (black
dot; panel b) and the observation using the square of the known error standard deviation (blue dot; panel b). The posterior
distribution is calculated as the Gaussian product of the prior and the observation likelihood. The prior ensemble is then
updated to have an equivalent mean and variance as this posterior distribution, which in most cases narrows the ensemble
spread (compare red and black curves in panel c). LAl = leaf area index.

simple, deterministic allocation and partitioning routines found within CLM. Therefore, in the absence of
model error in the OSSE, these unobserved variables are updated very effectively. Improvements in
simulated gross fluxes of GPP (42%) and ecosystem respiration (ER, 27%) are less than for the pools, but
still very substantial. This can be explained by considering that the fluxes are functions of not only the
model states that are updated by the DA system, but also the atmospheric forcing that varies between
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Table 1
RMSE Between Model Forecast Ensemble and Ensemble Member Treated as Truth During the Observing System Simulation
Experiments for Selected Carbon Stocks and Fluxes

Experiment
RMSE Free Biomass LAI B&L
LAl (m%/m?) 0.26 0.23 0.11 0.11
Biomass (g C/mz) 268.3 126.3 120.8 82.6
Litter (g C/m?) 254 17.5 125 107
Roots (g C/m°) 1169 53.5 50.8 33.1
Soil (g C/m?) 3172 1155 149.1 90.9
NEP (g C m—2 per month) 6.78 6.66 6.26 6.27
GPP (g C/m? per month) 126 11.1 11.0 73
ER (g C/m? per month) 7.30 6.79 537 530

Note. RMSE = root-mean-square error; LAl = leaf area index; NEP = net ecosystem production; GPP = gross primary pro-
ductivity; ER = ecosystem respiration.

ensemble members, and which is not corrected for by DA. This result suggests that GPP is more sensitive to
model states, specifically LAI, than atmospheric forcing when compared with ER as the relative reduction in
error is larger after DA. The remaining errors in the gross fluxes are compounded in the net flux, net
ecosystem production, which experiences the smallest reduction in error.
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Figure 4. LAl and biomass estimates from three experiments assimilating just annual biomass observations (panels a and b), just monthly LAl observations (panels ¢
and d) and both biomass and LAl observations together (panels e and f). Ensemble mean and +1 standard deviation describing ensemble spread is plotted for
free-run (no assimilation) and experiment. RMSE between the ensemble member treated as truth and each experiment ensemble, and the free-run ensemble when
no assimilation was carried out it shown in panels (g) and (h). LAl = leaf area index; RMSE = root-mean-square error.
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Figure 5. Time series of observations of LAl available at monthly time intervals, and biomass available at annual time inter-
vals assimilated by Community Land Model- Data Assimilation Research Testbed. The sources of these derived products are
detailed in section 2.5. LAl = leaf area index.

3.3. Model Comparison With Real Observations

In the real world we never know the true state of any part of the system of interest, but instead we only have
uncertain observations. We find that the prior model does not compare favorably with the observations from
our location in central NM as described in section 2.5 (Figure 5). Instead, we find systematic bias in magnitude
of both LAl and biomass (Figure 5) and an apparent failure to correctly represent the phenology and envir-
onmental sensitivity of LAl (Figure 5a). For both satellite products we see potential mismatches between
the fractions of PFT observed and those modeled. LAl observations exhibit a very smoothly varying annual
cycle that shows very little interannual variability. In part this is a function of smoothing due to spatial aver-
aging over multiple ecosystem types contained within the 0.5° LAl product and the relatively large observa-
tion error. Nonetheless, the lack of interannual variability, and an annual cycle that appears disconnected
from known temporal patterns of moisture availability, to some extent reflects known limitations of remote
sensing in these semiarid ecosystems (Biederman et al.,, 2016; Verma et al., 2015). Modeled biomass overes-
timates VOD-derived product threefold. As expected, there is little variation in biomass over this time period,
and modeled biomass values are indicative of the spin-up process, and represent steady-state values calcu-
lated for the model under this climatic regime. As with the LAl product, there is potentially a discrepancy
between the relative fractions of ecosystem-types in the 0.25° pixel size of the biomass product and pre-
scribed PFT coverage in the model, with total biomass particularly sensitive to woody plant cover. For exam-
ple, Anderson-Teixeira et al. (2010) note that above ground biomass for grassland, shrubland, juniper
savanna, and pifion-juniper woodlands varies between 28, 137, 1,570, and 2,940 g C/m?, respectively.

The representation of LAl in the model is clearly poor (Figure 5). The CLM is not unique in failing to capture
the magnitude and seasonality of LAl in semiarid ecosystems; several vegetation models compare unfavor-
ably to satellite-based vegetation indices and LAl (e.g., Dahlin et al.,, 2015; MacBean et al., 2015; Traore
et al.,, 2014). The reasons for this are likely varied and could include (1) failure to represent the sensitivity of
vegetation to moisture (Biederman et al.,, 2017; Smith et al., 2018), (2) poor representation of hydrological pro-
cesses and moisture availability to vegetation (Barron-Gafford et al.,, 2017; Matheny et al.,, 2014), and (3) failure
to represent phenological processes (MacBean et al.,, 2015). DA may provide a temporary solution to this pro-
blem (Figure 6). While solving model structural errors are beyond the scope of this manuscript, it is clear that
substantial model development is required for semiarid systems.
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Figure 6. Forecast LAl and biomass for a free-run of the model ensemble with no assimilation (gray); model forecasts for an experiment without using adaptive infla-
tion (green, panels a and b); and using adaptive inflation (red, panels c and d), and RMSE between the forecast ensemble and observations (panels e and f). Ensemble
mean for the analysis of LAl is also shown for illustrative purposes in panel (c) as discussed in the text. LAl = leaf area index; RMSE = root-mean-square error.

For the purposes of this study that focuses on the technical development of the DA system, we treat these
observations and their associated uncertainties as being accurate and ascribe the model-data mismatch to
model error. That is to say, we have more confidence in the observations than in the model at this location
and do not attempt any bias correction on the observations. We ask whether the EAKF can overcome these
large data-model mismatches.

3.3.1. Assimilation Using Adaptive Inflation

The EAKF is predicated on the idea that the prior (forecast) ensemble has sufficient spread to sample the fore-
cast uncertainty. However, the forecasts are all impacted by systematic model deficiencies; none of them
sample the uncertainty associated with the unknown model errors. In addition, even with a perfect model,
sampling error due to finite ensemble sizes also leads to insufficient ensemble spread. For this reason,
DART includes algorithms to increase the forecast ensemble spread by inflating the ensemble of each state
variable, increasing the distance between each ensemble member and the ensemble mean by an inflation
factor. Here we use an adaptive inflation algorithm (J. L. Anderson, 2009) that uses the statistics of the differ-
ences between prior ensemble mean estimates of observations and the observed values to automatically
select a time-varying inflation factor for each state variable.

DART also includes tools to ignore observations that are too far away from the ensemble mean. In our case, if
the distance between the prior ensemble mean estimate of an observation and the observed value was more
than three times the expected value (the square root of the sum of the prior spread and the observations
error standard deviation), the observation was not used.

We find that the EAKF can overcome the large bias and apparent model error if we implement a technique to
inflate the forecast error variance, which we define as the spread of the ensemble. In experiments where we
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Table 2
RMSE Between Model Forecast Ensemble LAl and Biomass and LAl and Biomass Observations
Experiment
RMSE Free No Inf. Inflation Forecast
LAl (m?/m?) 2001-2010 0.93 0.70 0.44 -
2006-2010 0.96 0.69 0.39 0.33
Biomass (g C/mz) 2001-2010 1,376.2 1,049.9 417.7 -
2006-2010 1,406.3 940.29 62.8 514

Note. RMSE = root-mean-square error; LAl = leaf area index. Forecast RMSE was only calculated for the time period
2006-2010.

limited the allowable mismatch to three standard deviations with no inflation we found that only the highest
LAl observations were used in the assimilations (Figure 6a) and that all the biomass observations were
ignored (Figure 6b). In contrast, when we used the DART adaptive inflation (with an inflation standard
deviation of 0.6 and inflation damping of 0.9; see J. L. Anderson, 2009), the model error is increased in
response to the relative model-data mismatch (section 2.2). This results in the observations lying within
the outlier threshold cut-off of three standard deviations and the filter responds in a similar way to the
OSSE (Figures 6¢ and 6d middle panels). There is large reduction in the RMSE in LAl and biomass for the
adaptive inflation experiment (red curve), both relative to the free-run (black curve) and no-adaptive
inflation experiment (green curves in Figures 6e and 6f bottom panels). For LAl, RMSE over the 10-year
period of the assimilation is reduced by over 50%, from 0.93 to 0.44 m?/m? and by 70% for biomass from
1,376 to 418 g C/m? (Table 2). It is important to remember that although the RMSE is calculated against
observations that are used in the assimilation, as the true state of the system is unknown, this is the RMSE
for the model forecasts, not the analyses. Put a different way, the RMSE describes the error between the
model and the observations before the observations are assimilated and the model ensemble is updated.
For biomass, this overall error includes the first 3 years of the assimilation period when observations lay
outside the outlier threshold and the adaptive inflation algorithm was increasing forecast error variance. If
this was treated as a burn-in period for the DA system (or techniques were implemented to increase
forecast error variance prior to the time with the first observations), this error would be reduced still
further. The apparent systematic shift in Figure 6 is symptomatic of (1) plotting the forecast and (2) the
relatively infrequent observations relative to the time step of the model, combined with the modeled
trajectory of leaf phenology being different from observed. It is important that we plot the forecast and
calculate the RMSE based on this so as not to be assimilating observations we are using for our skill metric.
However, to demonstrate the effectiveness of the assimilation we have also plotted the analysis on
Figure 6c. Note that although the analysis is much closer to the observations, it is still lagged behind the
observations. This reflects that it is always being moved toward the observations, but due to observation
error and error in the forward model they never correspond exactly. This is common to all sequential DA
systems, but the effect would be less apparent if more frequent observations were being assimilated.

The success of the EAKF illustrates a clear application to solve biases in initial conditions resulting from incor-
rect model spin-up. In this example, we are explicitly trusting the data more than the model, however we see
great potential for diagnostic studies; we can use the EAKF to ensure that the model will estimate C, water,
and energy budgets which are consistent with available data. This could help constrain changes in the histor-
ical global land C budget due to land use and land cover change processes not yet robustly implemented in
models given the wealth of global satellite observations and other LSM benchmarks over the last several dec-
ades (Hoffman et al., 2017; Y. Q. Luo et al.,, 2012).

3.3.2. Longer-Term Forecasts

The DA also had a positive effect on model forecasts over longer time periods (Figure 7). We assessed this
with our final experiment in which we assimilated biomass and LAl for the first 5 years, and then used the
ensemble at the end of this time period to provide the initial conditions for a longer-term forecast over
the next 5 years when no observations were assimilated (Figure 7). Given what we learnt in section 3.1
(Figure 1) we might expect the forecast ensemble to trend back toward the free-run ensemble, rapidly in
the case of LAl, and somewhat more slowly for biomass. The reality is a more complex picture. For biomass,
which has been updated to be distant from the free-run, there is little evidence of a trend in the ensemble
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Figure 7. Five-year forecasts of LAl and biomass, initialized by 5 years of assimilation of LAl and biomass observations using
adaptive inflation. LAl = leaf area index.

mean, but there is a gradual increase in model forecast error variance and by the end of the experiment this is
approximately equivalent to the free-run (Figure 7b). This is good news from a forecasting perspective as it
enables very accurate predictions of biomass for 5 years, with an RMSE in this period of only 51 g C/m?,
which is less than 5% of the RMSE of the original free-run during this period (Table 2). The longer-term LAI
forecast provides further, unexpected additional evidence of the potential importance of initial conditions
for forecasting with CLM and how the DA system can update the model state into unusual space. In this
case we have to plot individual ensemble members to begin to diagnose what happens during the
forecast period. This is because plotting the ensemble mean and variance alone hides that the ensemble
splits from very similar initial LAl values to a situation in which approximately half the ensemble gradually
decreases toward zero and half trends back toward the free-run although there is considerable variability
in the rate of this trend for individual ensemble members. The only clear predictor at the start of the
forecast period as to whether an ensemble member's LAl will decline or recover is fine root C.
Interestingly, it is the ensemble members with an initial high fine root C for which LAl declines. These
ensemble members also have ratios between fine root C and leaf C that are very variable, and derivate
away from the linear relationship found between these two variables in the free-run ensemble. We discuss
in the following section the implications of updating unobserved variables. Also, it should be noted that as
the DA system does not change the model structure directly, the seasonal cycle generated in LAl by
assimilating observations with this seasonal cycle is not continued.

3.3.3. Unobserved State Variables

A great advantage of ensemble DA techniques, such as the EAKF, is that they enable unobserved model state
variables to be updated by using statistical information from the ensemble describing their covariance with
the observed variables. Figure 8a shows scatter plots between observation values and model state variables
(e.g., leaf C content, leafc, see Table S1) used to calculate these observations. The translation between model
space and observation space is carried out using an observation operator (section 2.3). The effectiveness of
observation operators is in part related to how linear they are, as once increments have been calculated
by the filter in observation space, these are translated back into model space through a linear regression
between the observations and model state variables. Unsurprisingly, given the simplicity of the observation
operator, the correlation between observations and model state variables is very high for leaf C and LAI, and
dead stem C and biomass, and so the observations lead to effective updates of these model variables.
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Figure 8. (a) Scatter plots of forecast ensemble members between observations and model state variables used to calculate these observed values. (b) Scatter plots
between the dominant observed model state variables and other unobserved variables. LAl = leaf area index.
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Figure 9. Unobserved state variables are updated by the Ensemble Adjustment Kalman Filter. Updates to fine root C, live
coarse root C, and dead coarse root C causes changes in total root C, while updates in the three vertically resolved litter C
pools and three vertically resolved soil C pools causes changes in total litter C and soil C, respectively. C = carbon.
The stationary allometries and turnover rates used to partition C between the different C pools within CLM
(see Montané et al.,, 2017) result in strong correlations between these dominant observed model state vari-
ables and other unobserved variables (e.g., fine root C, frootc, see Table S1 and Figure 8b). By including these
other C pools in the DART state vector, they are updated at the same time as the observed variables using
these regression equations. The impact of these updates can be seen on all three of the large C pools for
roots, litter, and soil (Figure 9). Root C provides a good illustration of the impact of assimilating both LAI
and biomass when compared with Figure 7. Over the first 2 years we see the influence of assimilating LA,
with a modest decrease in root C when the first LAl observations are assimilated, and the appearance of a
seasonal cycle in the second year. This then persists over the rest of the assimilation period. The most marked
update occurs simultaneously with the large change in biomass in 2003, and is a reduction of a similar, rela-
tive magnitude to that seen in biomass. The impacts of assimilating LAl and biomass on litter C are less—note
the weaker correlations with litter in Figure 8. Nevertheless, there is a decrease litter Cin early 2003, and there
is a more apparent seasonal cycle. For the first few years the soil C forecast follows a very similar trajectory to
biomass and root C, although the relative reduction in 2003 is less. However, after 2003 there is no enhanced
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Figure 10. Impact of assimilation on ecosystem level carbon fluxes. NEP = net ecosystem production; GPP = gross primary
productivity; ER = ecosystem respiration.

seasonal cycle as we see in the other pools, which reflects three factors: (1) the much weaker correlation
between LAl and soil C (Figure 8); (2) the contrasting size of these C pools; and (3) the rather indirect
physical relationship between them in the model. Following the large update in these unobserved C pools
in 2003, corresponding with the similarly dramatic change in biomass at this time, ensemble spread
begins to increase. This is a relatively small increase over the next 4 years, and then increases rapidly. We
do not see this increase in ensemble spread in the observed variables, and hypothesize that one reason
for this could be an undesirable result of the inflation applied.

For all three of these C pools there is an apparent degradation of the forecast over the last 3 years of the simu-
lation, with ensemble members drifting to the lower bounds of possible values for root C and soil C; litter C
also exhibits an unrealistic increase and seasonal cycle. This is not a feature for the observed variables, and so
must be introduced through errors in the relationship between the observed and unobserved C pools used
by the filter to calculate the updates. This is compounded by potentially too much inflation being added to all
variables updated by the EAKF. The introduction of errors is either caused by small sample size, or the limita-
tions of having to use a linear relationship. This is compounded by the very strong correlations between the
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variables (itself potentially a function of small ensemble size and resulting sample error), causing unrealisti-
cally large updates in the unobserved variables. Comparisons between LSMs and global observational net-
works often highlight inappropriately high correlations between C pools and fluxes in models (Shao et al.,
2013). This problem of overly strong correlations between variables is typically dealt with using localization
in an ensemble DA context (section 2.2). Typically, localization is carried out across space, but J. L.
Anderson (2012) shows that its use may be appropriate between an observations and colocated variable
of a different quantity, and in future studies we will test this possibility with CLM. Such large changes in leaf
area, biomass, and other C pools would be expected to result quickly in feedbacks to C fluxes (Figure 10). Here
in the desert Southwest United States, net ecosystem production (positive indicates C uptake) is small and
shows considerable interannual variability. Patterns of GPP and ER are more easily interpreted, and we begin
to see divergence between the assimilation run and free-run by the end of the second year, by which time
the adaptive inflation routine has adjusted the model states to more closely reflect the observations. The
reduction in LAl during the winter and spring periods following assimilation results in much lower GPP during
the first half of the year; however, GPP remains as high as in the free-run in the latter part of each year, when
LAl observations, assimilation run and the free-run are more in agreement. In the latter part of the assimila-
tion period from 2008 onward we see a marked reduction in mean GPP for the assimilation run relative to the
free-run, but with increasing uncertainty. The overall reduction in productivity causes decreased ER during
the first few years of the assimilation period. The mean ER continues to decline throughout the rest of the
assimilation period. This is because the filter continues to update the large root, litter, and soil C pools (the
principal sources for ER) causing large—and unrealistic—increases in ensemble spread for these pools, that
result in the spread of ER increasing. This is possibly a result of overly simplistic allocation schemes within the
model causing spuriously high relationships between observed and unobserved C pools (Shao et al., 2013),
and unrealistic updates, possibly compounded through too large inflation values being applied to the
observed and unobserved variables updated by the EAKF. This will be addressed with localization in future
developments of the DA scheme. Nevertheless, it is clear during the first half of the assimilation period, assim-
ilating LAl and biomass observations had large and direct impacts on simulated C fluxes, reducing simulated
productivity in this case.

4, Conclusion and Perspective

The temporal autocorrelation inherent in ecosystem processes means that C stocks and fluxes estimated by
LSMs like CLM4.5 are sensitive to initial conditions, so improved estimates of current stocks and fluxes allow
for better predictions of future stocks and fluxes. This analysis demonstrates that state DA is an important and
tractable method for achieving more accurate initial conditions for LSMs. Assimilation of total biomass and
LAl led to large reductions in errors in both the assimilation period and well into the forecast period. We also
observed improved representation of the seasonal cycle in LAI, however as we do not alter the model itself
this improved seasonal cycle is not maintained during the longer-term forecast. Similar large changes to LAI
after DA have been reported by other authors. For example, Viskari et al. (2015) when they used an EAKF to
assimilate LAl observations into the ED2 model. Barbu et al. (2011) also found that assimilating observations
using a Simplified Extended Kalman Filter led to large LAI corrections, particularly during the senescence per-
iods when their model overestimated the LAl values, and also had a delay in the start of the growing period.
When using this system at the regional scale, Albergel et al. (2017) found that although stronger corrections
were applied to LAI than to soil moisture, high root-mean-square difference remained between observations
and analysis attributable to model error. The way we have implemented the DA, stocks, and fluxes that are
not observed are altered to reconcile the model logic with the observations, which allows us to infer the
dynamics of unobserved stocks and fluxes with more confidence than a conventional (free) model run.
However, because some land surface processes are more closely tied to dynamic changes in meteorology,
the influence of updating model states through DA is dependent roughly on the mean residence time of
the stock and, in the case of fluxes, the effect diminished very quickly. Adaptive inflation techniques pre-
viously implemented in meteorological and climate models (Altaf et al., 2013; J. L. Anderson, 2009) can be
used in terrestrial models to overcome very large initial mismatches between model predictions and obser-
vations even when these mismatches are the apparent result of model structural errors. It is worth noting that
DA is not a replacement for model development, however it speeds the identification of deficiencies in model
structure that are most consequential.
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A number of improvements would help achieve the goal of long-term, global DA. Using the technique pre-
sented here requires the development of a multidecade global ensemble climate drivers which would allow
us to generate the model ensemble spread. Given the utility of the long-lived terrestrial C pools, investment
in developing estimates and uncertainties for these observations would likely yield progress. Also, some
development of the model and DA system itself would be useful. While the update of states that were not
observed is powerful, some variables are correlated in the model through artifacts; evaluation of the covar-
iance between model states is required and where appropriate minimized using localization. Scale mis-
matches between grid cells and observations could be minimized by linking observations to particular
PFTs rather than to grid cell means.

While we have illustrated the technique in one type of ecosystem, our analysis suggests two important
potential uses for DA coupled with LSMs at broader geographic scales. First, DA can be used to improve diag-
nostic uses of models. Given our understanding of the land surface and our available historical observations,
DA constrains the possible model estimates for pools and fluxes that we cannot observe. This feature allows
us to improve historical C, water or energy budgets using gridded regional or global observations if uncer-
tainty is estimated appropriately. Second, forecasts of large C pools with the longest residence time are
improved for longer forecast lead times. If applied globally, DA could provide a more robust decadal or cen-
tennial projection of how much C is stored on land.
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