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Partial differential equations with random inputs have become
popular models to characterize physical systems with uncertainty
coming from imprecise measurement and intrinsic randomness. In
this paper, we perform asymptotic rare-event analysis for such ellip-
tic PDEs with random inputs. In particular, we consider the asymp-
totic regime that the noise level converges to zero suggesting that the
system uncertainty is low, but does exist. We develop sharp approx-
imations of the probability of a large class of rare events.

1. Introduction. The study of rare events due to system uncertainty,
for example the failure of materials due to intrinsic randomness, is crucial
and yet challenging. While those events do not often occur, they lead to
catastrophic consequences. Therefore it is important to estimate the prob-
abilities of such events and to characterize those events which help finding
interventions to prevent them from happening. In this paper, we consider
the following classical continuum mechanical model in the form of a linear
elliptic partial differential equation (PDE) defined on a domain U C RY,

(1) =V (a(@)Vu(z)) = f(2),

subject to certain boundary conditions that will be specified in the sequel.
The solution u to the above equation describes the deformation of a piece
of elastic material under the external force f. The function a(z) is known
as the elasticity determined by the property of the specific material and
it is strictly positive. Instead of assuming that a is deterministic, we are
interested in the situations when the tensor a contains randomness. The
randomness is introduced to incorporate the uncertainties of simple elastic
materials at the macroscopic level or heterogeneity in the microstructures
of complex materials. Under this setting, the solution u(z) (as a function of
a(x)) is also a stochastic process whose law is determined by that of a(z).
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Besides material mechanics, the elliptic PDE (1) arises also in many other
fields of applications, such as hydrogeology and porous medium. The tensor
a(z) carries different names such as conductivity and permeability. It is rec-
ognized that the modeling of the random field a(x) is of primal importance
for the analysis. In this paper, we consider the following stylized model

(2) a(z) = agp(z)e 7@ zel,

where £(z) is a Gaussian random field defined on U and ag(z) is a deter-
ministic function. The scalar ¢ > 0 is a parameter indexing the noise level.
Many studies by practitioners, e.g., [Freeze, 1975, p.728-729] and [Charbe-
neau, 2000, p. 40], have shown that the log-normal distribution provides a
good fit to the empirical data. Hence, the log-normal assumption is well
justified in applications and is used in mathematical analysis and numerical
computation of the random PDE (1). In our paper, we follow this convention
of log-normal assumption for the rare-event analysis.

In this work, we consider the small noise asymptotic regime that o tends
to zero. Yet, even small noise can lead to a drastic difference of the PDE
solution from that of the deterministic case when the noise level is zero. Our
results characterize such rare events, more precisely, the deviation of the
solution of the random elliptic PDE in presence of small noise. In particular,
we focus on the deviation from the deterministic solution as the uncertainty

level goes to 0. Let H be a mapping from C(U) to R. Of primary interest is
w(o) =P{H(u) > H(up) + bs} as o —0.

where u is the solution to equation (1) and wug is the solution when the
noise level is zero, i.e., a(x) = ap(x). The level b, will be sent to zero as
the noise level o goes to zero, which will be specified in the sequel. The
main contribution of this paper is to derive sharp closed-form asymptotic
approximations of w(o) as ¢ — 0. To the authors best knowledge, this is the
first rigorous asymptotic analysis of random elliptic PDE for d > 1.

Given that #H(u) is a (complicated) functional of the input Gaussian pro-
cess &(x), the analysis of the tail probability w(o) links naturally to the
rare-event analysis of Gaussian random field. The study of the extremes of
Gaussian random fields focuses mostly on the tail probabilities of the supre-
mum of the field. The results contain general bounds on P(max&(x) > b)
as well as sharp asymptotic approximations as b — oco. A partial literature
contains [Landau and Shepp, 1970, Marcus and Shepp, 1970, Sudakov and
Tsirelson, 1974, Borell, 1975, Borell, 2003, Ledoux and Talagrand, 1991, Ta-
lagrand, 1996, Berman, 1985]. Several methods have been introduced to
obtain bounds and asymptotic approximations. A general upper bound for
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the tail of max{(z) is developed in [Borell, 1975, Tsirelson et al., 1976],
which is known as the Borel-TIS inequality. For asymptotic results, there
are several methods, such as the double sum method ([Piterbarg, 1996]) , the
Euler—Poincaré characteristics of the excursion set approximation ([Adler,
1981, Taylor et al., 2005, Adler and Taylor, 2007, Taylor and Adler, 2003]),
the tube method ([Sun, 1993]), and the Rice method ([Azais and Wschebor,
2008, Azais and Wschebor, 2009]). Recently, the exact tail approximation
of integrals of exponential functions of Gaussian random fields is developed
by [Liu, 2012, Liu and Xu, 2012]. Efficient computations via importance
sampling have been developed by [Adler et al., 2008, Adler et al., 2012]. For
the analysis of the tail probabilities of lognormal random fields with small
noise, refer to the recent work in [Li et al., 2016].

There are also existing work in the context of PDE with random coef-
ficients. [Liu and Zhou, 2013, Liu and Zhou, 2014] study the asymptotic
behavior of one-dimensional (d=1) elliptic PDE. [Liu et al., 2015] presents
the corresponding rare-event simulation algorithms. The main difference be-
tween the cases d = 1 and d > 1 is that u(z) can be written analytically
as a function of a(x) for d = 1 and there is no closed-form solution of u(x)
for d > 1. Furthermore, [Xu et al., 2014] presents asymptotic analysis for
stochastic KAV equation. Recently, [Berglund et al., 2017] presents analy-
sis on an Eyring-Kramers law for an Allen-Cahn equation driven by weak
space-time white noise when d = 2. The recent book [Armstrong et al.,
2017] discusses stochastic homogenization of elliptic operators with random
coefficients. In particular, Theorem 2.15 of [Armstrong et al., 2017] could be
interpreted as a large deviation estimate, and Theorem 5.24 of [Armstrong
et al., 2017] presents a central limit theory type of result.

The rest of the paper is organized as follows. Section 2 presents the prob-
lem setup and the main asymptotic results. The technical proofs are given
in Section 3.

2. Main results.

2.1. The problem setup. We consider the following elliptic PDE. Let U C
R? be an open, bounded domain with a smooth boundary. The differential
equation concerning u : U — R with Dirichlet boundary condition is given
by

(3) {—V (a(z)Vu(z)) = f(z) forz € U;

u(z) =0 for x € OU.

In the context of elastic mechanics, u characterizes the material deformation
due to external force f and a : U — R gives the stiffness of the material. We



4

assume that the material is clamped to a frame on the boundary 0U and
hence the Dirichlet boundary condition u(QU) = 0 in (3) is assumed. The
external force f is sufficiently smooth and bounded, that is, there exists a
constant ¢ € R such that

(4) f(z)|<e, Vzel.

We study the behavior of the material under the influence of internal ran-
domness, which may be the result of manufacturing processing or the un-
certainty of the material properties at the microscopic level. We adopt a
probabilistic viewpoint of the complexity and heterogeneity inherent in the
material and view the coefficient a(z) as a random field. The process a(x)
is physically restricted to be positive and is modeled as a lognormal random
field given as in (2). Furthermore, the Gaussian random function £ has mean
zero and its covariance function is denoted by

(5) Clz,y) = E{{(x)¢(y)},

which does not depend on o.

The solution u(x) depends implicitly on a(z) through equation (3) and
further £(x) via a logarithmic change of variable. It is useful to define a
mapping from the coefficient ¢ to the solution u

J[E] = ug

where wg is the solution to equation (3) with a(z) = ag(x)e ). This map-
ping depends only on the deterministic function ag, the external force f, the
domain U, and the boundary condition. In this paper, we are interested in
the asymptotic regime that the amplitude of the uncertainty level o tends to
zero. Then the failure problem concerns the random solution use = J(0&) by
noting the definition of J above. As ¢ — 0, the process a(x) tends to its lim-
iting field agp(z). Let ug(x) be the corresponding limiting solution satisfying
equation

- {—v : (ioéx)Vuo(x)) = f(z) forz € U;

uo(x) for z € OU.

Then, under mild conditions, we have u(z) — ug(x) as ¢ — 0.

We provide asymptotic analysis of the event that u deviates from its lim-
iting solution ug. Let H be a functional from C(U) to R characterizing the
deviation. For instance H(u) = [;(u(z) — uo(x)) dx. Let G be the composi-

tion of J and H, that is,
(7) G(&) = H(I[E])-
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To simplify notation, we always choose H such that G(0) = H(up) = 0. We
are interested the tail probability of G(c§) as o — 0. In particular, we derive
asymptotic approximations for

(8) w(o) =P{G(c€) > b} as o —0,

where the deviation level is chosen to be b = ko for some fixed o € (0,1)
and x > 0. In particular, the deviation level b also goes to 0 as the uncertainty
vanishes. Without loss of generality, we fix kK = 1 and b = ¢ in the following
discussion, as k can be absorbed in the functional G.

2.2. Notation. We first introduce some notation that will be used in
the sequel. Throughout this analysis, we consider G to be a differentiable
functional and let G’ be its Fréchet derivative, that is,

G(€ +en) = GE) +¢ /U G€)(@)n(x)dz + o(e), ase 0, V&€ CD).

For 0 < 8 < 1, we say that a function w is Hoélder continuous with order
if the Holder coeflicient

w(z) —w(y)|

< .
lz —y|? >

9) [w]g = sup

z,yeU,x#y
We use C*(U) to denote the space containing all k-time continuously dif-
ferentiable functions. For nonnegative integer k£ and 0 < 8 < 1, we use
CFB(U) to denote the set of functions in C*(U) whose k-th order partial
derivatives are Holder continuous with coefficient . For simplicity, we write
CY8 () = CB(U). We proceed to the definition of norms over C*# (). We
first define the seminorms

[W]go = maxsup |[DTw| and [w]ps = max [DTw]g,
=k IvI=k

alrlw
OMxy..00dxy "

where 7y is a multi-index v = (71, ..., vq), || = Zle ~i, and DYw =
We further define the norms

k

lwller@y =Y [wljo  and  Jwllors @) = llwllcr@) + wlks.
j=0

Equipped with | - Hck,g((j), the space C*8(U) is a Banach space for all non-
negative integer k and 0 < 8 < 1. To simplify notation, we write

wle = l[wller@y:  [wlkp = [wllcrs@),  wls = |wlog-



2.3. Asymptotic results. We make the following assumptions on the smooth-
ness of functional H and the elliptic PDE, as well as the covariance function

C(x,y).

H1. There exist constants B,0r, kg such that 0y > 0, 0 < 8 < 1 and
H'(u) € CP(U) for all |u — uglas < 8. In addition, H’ is Lipschitz in
the sense that

(M [ur] — H'[u]lp < Krrlur — uzlap

for all |uy —ugl2,5, |[u2 —uol2,s < 6. Here, ug € C2#(U) is the solution
to (6) when £ is set to be 0.

H2. There exists 2 € U such that Vgo(z)- Vug(x) # 0, where go € C25(U)
is the solution to the PDE

(10) {_v’<aoéx>v90<m>>—muo1<w> for & € U;

go(x) = for = € OU.
H3. The set U is a bounded domain with a C?# boundary dU, ay €
CYA(U), mingei ap(z) > 0 and f € CP(U).

H4. The Gaussian random field {¢(z), 2 € U} belongs to the space C*8(U)
almost surely. Its covariance function C(-,-) is positive definite and
satisfies sup e |C(+,y)[1,28 < 00. Moreover, we assume that for all ~
such that [y| < 1, sup,cp [Cpre(v, y)|2p < 00, where Cpog is defined in
(14).

Define a mapping C : C(U) — C(U)

Cuw £ /C(~, y)w(y) dy.
We consider the optimization problem

11 K:= i K
(11) * = cepgii . KO

where the functional K : C(U) — R is

(12) K(w) 2 [ w@)Cla,y)uly)dody,
U
and the set B is defined as

(13) B2 {w e CPB(T) : |wlys < aa—l—a}
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for some k > 0, € € (0,min(a/2,(1 — «)/2)) and « is given as below (8).
Because B is a compact subset of C¥#(U) and the functionals K and G are
continuous over B, the above optimization problem has at least one solution.
Later in the current section, we will show that this solution is also unique.
The sharp asymptotic approximation for the elliptic PDE with small noise
is presented in the next theorem.

THEOREM 1. Under the Assumptions H1-H/, for 0 < a < 1, we have
1
P{G(0€) > 0%} = (¢1 + 0o(1))o' % exp ( - 51(:;) as o — 0,

where ¢; = {(2m) 1K (aVgo - Vuo)}% and K} is the minimum obtained in
(11) with k =1 in (13) and 8 being defined as in Assumptions H1-Hj.

Under Assumption H3, the PDE (3) has a unique solution uy € C%#(0)
when ¢ is set to be 0. Furthermore, under Assumptions H1 and H3, (10)
also has a unique solution in C%#(U). Therefore, go and ug in the above
theorem are well defined. See Lemma 6 on page 19 for the existence and the
uniqueness of the Holder continuous solution to elliptic PDEs.

The solution of the optimization in (11) is generally not in a closed form,
and so is K. In what follows, we present results on asymptotic approxima-
tion of K} as well as its numerical approximation. Our strategy for develop-
ing these results and proving Theorem 1 is to consider a general functional
G, which is not necessary to be H(J) as defined in (7), and develop general
theories accordingly.

2.4. Asymptotic results for general functionals. We present sharp asymp-
totic approximations of the tail probabilities w(o) under the following as-
sumptions on a functional G, which is not necessary in the form as is defined
in (7), and the covariance function C(z,y).

ASSUMPTION.

Al. There exist constants k, B, q, kg such that k is a non-negative integer,
0<B<1,dc >0 and for all lwlxs < dg, G'w] € CHP(U). In
addition G’ is a (local) Lipschitz operator in the sense that for all
|wi kg, |wa2lk,g < 0, we have

|G’ [w1] — g’[wzﬂkﬁ < kglwy — walkg-

A2. There exists x € U such that G'[0](x) # 0.
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A3. The Gaussian random field {£(z) : € U} belongs to the space C*P(U)
almost surely, that is, P(|¢|rs < o0o) = 1. The covariance function
C(-,-) is positive definite and satisfies sup, e |C (-, y)|k28 < 00. More-
over, we assume that sup,ci |Cpre(,y)l2p < oo for all v such that
|v| < k, where we define

(14) Cpre(z,y) = E{D¢(x) D7E(y)}.

With the above assumptions, we have the following sharp asymptotic
approximation for the tail probability of w(o).

THEOREM 2. Under Assumptions A1-AS, for 0 < a < 1, we have
1
P{G(c€&) > 0} = (ca + 0(1))o' ¥ exp ( - iK;) as o — 0,

where ¢y = {(27)~1K(G'0])}2 and

K = min K(w),
weB,G(cCw)=0
where K is defined as in (12) and B is defined as in (13) with the same [
and k as in Assumptions A1-AS.

The constants k and 8 in Assumptions A1-A3 are problem-dependent. For
example, [Li et al., 2016] consider the functional G(&) = [, e?W+rgt —
I e*Mdt, where pu(-) € C(U) is a deterministic function. This particular G
satisfies Assumptions Al and A2 with £k =0 and g = 0.

Now we proceed to characterizing the solution to the optimization (11).

THEOREM 3. Under Assumptions A1-AS3,

(i) the optimization problem (11) has a unique solution for o sufficiently
small, denoted by £*;
(i) we have the following approximation as o — 0
g'lo]

=1+ ok,ﬁ(m"ailm’

where we write hy(-) = ok g(1) if |he|rg = 0o(1) as o — 0.

Combining Theorem 2 and Theorem 3, we arrive at the following approx-
imation.
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COROLLARY 1. Under the Assumptions A1-AS8, for 0 < a < 1, we have

02a—2
logP Al = _—
0og {9(05) >0 } (1+ 0(1))2K(g/[0])
Intuitively, G(c€) — ~ o0 [; G'[0](z)¢(x)dx according to the first-

order approximation of g Thus the above corollary serves as a rigorous
justification for the approximation

0.2@—2

08 P(G(0) > o) ~log P o [ Gl0l(@e(a)dn > 07| ~ T

If we are only interested in obtaining Corollary 1, it may be possible to
rely on the above heuristic and simplify the proof. However, if we would
like to obtain a sharp asymptotic approximation as shown in Theorem 2,
the first-order approximation is insufficient for obtaining the subexponential

terms. To see this, we consider a simple example where U = [0,1], is
a centered Gaussmn random field living on U with Var( fo z)dr) = 1,
G(o§) = e Jo €@ _ 1, Then,

P{G(0€) > 0°} = P(e"Z — 1 > 6°), and o /U G'10)(2)é(x)dz = 0 2,

where Z a standard Gaussian variable. With some careful calculations, it is
not hard to show that

P(e?Z — 1> 0%) = (14 0(1))P(cZ > o)

if and only if % < a<1. Thus, for 0 < a < %, we cannot prove Theorem 2
by simply employing the first-order approximation.

2.5. Numerical approximation. In this section, we present a numerical
method, more precisely, an iterative algorithm, for computing the solution
&* to (11). To solve the optimization, we introduce the Lagrangian multiplier
A € R and define the Lagrangian function L

& = [[ e@ct ey - 260 Ce) - 0°).

The first-order condition ‘32 = 0 implies the KKT condition for A and &

C¢ = \CG'[¢C].
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Since the covariance function C(z,y) is positive definite and thus the linear
map C is a bijection. The above condition becomes

(15) ¢ = AG'[0C¢].

The solution (£*, A*) to the constrained optimization problem is determined
by

(16a) £ =\"g'oCe,
(16b) G(oCE&*) = o™

Our strategy is to first find A given ¢ to satisfy the constraint (16b); and then
we look for ¢ and the corresponding A = A(&) determined by the previous
step to satisfy the fix point equation (16a). Motivated by this, we define a
functional

A:B— [—017F g1

such that for each w € B, A = A(w) solves the following equation
(17) G(cCAG'[0Cuw]) = 0.

To see that A(-) is well defined, for each w € B we define the function
Ty : [—00‘71*8,00‘7175] — R,

Tw(N) = A — K(G'0]) Lo (g(amg’[acw]) - 00‘).

Clearly, solutions to (17) are fixed points of the function T, (-). The well-
posedness of the function A(-) is then established by the next proposition.

PROPOSITION 1. For o sufficiently small, w € B, and |\1|,|A2| < 0717,
we have that |Ty,(A1)|, |Tw(X2)| < 0 17¢ and there exists a constant kr in-
dependent of o and w, such that

|Tw()\1) — Tw()\2)| S I{TO'Q_6|>\1 — )\2‘

The above proposition and the contraction mapping theorem guarantee
that for each w € B, Ty(-) has a unique fixed point in [—c® 175 g*~17¢],
Therefore, there is a unique solution A(w) € [—o® 17 0*~17¢] satisfying
(17). Furthermore, it ensures the convergence of the iterative algorithm
based on the contraction mapping T,,(A). We further define an operator

—
—
—

g

(18) E[w] = A(w)G' [ocCw].

The solution £* to (11) and equivalently (16) is a fixed point of =.
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—_

PROPOSITION 2. For o sufficiently small, Z is a contraction mapping
over B. More specifically, there exists a constant k= such that for all wi, wy €
B, we have

|E[wi] = E[wa]lk,s < k=0 |w1 — w2k,

The above proposition and the contraction mapping theorem guarantee
that (16) has a unique solution that is (A\*,&*) in [~o® 175 02 17¢] x B.
Furthermore, this solution can be computed numerically via the following
iterative algorithm.

2 a1 G'[0]
1. Initialize £ = o SR

2. At [-th iteration, update él* by

Fx
l

[1]

(S
According to the contraction mapping theorem, the rate of convergence is

€ = €l < (k20®)' [ — €¥lp = O(a™ 7).

Therefore, if we run [ > @

iterations, then |éf — &k = o(c17), and

we could use lC(él* ) to approximate K} in Theorem 2.

3. Technical Proofs. Throughout the proof we will use ¢ as generic
notation for large and not-so-important constants whose value may vary
from place to place. Similarly, we use g as generic notation for small positive
constants. Furthermore, for two sequences a, and b,, we write a, = 0o(by)
if b, /a, — 0 as o tend to zero and a, = O(b,) if by /a, is bounded when
o varies. Moreover, for two sequences of functions a,(-) and b,(-), we write
ag = 0k,3(bo) if |ac|k,s = 0(|bo|k,3) and as = Of,p(bs) if |ac|k,s = O(|bolk,8)-

The proofs in this sections are organized as follows. The proof of Theo-
rem 2 is presented in Section 3.1. Section 3.2 presents proofs of Proposition 1,
2 and Theorem 3. Section 3.3 shows the proof of Theorem 1. The proofs of
supporting lemmas are postponed to Appendix A.

3.1. Proof of Theorem 2. We start with a useful lemma that restrict our
analysis on the event £ = {{ — C&* € B}, whose proof will be presented in
Section A.

LEMMA 1. There exists a positive constant €y such that

2a0—2—2¢

P(¢ — CE* € B°) < 7507
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PROOF FOR THEOREM 2. Let £* be the solution to (11). We define an
exponential change of measure

1) E=ew( [ €@ewan—g [ [ e@c@ne wdny).

Under measure Q, &(x) is a Gaussian random field with mean function
C¢&*(x) and covariance function C(x,y). Let

L={¢—Ce¢ eBl.

According to Lemma 1, we only need to consider the event restricted to L.
By means of the change of measure QQ, we have

P(G(c§) > 0%, L)
_ o |dP o
- E [d@’ G(o&) > o, ,C]

= oo (3 [ €@0@s )

(20) x B e~ Ju € @, go6) > 00, 1],
where EQ denotes the expectation with respect to the measure Q. It is
easy to check that the random field C&*(z) + £{(z) under P has the same

distribution as £(z) under Q. Thus, we replace the probability measure Q
and ¢ with P and C¢* + ¢ in (20) and obtain

(5

« E [ Ju € @(CE @@, g5 (¢ 1+ Ce)) > 0°, € € B}
1 . .

(-3 ], e@cEve )

X

E [ v € @0, G(o(¢ + C¢)) - G(aCE") > 0,¢ € B

= G X B [ Jo @ G (¢ 4 CEY)) - G(oCET) > 0,6 € B
We define two events

F ={G(c(£+C¢™))—G(cCE™) > 0}, and Fy = {/(]g/[UC§*](x)U§(x)dx > 0}.
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Let the event £1 = {{ € B}. We will present an approximation for
I, =—E [e, Ju & @)(@)da, F1]
and show that

L =FE [e— Jo & @E@de, (7 AF) Ll}

is ignorable, where “A” denotes the symmetric difference between two sets.
First, we compute

(21) I, =E [e_ Ju & @)z, / G'[oCE ()€ (x)d > o} .
U

According to Proposition 2 whose proof is independent of the current one,
&* is the fixed point of the contraction map = and thus

¢ =E[§"] = M€)G [0 CET.

Therefore, £* and G'[cC&*| are different only by a factor of A(£*). Thus,
Jy € (@)&(z)dx and [;; G'[0CE*|(x)é(x)dx > 0 are different by a factor A(£*).
The following lemma establishes an approximation for A(£*).

LEMMA 2. For all w € B, A(w) = K(G'[0]) 1oL (1 + o(1)). This ap-
proximation is uniform in w.

Thanks to Lemma 2, we have

Hgafl
AE)Y=(1+0(1)) =5
(€)= 1+ o)) ran
Let Z1 = [;; £*(2)&(x)dx, then Z; is a normally distributed random variable
with a zero mean. The expectation (21) can be computed as follows
E [efZl; Z1 > O]
2

[ W
e 2Var(z) 1 dz

oo 1
/o /2w Var(Z)
1 v2

(22) = e ],
27 Var(Z7)

where V is a random variable following the exponential distribution with
rate 1. Notice that

(23) Var(Z1) = /Ufo*(w)C(%y)i*(y)dxdy = (1+o(1))o** 2L~ "(g'[0]].
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The second equality is obtained with the aid of Theorem 3(ii). The above
display, (22) and dominated convergence theorem give

L= {(2m) 7' K(G'10])} 2o (1 + o(1)).
Now, we proceed to the term Is.

LEMMA 3. Under Assumption A1, we have that for |wi |y g, w2l < da,
|wi —wal, % g(wl)—g(wg)—/ G'[wa) () (w1 () —wa(2))dz| < meas(V)ka,
U

where meas(U) is the Lebesque measure of U and k, B, ¢, kg are constants
appeared in Assumption Al.

According to Lemma 3, we have that for ¢ sufficiently small and £ € B,
(24)

6o (e +0e") - G(oCEY) / G/l &) (w)é(w)de| < meas(U)rao?l€l o
Note that on the event F1AF, G(0(64+CE*))—G(0CE*) and o [, G'[0CE*|(x)E(x)dx

have opposite signs and thus
(25)

G(o(erce)-G(oCe) / Gl CE ) (x)e(x)de| > |o / G/ CE") ()¢ ().
We combine (24) and (25) and arrive at
(FAF) N Ly C {meas(U)/ﬁgHﬁﬂzﬁ >0 /U g’[acg*](x)g(x)dx\} N L.
We write Zy = HﬁHzﬁ, then the above display implies that
(FAF) N Ly C {meas(U)kgZy > o *A(E*) 7Y Z1|} N Ly.
This gives an upper bound of the expectation
e~ Ju & @@, (pAR) ﬂﬁl} <E[e 2 kgl > o 'NE) 2], L]

On the event {0 < |Z;1| < 0}, this expectation is negligible compared to I,
that is,

(26)  E[e”;0<|Z1] <0 =O0(P(0 < |Z1] < 0%)) = O(c'*F9).
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The second equality in the above display is due to (23). Furthermore, on the
set L1, we have |Z1| < |€*|ol¢|oko < Koo?®~27¢, where kg is a sufficiently
large constant. Therefore, we only need to focus on the expectation

E [e7'0° < |Z1] < koo™ 275, Zy > A(€*) 7Y Z1 /o]

00 2a 2—e
_ / P2y > M) V20|21 = 2)pa, (2)d2
o.2a—2 £

0
(27) +/ e P(Zy > A& 2/0|Z1 = —2)pz, (2)dz,
where pyz, (z) is the density function of Z;.

LEMMA 4. For z € [0%, koo?*~27¢], there exists a constant g9 > 0 such
that
(28)
P(Zy > M) 2/0|Z) = 2) + P(Z2 > A(E%) 1 2/0|Z) = —2) < e™07 2,

With the above lemma, the expectation (27) is bounded by

00.2047275 .
(27 < / =0T Nz () d
7 2a 2—¢ 2
T 2nvar(Zy) / e (0 T e g
™ ar 1
2a 2—e

—x
Lo zdz’

\/27rVar Zy) /

for o sufficiently small so that ego™* — 1 > 0~ The above inequality is
further bounded by

20<2€
a_azd

(27)

IN

z

\/27rVar Z1) /

—Ko
27 Var(Zy)
= O(e 27 ™).

_f0 y—ate
20—2— €72

IN

Therefore,

(27) = o(c1 7).
We combine our analysis for I; and Is and conclude our proof for Theorem
2. O
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3.2. Proofs of Proposition 1, 2, and Theorem 3 .

PROOF OF PROPOSITION 1 . Note that as o tends to zero, we have cCw =
orp(1), G'leCw] = G'[0] + 0 3(1) and cCAG'[cCw] = ok g(1) for all |A] <
0%~ 1=¢ and w € B. This allow us to expand G(cCAG'[cCw]) near the origin.
We elaborate this expansion as follows. First, according to Assumption A1,
we have that there exists a constant £g such that for all w € B and o < ¢y,

(29) Q’[an] = g/[O] + Ok,g(O'C’w).

Second, with the aid of (29) we have that for all |\1],|\2] < 0®17¢ and
w € B,

(30) 0CA\G'[0Cw] — 0CX2G' [0Cw] = o(A1 — A2)C{G'[0] + Ok 5(cCw)}.

Thanks to Lemma 3 on page 14 and (30), we have that for all |A1], || <
o 1=¢ and w € B,
(31)

G(0CA\ G [0Cw])—G(0CAG [0 Cw)) = /Ug’[UC)\gg’[an]](m)v(m)dw—i—O(vlzﬁ),
where we define

v(z) = 0C\ G [0Cw](x) — 0CA2G' [0 Cw](z).
Setting w as AoG'[cCw] in (29), we have

(32)
G'[0CAG'[0Cw]] = G'[0] + Oy, 3(cCA2G' [cCw]) = G'[0] + O 5(cA2G'[0]).

The last equality in the above display is due to (29) and the fact Oy, g(cCw) =
o, 3(1). According to (30) and (32), we have

/U G'[cCAG' [cCw]](z)v(z)dz
(33)= oA — >\2){ /U CG'[0](x)G'[0])(x)dx 4+ O( /U o2 XG'[0](2)G () da)
+O( /U 5G'[0](z)Cuw(z)dx) + O(c Ao /U g’[O](az)Cw(J:)dx)}.
Note that for g € [0~ 175, 0*~17¢] the above expression is simplified as
| glocxg rcull@pois

= o -2 /U CF'[0)(x)g'[0)(x)dx + O(0" )}
(34) = (M = M){K(G'[0]) + O(c* %) }.
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Combining the above expression with (31), we have that for |A1],[A\o] <
o 1=¢ and w € B.

G(ocCA\ G [0Cw]) — G(aCA2G'[0Cw])
=0 (A = 2){K(G'[0]) + O(0*79)} + O(0% (A1 — A2)?),

which can be simplified as
(35)
G(cCA\G'[0Cuw]) — G(eCAG' [0 Cw]) = o (A1 — A2){K(G'[0]) + O(c®7%)}.

Recall the definition of T},(\), we plug the above expression into the differ-
ence T\y(A1) — Ty (N2), and arrive at

Tw(M)=Tw(A2) = M= =K(G'[0]) "'o ™ x o (A = A){K(G'[0]) +O (%)},
which is simplified as
Tw(M) — Tw(A2) = —K(G'[0)) "L (A — X2) x O(67°).
The above expression implies that for |A{|,|Aa] < 0% 175,
(36) Tw(M) = Tw(A2) = (M — A2) X O(c“7°).

This shows that Ty, ()) is a contraction mapping for A € [~o®~17¢ go~17¢],

To see Tyy(\) € [0 175,097 17 for A € [0 175,02 17¢] and w € B, we
let A2 =0 and A\; = A in (36) and obtain that
Tw(\) — Ty (0) = NO(0°7F) = O(o?*~17%),

Recall that T,,(0) = —K(G'[0]) to~1o® = —kK(G'[0]) Lo®~L. This implies
(37) Tw(\) = kK(G'[0]) o* 1 (1 +0(1)) € [0 175, 07717
and concludes our proof. ]

PROOF OF PROPOSITION 2. According to the definition of =,
Elwi] — E[ws] = Alwy)(G'[cCw1] — G'[cCws]) + (Al(wr) — Alwz))G [0 Cws)].
Therefore, we have

(38)
|Elwr] — Efws]r,s
<|A(w)] x [(G'[eCwi] = G'[oCwa))lk,s + [A(wr) — A(wa)| x |G'[oCuwa]ks-
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We establish upper bound for the first and second terms on the right-hand-

side of the above inequality separately. To start with, according to Assump-

tions Al and A3 that sup,ep |C(+, y)lk25 < o0, for w1, ws € B, we have
[A(w1)] x [(G'[loCun] — G'loCw2])|k,p

=0(a|A(w1)|lw1 — walk,g) = O(0)|w1 — walks.

(39)

The second equality in the above expression is due to Lemma 2 on page 13.
We proceed to the second term on the right-hand-side of (38). Because A(w)
is the fixed point of T,(+), we have

T, (A(w1)) = Awy) and Ty, (A(w2)) = A(w2).
Taking differencing between the above two equalities, we have
T (Awr)) = Ty (A(w2)) = A(wi) — Aws).
Adding and subtracting the term Ty, (A(w2)) in the above equality, we have
A(wr) = Awz) = To, (A(w1)) = Ty (Mw2)) + Ty (A(w2)) — Ty (A(w2)).-

Consequently,
(40)
[A(wi) = A(ws)| < [Ty (A(w1)) = Ty (A(w2))] + [Ty (Aw2)) = Towy (Aw2))].

According to Proposition 1, the first term on the right-hand-side of the above
expression is bounded above by O(c®¢)|A(w1) — A(ws2)|.

LEMMA 5. For all |\ = O(¢®™1) and wi,ws € B, we have
Ty (A) = T, (V)] = O(0) w1 — walk -

According to Lemma 5, the second term on the right-hand-side of (40) is
bounded above by O(c®)|wi — ws|i, g. Therefore, we have

[A(wr) = Awz)] < O(* )| A(w1) = A(wz)| + O(0®) w1 — w2

k?ﬁ :

Consequently, we have that for wy,ws € B,
(41) [A(wr) = A(wz)] = O(0®) w1 — w2
According to (29),

k?ﬂ'

|G'[0Cws]|r,5 = O(1).
The above approximation and (41) give
[A(wr) = Awz)| x |G'[oCws]|k,s = O(0%) w1 — waly,gp-

Combining the above display with (38) and (39), we complete our proof. [
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PROOF OF THEOREM 3. (i) is a direct application of Proposition 2, con-
traction mapping theorem and the KKT condition (16). We proceed to the
proof of (ii). Because £* is the fixed point of = in B, we have

E[€7] =A(£7)G [0 C¢T]
=kK(G'[0) 7o (1 + 0(1))(G'[0] + O,5(c€™))

KG'I0] oy
=(1+ ox5(1 o“
To obtain the second equality in the above display, we use approximation in
Lemma 2 on page 13 and (29). O

3.3. Proof of Theorem 1.

Proor oF THEOREM 1. Recall in (7) we define G(§) = H(J(§)) = H(u¢)
in the context of elliptic PDE. In what follows, we apply Theorem 2 to the
functional G. It is sufficient to verify Assumptions A1-A3 given Assumptions
H1-H4 with £ =1 and 0 < 8 < 1 and the Holder coefficient being .

We first present two useful lemmas. The following lemma guarantees the

existence and uniqueness of the Holder continuous solution to the elliptic
PDE.

LEMMA 6. Suppose that U is a bounded domain with a C*P boundary
OU for 0 < B < 1. Assume that there exist positive constants § and M such
that min, . a(x) > § >0, and |a|; 3 < M, and f € CP(U). Then the elliptic
PDE
(42) {—v (a(z)Vu(z)) = f(z) forz € U;

u(z) =0 for z € OU,

has a unique solution in C%5(U). Denote this solution by Uq,f, then
(43) |tha fl2,8 < 5(6, M, d, U)|f|,

where (6, M, d,U) is a positive constant, depending only on §, M,d and the
domain U.

We will also need the following lemma on the stability of the solution.

LEMMA 7. Suppose that U is a bounded domain with a C*P boundary
oU for 0 < B < 1. Let a1, as, fi and fo be functions over the domain U
such that

min a;(z) > 6, min as(z) > 0, la1]1.p, lazl1.s < M, and f1, f2 € CP(D).
xelU xeU
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Then,
|Uay,fy = Uaz. o l2.8 < K(6, M, d, U){|f1 = falp + a1 — az[1,plf1s},
where the constant (0, M,d,U) depends only on 6, M,d and the domain U.
The Fréchet derivative G'[w] has the following expression.
G'lw](@) = aw(z)Vguw(2) - Vuw(@),
where a,, () = age @), u,, € C>8(U) is the unique solution to

-V - (aw(x)Vuy(x)) = f(z) for z € U;
Uy(z) =0 for x € U,

and g, (z) € C*8(U) is the unique solution to

=V - (ay(2)Vgw(z)) = H'[uy](z) for z € U;
guw(T) =0 for z € OU.

For wy, ws € CYP(U), we are going to establish an upper bound for |G'[w1] —
G'|ws]|1 5. Note that

G'lun](z) — G'lws](x)
= (a‘wl (:U) — Qupy (%’))ngl (33‘) - Vi, (3})
+aw2v-gw2 (x)v(u’wl = Uwy (IL‘)) + Ay (:B)v(gwl (:E) — Guws (l‘)) ’ vuwl (l‘)

Thus,
|G'[w1] — G'Twa]l1,5
< ‘(awl - an)ngl 'vuw1|1,ﬁ
(44) +|aw2ng2v(uw1 - uwz)h,ﬁ + |awzv(gw1 - ng) : vuw1|17/3‘

We will establish upper bounds for the three terms on the right-hand side
in the above expression separately. First, note that a,, = ape™ "%, k=1,2.
Thus, there exists a constant €9 > 0 such that for all |w|y g, |w2]1 5 < €0,

(45) |, — aw2|1,ﬁ < kolwy — w2|1,5-
Therefore,

‘(a/wl - auu)v.gun ‘vuw1|1ﬁ < ‘aun - awzh:ﬁ‘Vle‘1,ﬁ|vuw1‘175

(46)
< kolwr — wal1,|gw, 28] tw, [2,5-
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Now we present upper bounds for |gw, |28 and |uy, |2, Let g¢ be sufficiently
small such that for all |w|1 g < o, mingey aw(z) > §ming gy ap(z) and
law|1,8 < 2|apl1,3. According to Lemma 6, we have that for all |w|; 5 < dg

(47) |twl2,p < K(0, M, d,U)|f]p,

where 6 = w and M = 2|ap|; g. Furthermore, according to As-

sumption H1, we have that for |u,, —uol2,s < 0

(48)  [H'[uwlls < |H'[uollp + rrluw — uolz,s < [H'[uo]ls + £rdn.

Set f = H'[uy] in Lemma 6 we have

(49)  lgwle,s < #(0, M, d, U)[H'[uw]|s < £(6, M, d, U)(|H'[uo]ls + £r o).
Combine this with (46) and (47), we have that for |wi|i g, |wa|1,8 < €0
(50) |(Gw; = Qo) VGw;, - Vi, |18 < Kolwr — w18,

with a possibly different xkg. We proceed to the second term on the right-hand
side of (44).

V(uwl - uw2)|1,5

Uy — Uws ’275'

V Guw,
Guwo

’aw2v9w2 'v(uwl - uw2)‘1,5 < ’aw2|175
< ’awzhyﬁ

17/8
2718

(51)

For |wal1 g < €0, we have |aw,|1,8 < 2|ag|1,3. Moreover, |gw,|2 3 is bounded
above by a constant according to (49). Therefore,

(52) |aw2v9w2 ) v(uw1 - Uw2)|1,ﬂ < ’{0|uw1 - uw2|2,ﬁa

for a possibly different kg. Taking a1 = ay,, a2 = ay,, and f1 = fo = f in
Lemma 7, we have

(53) U, — Uy |2,8 < R(0, M, d,U)|ar — az]1 | flg < kolwi — w2l g
(52) and (53) give
(54) |aw2v.gw2 : V(le - uw2)‘1,,3 < K%’wl - w2|1ﬁ'

We proceed to the third term on the right-hand side of (44).

V(Gw, — 9w2)’1,ﬁ‘vuw1 ’1,5
GJuwy — Ju2 12,8 2,8-

|aw2V(gw1 - gw2) ) Vuwl‘l,ﬁ < ’aw2|1,5

(55)
< ’an ’Lﬁ

U,
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According to the definition of a,, and (53), we have that for |wi|; g, |wa|1,8 <
€0,

(56) |aw2V(gw1 - ng) : vuw1|1,ﬂ < ’QU‘QUH - gw2|2,ﬁ'

Motivated by the definition of g,,, and g, , we take fi = H'[w1], fo = H'[w2],
a1 = Qy, and az = ay, in Lemma 7, then

(57)

|G, — gw2‘2,,3 < K(6, M, d, U){’Hl[wl] - Hl[wQH,ﬁ + |aw, — aw2‘1,5|Hl[w1”/3}'

According to Assumption H1, for |wi|; g, |wz|1,8 < dm, we have
(58) [ [wa] = H'wa]|g < mulwr — walp

(58), (45), (48) and (57) give

| 9w, — Guws 2,8 < Kolwi — walq g.
The above inequality and (56) give
(59) \anV(gwl = Gus) - vuwlll,ﬂ < K%’wl - wQ‘lﬂ

We combine (44), (50), (54), and (59), and arrive at
(60) |G'[w1] = G'[wall1,s < Kolwr — w1,

for ¢ sufficiently small, |wi|1g,|wa]1,3 < €0 and a possibly different rq.
Thus, Assumption Al is satisfied with & = 1. According to the definition of
G’, Assumption A2 is a dirrect application of Assumption H2. Assumption
A3 is the same Assumption H4 for £ = 1. Now we have already checked all
the Assumptions A1-A3. d
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APPENDIX A: PROOF OF SUPPORTING LEMMAS

PROOF OF LEMMA 1. Note that the event {{—C¢* ¢ B} = {|{—C&*|y 5 >
o172} implies the event {|¢| > 0175 —|¢*|;, 5}. According to Theorem 3,
€*|k.5 = O(c®~1). Thus,

(61) {€-C¢ ¢ B} C {I€lep > c0o® 177},

for a positive constant g and o sufficiently small. Recall the definition

€k, = Z sup sup [D7¢(z)| + sup [D7E]s.

—1 hl=lzelU IvI=k
Consequently,
) k —1-¢
{e-Ceg ¢ By C H{inggng”é( — }U{\STpl Dely > =

k
U U {sup D7) > % U toves > L

=1 pyl=t *€Y =t

The equality in the above display is due to the fact that {sup;”, X; > n} =
U, {X; > n} for any random variable X;, | = 1,...,m and constant 7.
According to the above display, we arrive at a upper bound of probability.
(62)

k go—1-¢
P(e-CE ¢ B) <0 3 Blawp [De(a)] > T )+ Y0 B(Dels )
— _ zeU +1
I=1 |y|=l ly|=t
We establish upper bounds for P(sup,cq |[D?€(x)| > C;J:l ) and P([D7¢]g >
g~ 1— oo~ 1—e

. ~) separately. We first analyze the term P(sup,cg |D7é(z)| > 2 )
We will need the following lemma, known as the Borell-TIS inequality, which
was proved independently by [Borell, 1975] and [Cirel’son et al., 1976].

LEMMA 8 (Borell-TIS inequality). Let g(z) be a centered and almost
surely bounded Gaussian random field. Then, Esup,cy lg(x)| < oco. Fur-
thermore, for any t > Esup,cy |g(x)|, we have

t2
(sup ()| - Bsuplg(x)| > 1) §2exp{— }
xeU

zelU 2sup,¢ Var(g(z))
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According to Lemma 8, we have that for all |y| < k, Esup,c7 |D7¢(x)| <
oo and
(63)

D) > ) < 2o | G }
P(sup |D7&(x)| > < 2expy — ,
(xeg k+1 P 8(k + 1)2sup e Cprve(z, )

a—1—¢e

for o sufficiently small such that 02*272¢ > 2Esup, ;7 |D7¢(x)|, and Cpre
is defined (14). According to Assumption A3, there exists a constant k¢ such
that for all |y| <k,

sup Cpre(z,x) < sup [Cprve(-,y)lg < Ko-
zelU yeU

The above display together with (63) give

Bloup |D6(x)| > T ) < 2exp{— T}
wcl kE+1 8(k+1)%ko
Combine this with (62), we have
020472725 Uaflfz-:
(64) P(§ ~ C¢" ¢ B) < moexp{— g} + ;ZP([D% > 1)

for a possibly different kg such that kg > 2Card{y : |y| < k}. We proceed
1

to establishing upper bounds for P([D7¢]s > Z—=—), |y| = k. Recall that

k+1
D7¢(x) — D7
D 12D =D
z,yelU,x#y ’:E - y|

Motivated by this definition, we define another centered Gaussian random
field double indexed by x,y € U

DYé(w)—De(y)
(65) gloy)={ e for wFY
0 for z=y

According to Assumption A3 ¢ € C*A(U) almost surely. Thus, g(-,-) is
bounded almost surely. According to Lemma 8, we have that Esup,, i ., [9(z,y)| <
oo, and

a—l—¢e

o g20—2-2¢
P( sup |g(z,y)| > <2expq — )
($7y60| (@, y)] kE+1 ) 8(k+1)2 sup, ,ep Var g(z,y)



RANDOM ELLIPTIC PDE WITH SMALL NOISE 27

for o sufficiently small such that 2*~2-2% > 2F sup, e 19(@, y)|. The vari-

ance of g(z,y) in the above expression is bounded above as follows.

Var g(z,y) = |z — y| > {Cpr¢(2,2) — Core(,y) + Cpre(y, y) = Cpoe(a,y)}
< [Cpre(,-)l2s + [Cpre(y -)las,

which is bounded above by a constant kg according to Assumption A3. Thus,
we have

( ’ ( )| O.a—l—e) O.2a—2—2a
P( sup |g(x,y)| > §2exp{—}.
zyel kE+1 8(]{? + 1)21€0

Note that [D7¢] = sup, . |9(2, y)|. Therefore, the above display is equiv-
alent to

O.a—l—e O,Qa—2—2e
66 P([D7¢]5 > <2 —— 5.
(66) (Des > %) < 2ew {7 |
We conclude our proof by combining the above inequality with (64). O

PROOF OF LEMMA 2. Because A(w) is a fixed point of Ty, (+), this lemma
is a direct application of (37). O

PrOOF OF LEMMA 3. We define a function A : [0,1] — R,
h(s) = G(wz + s(w1 — wa)) — G(ws) — 8/[]9'[@02](96){@01(%) — wy() b

Notice that h(0) = 0 and h(1) = G(w1) — G(wa) — [;; G'[wa](z) (w1 (x) —
wa(z))dx. Apply mean value theorem to h, we have

(67) Q(wl)—g(w2)—/UQ'[Mﬂ(flf)(ﬂ}l(ﬂﬂ)—w(w))dw = h(1)=h(0) = 1'(3),

for some § € [0,1]. According to the definition of Fréchet derivative, it is
easy to check that

W(s)=s /U{Q'[w1 + s(wi — w2)](z) — G'lwa] () }wi (x) — wa(x))da.
Furthermore, we have

)8 /U{Q'[wl + s(w1 — wo)] () — G'Twa](x) } (w1 () — wa(z))dz

meas(U)w — walo X |G'[w1 + s(w1 — wa)](z) — G'[wa](z)]o

)
meas(U)|wy —walo X kglwy — wa|k,g
)

ININ TN

meas(U)|wi — wal}, -
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Here, meas(U) is the Lebesgue measure of the set U, the second inequality
is due to Assumption Al, and the third inequality is due to the fact that w,
|lwlo < |w|k,z. Combine the above inequality and (67) we obtain the desired
result. O

PrRoOOF OF LEMMA 4. We prove the lemma by induction. We first prove
this lemma for the case where £ = 0 and 3 > 0. We consider the conditional
random field {¢((x),x € U | Z; = z}. It can be shown that there exists a
continuous Gaussian random field, denoted by {x(x),z € U}, who has the
same distribution as {£(x),z € U | Z; = z} and belongs to C*(U) almost
surely. The mean and covariance function of y(z) satisfy

px(a) = Var(Z)™ COV(Z1,§(33))Z=VM(Z1)_1/5*(y)0($,y)dy,
Oy(z.y) = Clz,y) — Var(Z1)™" Cov(£(x), Z1) Cov(£(y), Z1)
= C — Var(Zy)™! | ¢
(z,y) ar(Z7) /U§ (2)C(z, 2) /f
According to the expression (23) and sup,cg [C(+, y)|2s €< 00, we have that,

(68) ltxlp = O(Uliaz) and sug 1Cx(;y)|2p < o0.
ye

Let ((z) = ( ) i (z) be a centered Gaussian random field. Then event

x|? > A" = implies that AE)eyg . Furthermore,
ﬁ o Hx 18
according to (68) and Lemma 2 on page 13, we have

S I a
(g > 22y i)y > 203 vE - 00 02},

Because z < kgo2® 275, we have 07 2y/z — O(0'"%2) > ggo~24/2 for a
possibly different £¢. Therefore,

I3 > 25 ¢ i1 > cort v,
Consequently, we have
A *\—1 o
(69) P(Ix3 > 25 < Bl > c0r V).

According to the definition of the norm |¢|g = sup,cg [((x)|+[¢] 3. Therefore,
an upper bound for (69) is

(70)
* —12 . §
B > “E2) < Blsup (o) > ForHvE) +B(Is > FomEVE)

zeU
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We will present upper bounds for the first and second terms in the above
display separately. We start with the first term. Because ( is a centered and
continuous Gaussian random field, with the aid of Lemma 8, we have that
Esup, 7 |((x)] < oo and

Blsup (@) > L3 v2) < 2o { - BT
sup |((x —0c z) < 2exp< — ,
wel 2 32sup,c Covy (z, )

for ¢ and z such that o0~ 2y/z > 2Esup, g |¢(z)]. Because z > o,
€00 2+/z > 2Esup,cp |((x)] is satisfied for o sufficiently small. Conse-
quently, for o sufficiently small, we have

(71) P(sup [¢(x)] > 2o~ F/z) < e707 >
zelU 2

for a sufficiently small and possibly different 9. We proceed to the second
term on the right-hand-side of (70). Because ¢ € C?(U) almost surely, we
obtain an upper bound for P([¢]g > %00_% V/z) using similar arguments as
those for (66) on page 27

(72) B(icls > S0 ¥ vE) < 26707 ",

for o sufficiently small and a positive constant £y9. Combine (70), (71) and
(72), we have

A(e*)~L —a
(73) B(lxf3 > 2 2) ¢ gemaioz,
o
Recall that y has the same distribution as {((z) : x € U|Z; = 2}, thus (73)
implies

*\—1
AET) Z\Zl =2)< 2 €00 %%
o

(74) P(|é[F >
Using similar arguments, we have that for ¢ sufficiently small

*\—1
(75) p(le3 > 2607 F 2 = oy < e
g

Combing the above inequality with (74), we have

A

g

A(E* —1
P(l¢[5 > (€U)Z|21 = 2)+P(|¢]3 >

Z|Zl = —2) <4e7%07"F < o700

—«

z
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for e, < €9 and o sufficiently small. This completes our proof for the case
where k = 0 and 3 > 0. For the case k = 0 and § = 0, |£|g = |£]o. With

similar proof as those for (71), we have

16) (e > 207 2, — ) < Bsup (@) = Lo vE) < 26,
zelU
We also have similar results conditional on Z7; = —z. Therefore, for 5 = 0

we also have

P(lefs > (5*) “|Z1=2)+P (1€15 > 28 217 = —2) < dem00 1,

This completes our proof for the case that k = 0. We now proceed to prove
the lemma for k£ > 1. Assuming that for k = m,
(77)

P(|¢l7 5 >

A

—a,

‘Zl = —Z) < e 07

A(€)™

*\—1
|21 = )+ (el > ML

for some positive constant ey that is independent with o and z but possi-
bly depend on k. We will prove that the following inequality holds for o
sufficiently small and a positive constant &,

(78)
A(é‘*)’1

(€l 41, > |21 = 2)+P(l€] 71,5 >

A(gr)~t ' o
(é) Z|le—z)<€_€00 z
o

According to the definition of the norm | - |;,41,3, we know that for 8 > 0

€lm+1,8 = €lm + sup sup |[D7¢(x)| + sup [D7¢g.
[v|l=m+1 el [v[=m+1

Therefore,

*—12
A(€) 2 }

0'

{wmﬂﬂ_
* 712
c k=B U U e+ p7g0? = 285,
l=m1|y/|=m+1 €U

Consequently, we arrive at an upper bound

A*fl
P(lehns > 26217, = 2)
*\—1
< Bl > Mg

A() 12

7 =),
20 % ==

+ 3> (D) + (D7)

hl=mt1y|=mi1 - #€U
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We present upper bounds for the first and second terms on the right-hand-
side of the above display separately. For the first term, according to (77),
we have

(O —a
(50) Pllels, > 26 V217, = 2y < oo

2

For the second term, notice that

, A(E* —1
{(sup [D7e(a)| + [D7'elg)? > MEL )
zelU
, A(E* -1
= {sup D7) + D7)y > | 2
zelU
1 [AE) 12 o 1 [AE) Tz
- {jlelng”f(w)lzi —5 U s = 5\ —5—
Therefore,
: AEY 2
P((sup D7€(@)] + (D7 €ls)? = =55 121 = 2)
1 JAE) 2,
< P(iggm»s(x)rzz =z =2
, A(E* —1
(81) +IP’([D7§]52% (52()IZ|21:Z).

Now we present upper bounds for the two terms on the right-hand-side of the
above inequality for v and 4/ such that |y| = m+1 and |y/| = m+1. To do so,
we consider a continuous Gaussian random field x; that belongs to C#(0)
almost surely, and it has the same distribution as {D7¢(x),x € U|Z; = z}.

LEMMA 9. Let Cy, (s,t) = Exi(s)x1(t) and py, (t) = Exi(t), then we
have
x| = O(Jl_az) and sup [Cy, (-, y)| < oo.
yeU

The above expressions are uniform in vy for |y| =m + 1.

Notice that the above lemma has the same form as (68), so with similar
arguments as those for (71), we have

1 AE) TN e
Y >7 < EQO0 Z'
(82) P(sup| D7 (@) 2 5y =5, —) < e
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Also, similar as arguments before (72), we have

1 [A(EF) 12 P
- < EQO Z.
2 2% ) =€
Combining (82) and (83) and (81), we have

(83) P(1D" )5 >

*\—1
B ((sup [D7e(@)] + [D7el)? > M) F 7, = o) < g
zeU

Combining the above display with (79) and (80), we have
A(g*)~! —a
Pl > 2 = 2) < e,
’ o

for o sufficiently small and a possibly different constant €. Similarly, con-
ditional on Z7 = —z, we have

A(g*)—lz —e00 %z
P(lef2 15 > =212 = —2) <07
Thus,
A(EF) Lz A(E") 1z o,
P(IeRrs > M 2 = ) B (e 2 M 2 = ) <o

and we complete the proof for (78) for the case where § > 0. For § = 0,
I€lm+1 = |€lm + SUP}y|=m11 SUPzei |D7E(x)|. We obtain the proof for the

case where § = 0 by ignoring all the [D'Ylf] g terms in the proof for the case
where 8 > 0. This completes the induction. ]

PROOF OF LEMMA 6. According to Theorem 6.14 in [Gilbarg and Trudinger,
2015], we have that the PDE (42) has a unique solution in C*#(T). De-
note this solution by ug ¢, then according to Theorem 6.6 in [Gilbarg and
Trudinger, 2015], we have the upper bound

’ua:f’Zﬁ < 5(57 M.d, U)(‘ua,f‘o + ‘f’O)

We conclude the proof with the following upper bound provided by Theorem
3.7 in
[Gilbarg and Trudinger, 2015],

[ua,rlo < Kol flo

for a constant k¢ depending only on the domain U and |al;. O
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PROOF OF LEMMA 7. According to the definition of ug, f and ug, f,, we
have that

V- (01(2) Vtta, , (2)) = f1 and — V - (a2(2) Vit 1, (1)) = fo.
Taking difference between the above two equalities, we have
V(01 Vitar ) + V- (02(2)Vtay 1) = Fi(2) — fo(@) for z € U.
Rearranging terms in the above expression, we have
~Vv. (ag(x)wu%h (@) — tay s, (x)))
=fa(x) = fr(x) = V- {(a1(2) — az(2))Va, f, (2)}.

Therefore, @ = gy f, — Uq,.f, € C*P(U) is a solution to the elliptic PDE

~V - (az(2)Vau(z)) = f(z) for z € U;
u(x) =0 for x € OU,

where f(z) = fa(z) — fi(z) — V- {(a1(z) — a2(x))Vug, .1, () }. According to

Lemma 6, we have

(84) |Ua2,f2 - u017f1|2,6 < K‘(év M,d, U)|f|,3

We further establish an upper bound for |f|g,

(85) flg < |fa— filg + laz — a1]1,

Uqy f |2,5-

According to Lemma 6,
[ty pil2.8 < K(6, M, d, U)| fu]p-
Combining this with (84) and (85), we have
[Uaz,fo = Uar, i 2,8 < K(8, M, d, U){| f2 = filg + (6, M, d,U)laz — a1|1,6] f1]s}-

We complete the proof by setting & (8, M, d, U) = max(x (8, M, d,U), k(§, M, d,U)?).
O

ProOOF OoF LEMMA 5. We take difference between Ty, (A) and Ty, (N),

Ty (V) — Ty (V) = —K(G'[0)) "0~ {G(CAG [Cuwi]) — G(CAG [ Cs])}
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Therefore,
(86) [Ty (A) = Tuy (V)] = 00 {|G(6CAG [0Cwn]) — G(eCAG [oCuwn])|})-
According to Lemma 3, we have
G(cACG'[0Cw1]) — G(c ACG [0Cws))
= o\ /U G/ [oACG/ [0 Cws]] (2)C{G [0Cw1](z) — §'[0Cws)(z)}dx
+0(0*N|¢ [oCuwi] — G'[oCus] 3 ).

According to (29) and Assumption Al, the above display can be further
simplified as

G(oACG [ow1]) — G(oACT [ows]) = O(oA|G'[ows] — G'lows] |k p),
which is further simplified as
G(oACG [ow]) — G(oACG' [ows]) = O(oAo|wr — walk ).
The above expression and (86) give
|Tw; (A) = Ty (A)| = O(o X w1 — walg g) = O(c%)|wr — walkg.
The last inequality in the above expression is due to A = O(c®~1). O

ProoOF OoF LEMMA 9. We need the next lemma for the current proof.

LEMMA 10.  We define the covariance function
Cpreg(r,y) = Cov(D7E(x),£(y))-
Then supycg [Cpre (- y)lap < oo for all |y| < k under Assumption AS.

Now we compute the mean and covariance of y;.

fixa () = E[D7¢(2)| 21 = 2]
= Var(Z1) ™! Cov(DV¢(x), Z1)z

— Var(Z)"! /U Comee(a, y)€* (y)dy=,

and

Cy.(z,y) = Cprglz,y)— Var(Zl)_l Cov(D7¢(x), Z1) Cov(D7¢(y), Z1)

~ JuCpoge(m,m)& (y)dr Ji; Coreely, r)E* (y)dr
Var(Z;) '

= CD7£ (LIZ‘, y)
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Recall that Var(Z;) > ggo?*~2 for some positive constant g, and |£* | 5 =
O(0®~1). With the aid of Lemma 10, we simplify the mean and covariance
of x1.

|/‘I’X1|B = 0(02_2a|£*|051;p |CD"/€7£(,y)’26Z) — O(o’l_az)’

and

sup |Cy, (-, ) |25 = O(sup |Cpre (-, y) l2p 0> [E*[Fsup |Cpre e, y)|55) = O(1).
yelU yelU yelU

O]

Proor orF LEMMA 10. We will use induction to prove that for all [ =
0,1,..,k |y =1,

(87) sup [Cpree(5 y)l2p < oo
yeU

To start with, for [ = 0 and |y| = I, (87) holds because of Assumption A3
and

CDwgyg(S,t) = C(s,t).
Suppose that for all |y/| =1,

(88) sup |CD’Y/§7§('7y)|k—l72/8 < 0.
yelU

For |y| = [+ 1, we want to show that

(89) sup |CDWE,§('ay)|k—l—1,2ﬁ < 00.
yelU

Without loss of generality, we assume that v = (y1,...,74) and v > 1. Let
e1 = (1,...,0) be a d-dimensional basis vector, and 7' = v — ey, then |y/| = I.
We compute Cpre .

D'Ylé(:r +e1e1) — Dvlﬁ(x)

Cprge(e,y) = lim Cov( - E(y))
= slliglo El_l{CDv’g,g(-T +eren,y) — CDw/g,g(fL'a y)}
0

= TMCD,Y/g(x,y).

Consequently,

0
Cpvee(y)lh1-128 =[5 ~Cpoe s W) lh-1-128 < [Cpve (s Y)li-1.28-
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Thus,

sup [Cpre,e( Y)lk—t-128 < sup [Cpre (45 y) k1,28 < 00

yelU

The second inequality of the above display is due to (88). The lemma is

proved by induction.
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