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Influence of protein charge patches on the
structure of protein–polyelectrolyte complexes†

Rituparna Samanta and Venkat Ganesan *

We employ a combination of the single chain in mean field simulation approach with the solution of

Poisson’s equation to study the influence of charge heterogeneities on the structure of protein–poly-

electrolyte complexes. By adopting a coarse-grained model of representing proteins as charged

nanoparticles, we studied the influence of the pattern of charge heterogeneities, net charge, ratio of

positive to negative charges on the patches, and the volume fraction of the particles on the structural

and aggregation characteristics of proteins in polyelectrolyte solutions. Our results demonstrate that the

pattern of charge heterogeneities can exert a significant influence on the resulting characteristics of the

aggregates, in some cases leading to a transformation from polymer-bridged complexes into direct

particle aggregates driven by the attraction between oppositely charged patches.

1 Introduction

Mixtures of proteins and polyelectrolytes are widely used in food
systems to modulate the structure, texture and stability of food
through the resulting thickening and gelling characteristics.1

Further, protein–polyelectrolyte complexes are also often utilized
in applications such as enzyme immobilization,2,3 DNA delivery,4

design and production of biomaterials for cell micropatterning5

and separation of proteins.6–9 In such contexts, mixtures of
proteins and polyelectrolytes are commonly observed to phase-
separate by one of two means: when the interaction between the
protein and polyelectrolytes is repulsive with respect to inter-
protein or inter-polyelectrolyte interactions, they separate into
phases enriched respectively by each of the components. The
phase separation resulting in such cases is known as the
segregated phase separation. In contrast, when the proteins
and polyelectrolytes have an attractive interaction (either of
electrostatic or enthalpic origin), two types of phase behavior
have been observed: (a) liquid–liquid (coacervate) phase separa-
tion; and (b) solid–liquid (precipitate) phase separation.10,11

Despite the lack of a clear demarcation between the latter
categories, it is generally understood that both modes of
phase separation result in turbid solutions distinguished by
the formation of spherical droplets (liquid–liquid) as opposed
to amorphous solid particles (solid–liquid).12–15

There has been a significant number of experimental studies
aimed at understanding the physics and parameters underlying
the structural characteristics and the phase behavior of

protein–polyelectrolyte mixtures.13,16 Such studies have demon-
strated that the interactions and the resulting phase behavior
of protein–polyelectrolyte mixtures can be influenced by a
variety of factors such as the charge of the individual entities,
solution conditions, geometry of the globular proteins and
temperature.1,13,16 Since the accompanying parameter space
is extremely vast, there have also been a few simulation studies
which have probed the influence of different protein and
polyelectrolyte characteristics on the resulting phase behavior.17–21

While the above studies have yielded useful insights, a
common assumption underlying many of the models used in
simulations or in interpreting experiments has been that the
proteins possess a fixed charge which is uniformly distributed
over their surface or volume. However, in reality, proteins often
exhibit heterogeneous charge patches arising from the distri-
bution of different chemical groups on the solvent exposed
surface.6,22–25 Moreover, such charge heterogeneities can also
result from the partial dissociation and acid–base equilibria
arising under different solution conditions (pH). A number of
recent experiments have hinted at the possible nontrivial
influence of such protein charge heterogeneities on protein–
polyelectrolyte complexation characteristics. For instance,
Harnsilawat et al.26 studied the complexation of b-lactoglobulin
(protein) and alginate (polyanion), and showed that the poly-
anions formed complexes with the protein even at the isoelectric
point of the latter. Mattison et al.27 have similarly demonstrated
the formation of soluble complexes between globular protein
BSA and polycation poly-(dimethyldiallylammonium chloride)
(PDMDAAC) even when the net charge of the protein was positive.
A number of other experiments have demonstrated the formation
of complexes under the conditions when the net charge of the
protein was of the same sign as that of the polyelectrolyte.6,28–31
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Such experiments have commonly been interpreted as a con-
sequence of the complexation between local patches on the
protein of opposite charge to that of the polyelectrolyte.

To our knowledge, there has been no prior theoretical study
on the influence of charge heterogeneities on the structure and
phase behavior of protein–polyelectrolyte mixtures. Seminal
studies by deVries32,33 and Ellis et al.34 have probed the
influence of charge patches on the adsorption of polyelectro-
lytes, and have identified the physics underlying adsorption
under conditions of the same sign of net charge of the protein
and the polyelectrolytes. However, such studies pertain to a
single surface/protein and do not address the physics resulting
in multiple protein systems. In a different context, a number of
recent studies have been concerned with the self-assembly and
phase behavior of ‘‘patchy’’ particles.35–44 Many such studies
were concerned with ‘‘patchiness’’ arising from enthalpic inter-
actions rather than in electrostatic features.36,39–41 While recent
work by Bianchi et al.38,42–44 considered the interparticle inter-
actions arising due to charged patches, such studies however
do not address the physics arising from the presence of charged
polyelectrolytes and the structure of complexes resulting as a
consequence of polymer–protein interactions.

In this study, we take the first steps to address the influence of
protein surface charge heterogeneities on the phase behavior and
complexation characteristics of charged protein–polyelectrolyte
mixtures. Towards such an objective, we consider a model
in which the globular proteins are represented as spherical
nanoparticles and implement a simple model for studying
the influence of charge heterogeneities. Real proteins render
random distribution of charges which are dependent on the
solution conditions. However, as a first step towards such
complex charge distributions, in this work we have used
toy models with regular charge distributions (details will be
discussed in Section 2). We believe that the insights resulting
from the systematic study of such simpler models could also be
potentially useful for efforts aiming to engineer the charge
distribution of proteins to achieve the desired structure and
properties of protein polyelectrolyte complexes.45

In the context of the above model, we adapt recent methodo-
logical developments from our group in which a variant of the
single chain in mean field (SCMF) simulation approach has
been used to study the complexation behavior in mixtures of
uniformly charged proteins and polyelectrolytes. One of the main
advantages of this approach is that it avoids any assumption of
‘‘effective’’ particle–particle interactions and dependences
based on the concentration of proteins or polyelectrolytes.
Using such a methodology, we clarify the influence of protein
charge heterogeneities on the structure, the cluster size dis-
tributions of resulting aggregates for multiple proteins and
multiple polyelectrolyte systems. Together, our results suggest
a nontrivial influence of charge patches on the resulting com-
plexation characteristics.

The rest of the article is organized as follows. In Section 2,
we discuss the model details underlying the simulation
methodology used in this study. In Section 3, we discuss
the parameters and numerical methodologies used for the

simulation framework. In Section 4 we present the simulation
results. Therein, we first present the characteristics of adsorp-
tion and bridging of polyelectrolytes on heterogeneously
charged proteins. Subsequently, we present the results for
the structural characteristics of mixtures of polyanions and
heterogeneously charged proteins. Specifically, we consider two
distinct cases: (a) polyampholyte proteins with a net positive
charge; and (b) polyampholyte proteins with a net negative
charge. We conclude the article with a summary of results and
findings in Section 5.

2 Model description

In this work, we focus on globular proteins, and adopt a
simple model of (charged) spherical nanoparticles to model
such entities. To acknowledge such a model simplification,
hereafter, we refer to the protein interchangeably as charged
particles. Moreover, real proteins are likely to embody complex
physics in which the positive, negative and neutral charge
patches are distributed in a manner which correlates with the
underlying sequence and the solution conditions. To render
progress towards such problems, we advance a simple ‘‘toy’’
model in which the charge heterogeneities are represented as
charge patches distributed on the surface sections defined by an
angle a (shown in Fig. 1). We use the term ‘‘number of patches’’
to denote the number of regions on which there are positive
charges. The net positive charge (distributed uniformly over all
patches) is denoted as Qp. The rest of the particle surface is
either neutral or has a negative charge Qn. The net charge of the
particle is denoted as Qnet = Qp � Qn. The nomenclature ‘‘PIn’’ is
used to refer to the geometric variants that contain ‘‘n’’ patches
of negative (or neutral) charges.

We classify the patchy particles in terms of the magnitude of
charge patches as (a) non-polyampholyte particles: containing
only positively charged patches, with the other patches being
neutral (Qp a 0, Qn = 0); (b) positive-polyampholyte particles:
containing both positive and negatively charged patches,
such that the net charge is positive (Qnet 4 0); (c) negative-
polyampholyte particles: containing both positive and negative

Fig. 1 Model of patchy particles. The red color shows patches of positive
charge, and the blue color depicts negative or neutral patches.
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patches charged such that the net charge is negative
(Qnet o 0). In the spirit of maintaining simplicity as a first
study, for all the charged entities we assume fixed charges
which are invariant to changes in solution conditions. The
representative models of patchy particles used in our study are
depicted in Fig. 1.

We consider a system of Np heterogeneously charged
spherical particles of radius Rp and n negatively charged
polymer chains of m monomers each and radius of gyration
Rg in a periodic cubic box of volume V. To maintain the overall
electroneutrality of the system, np and nm point counterions for
the particles and polymers are also included. In this work, we
did not consider the influence of additional salt. Hereafter,
the concentration of the polymer is presented in units of the
overlap concentration C* of an ideal linear polymer chain
solution. The charge on the monomers of the polymer is
denoted as zm. The volume fraction of the particles is denoted
as fp. We assume the dielectric constant of the particle to be
the same as that of the solvent.

We assume a flexible chain model for the polyelectrolytes, in
which the intramolecular interactions in the polymer chains are
modeled through a bead spring model, with bonded Hookean
interactions between the beads:

Hb

kBT
¼ 3

2b2

Xn
i¼1

Xm�1

s¼1

riðsÞ � riðsþ 1Þ½ �2; (1)

where ri(s) represents the coordinate of the sth bead on the ith
polymer. Excluded volume interactions between the polymer
segments are incorporated through a simplistic implicit solvent
interaction potential of the form:

�uðrÞ
kBT

¼ u0dðrÞ; (2)

where u0 is commonly known as the excluded volume parameter.46

In the above framework, the non-bonded interactions between
the polymer segments can be formally recast as:

Hs

kBT
¼ u0

2

ð
r̂poly

2ðrÞdr (3)

where r̂poly is the microscopic polymer segment density,47

r̂polyðrÞ ¼
Xn
i¼1

Xm
s¼1

d r� riðsÞ½ �: (4)

The instantaneous density of particles is similarly quantified
through a particle volume fraction field as:

rpartðrÞ ¼
XNp

i¼1

ðriþRp

ri

r̂partðrÞh r0 � ri
0

��� ���� �
dr0; (5)

where r̂part(r) = d(r � ri) and h(r) = 1 when |r| o Rp. The
counterions were considered to be point charges and their

microscopic densities are given by:

rmiðrÞ ¼
Xnm
i¼1

dðr� riÞ

rpiðrÞ ¼
Xnp
i¼1

d r� rið Þ:
(6)

For modeling particle–counterion and particle–monomer
interactions, the particles are envisioned as spherical objects
with a thin layer of penetrable soft core surrounding an impene-
trable hard core. The repulsive interactions between the particle
and the polymer monomers/counterions are modeled through a
potential of the form:

WcpðrÞ ¼ 50 1� tanh 2
r� aRp

b

� �� �
kBT : (7)

The coefficients a, b control the steepness and range over
which the repulsive potential decays from 100 kBT to 0 kBT. We
have used a = 0.9 and b = 0.5 for the simulation, which ensures
that the particle cores are almost impenetrable to counterions
and polymers.

The direct interparticle interactions are modeled through a
hard-sphere interaction:

Hpp

kBT
¼ 1

2

XNp

i¼1

XNp

j¼1ð jaiÞ
UHS ri � rj

�� ��	 

; (8)

where

UHSðrÞ ¼
0; if r � 2Rp

1; if ro 2Rp

:

(
(9)

For the simulations of the structure of protein–polyanion
mixtures, we have used the Single Chain in Mean Field (SCMF)
approach introduced by Mueller and coworkers.20,48–51 In the
SCMF framework, the non-bonded pair-wise interactions
are replaced with fluctuating potential fields which are con-
jugate to the corresponding density fields.48 The electrostatic
energy arising from the charges is represented in terms of its
conjugate electrostatic potential field j(r) and the associated
energy:

Hel

kBT
¼

ð
dr reðrÞjðrÞ �

1

8plb
rjðrÞj j2

� �
; (10)

where re(r) is the total charge density arising from particles,
polymers and counterions (in units of e), and is given as:

reðrÞ ¼ zpartðrÞrpartðrÞ �
X
ion

zionrionðrÞ � zmr̂polyðrÞ; (11)

where zion is the valency of each ion (co- or counterions), zpart(r)
is the local fractional charge of the particle, which in
turn depends on the sign and magnitude of the particle patch
at r. The field rion(r) denotes the local density of co- and
counterions. The electrostatic potential j(r), in units of kBT/e,
is obtained as the solution of Poisson’s equation:

r2j(r) = �4plbre(r) (12)
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In the above equation, lb is the Bjerrum length, defined as
e2/4pe0erkBT, where er is the relative dielectric constant of the
medium and e0 is the vacuum permittivity. For water, at 300 K,
lb E 0.7 nm.

To embed our model for particle charge heterogeneities
within a grid-like representation of the SCMF approach, we
divided the surface of each sphere into grids and distributed
the charges uniformly such that all the grid points covering the
positive charge patch have a fractional charge totaling Qp and
the grid points covering the negative charge patch have a
fractional charge totaling Qn.

3 Numerical methods and parameters

The model described in the previous section is used in a Monte
Carlo simulation approach in which the configuration space
is sampled using the Metropolis algorithm.52 We began the
simulation by placing the particles in a cubic lattice configu-
ration and the polymers and the counterions randomly in
the rest of the space. In the initial portion of the simulation,
104 Monte Carlo (MC) moves are effected such that only the
polymers are moved while keeping the particles fixed in
space. This pre-equilibration is done to ensure removal of any
particle–polymer overlaps. Subsequently, each Monte Carlo
step (MCS) involves a MC move for all particles, a slithering
snake move for all polymer chains and 100 MC moves for all
polymers and counterions. Every MC move of the particle
includes a translation and rotation move for all particles.
Using such a sequence of moves, the system is equilibrated
for 5 � 104 MCS. Subsequently, the properties are averaged over
5 � 104 MCS, constituting the production cycle. Using the
position of the monomers, particles and ions, the density
fields, charge density fields and electrostatic fields are updated
after every move of the polymer and particles.

We use a Fast Fourier Transform (FFT) based numerical
method to solve the Poisson equation (eqn (12)).20,51,53–55 For
our study, we have used the Bjerrum length (lb) as 0.7 nm,
corresponding to that of water at 300 K. In this study we have
kept the value of u0 = 10, representing a good solvent. We note
that, previous studies from our group suggested that excluded
volume interactions exert only a small influence on the results.20,51

The particles used in the simulation are of radii Rp = 10 nm and the
homopolymers are of Rg = 24 nm. For the simulation, we have used
a periodic cubic box of size (200 nm)3 E 20Rp � 20Rp � 20Rp
divided into 64 � 64 � 64 grids. In this study, we did not probe
the effect of varying Rp or Rg.

4 Results and discussion

In a recent study from our group,20 we considered the structural
characteristics of uniformly charged spherical nanoparticles in
an oppositely charged polymer solution. In such a context, we
demonstrated that there are broadly two categories of structural
characteristics accompanying mixtures of charged particles and
oppositely charged polymers. Explicitly, under conditions of

low charges of the particle and/or high polymer concentrations,
the depletion interactions introduced by the polymer solution
dominate both electrostatic repulsion between the particles
and the electrostatic attraction between the polymers and the
particles. For such conditions, the particles exhibited aggrega-
tion (termed as ‘‘particle–particle aggregates’’) arising from the
short-ranged depletion attraction. In general, higher particle
volume fractions led to screening of interparticle electrostatic
repulsions and enhanced the propensity for formation of
such direct particle aggregates. In contrast, under conditions
of high polymer and particle charges, and at dilute polymer
concentrations, polymer-bridged particle complexes were
shown to result. Such structures were most clearly evident in
the particle–particle radial distribution functions as a peak at a
distance shifted from the particle contact.

In the present study, we are mainly concerned with the
regimes corresponding to polymer-bridged particle complexes
(coacervates), which prove to be of interest for a number of
applications.2,3,6–9 Further, to focus specifically on the influ-
ence of particle charge heterogeneity (and to limit the number
of parameters), we fixed the polymer concentration C/C* and
polymer charge Qpol, and only probed the role of the particle
charge, volume fraction of particles and the characteristics
of charge heterogeneities. Specifically, in this work we fixed
C/C* = 0.092, Qpol = 120, which correspond to parameters which
led to the formation of polymer-bridged structures with homo-
geneous charged particles.20

Before delving deeper into the structure of multiparticle
systems, we investigated the effect of protein charge hetero-
geneities on the adsorption and the bridging characteristics of
polyelectrolytes. Of specific interest in this context was the case
of negative-polyampholyte particles, and to identify conditions
in which net polymer adsorption and bridging can result despite
the like-charged nature of the polyelectrolytes. To maintain
brevity, we restrict most of the results and discussion in such a
context to the models ‘‘PI1’’ and ‘‘PI2’’.

4.1 Influence of particle charge heterogeneities on polymer
adsorption

To quantify the influence of protein charge heterogeneities on
the adsorption characteristics of the polyanion, a single charged
particle was placed in the center of the simulation box and the
polymers and the counterions were allowed to equilibrate The
net adsorption of polymers was quantified as follows:

Net adsorption ¼
ð1
Rp

d3r rpolðrÞ � ravg
� �

(13)

where rpol(r) and ravg denote the local and bulk polymer
concentrations respectively.

The results displayed in Fig. 2(a) depict the effect of the
particle charge Qnet on the net polymer adsorption for non-
polyampholyte PI0, PI1 and PI2 particles (Qp = Qnet; Qn = 0). As
expected, for all the geometries, the net adsorption of polymers
increases with an increase in Qp due to the enhanced attraction
between the polyanions and the positive patches of the particle.
For uncharged particles (Qnet = 0), the net adsorption is
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negative due to the depletion of polymers resulting from
entropic exclusion from particle interiors. Interestingly, for
non-polyampholyte particles, the adsorption of polymers is
seen to be almost insensitive to the heterogeneity of charge
distribution. Such a result can be rationalized by using the 2-D
polymer concentration profile around the particle presented in
Fig. 3. Therein, it can be seen that for PI1 and PI2 particles,
despite the greater local concentration of polymers near the
positively charged patches (as a consequence of the higher
magnitude of the charge on the patch), the polymers are
depleted near the uncharged patch of the particle, which leads
to similar ‘‘net adsorption’’ to that of the PI0 particles.

The results presented in Fig. 2(b) and (c) display the effect of
Qp on the net polymer adsorption on polyampholyte particles
with net charge Qnet. For polyampholyte particles, there is also
expected to be adsorption of polyanions to the positively
charged part of the particle and a depletion from the negatively
charged patches of the particle. However, in contrast to the
non-polyampholyte particles, polymer depletion in polyampho-
lyte particles is expected to reflect a combination of both
electrostatic repulsions between the polymer and the negative
charge patches and the exclusion of the polymer from the
particle interior. Such expectations are seen to be borne in
the polymer concentration profiles displayed in Fig. 4(a and b).

For positive-polyampholyte particles (Fig. 2(b)), the net adsorp-
tion is seen to be always positive and increases with an increase
in Qp. However, for negative-polyampholyte particles (Fig. 2(c)),
we observe an interesting behavior in which the net polymer
adsorption crosses over from being negative at small Qp to a
positive value at larger Qp. These results, which are similar to the
results seen in earlier studies by deVries32,33 and Ellis et al.,34 can
be understood as arising from the adsorption of polymers on
the positively charged patches compensating for the depletion
around the negatively charged patches (Fig. 4(c and d)). As may
be intuitively expected, if the difference in the charges of the
positive and negative patches is smaller (Qnet = �10), a smaller
value of positive charge is required to overcome the depletion
from the negative patches.

For both the positive and negative polyampholyte cases, the
net adsorption for PI2 particles is seen to be lower than that for
PI1. Such a result can be understood as a consequence of two
factors: (i) the magnitude of charge of the individual patches
is lower in PI2 systems compared to PI1. Hence, the driving
force for adsorption on oppositely charged patches is corre-
spondingly reduced for PI2 particles; (ii) the positive and
negative patches are located in closer proximity in PI2 particles
as compared to PI1 particles. Hence, there is an increased
repulsion between the negative charge patches and the polymers

Fig. 2 Net adsorption for (a) non-polyampholyte particles with net
charge Qnet; (b) positive-polyampholyte particles with net charge Qnet =
20 (dashed lines), 40 (solid lines); and (c) negative-polyampholyte particles
with net charge Qnet = �10 (solid lines), �40 (dashed lines).

Fig. 3 Polymer concentration around non-polyampholyte particles:
(a) PI0,Qp = 20; (b) PI1,Qp = 20,Qn = 0; and (c) PI2,Qp = 20,Qn = 0 particles.
The red dots indicate regions of positive surface charge, and the black dots
correspond to the neutral portions. xc, yc denotes the x- and y-coordinates of
the center of the box which coincides with the center of the particle.
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in PI2 particles, which contributes to an enhanced depletion for
the negatively charged particles.

4.2 Bridging characteristics in negative-polyampholyte
particles

As a complement to the results for polymer adsorption pre-
sented in the previous section, we also studied the polymer
bridging characteristics accompanying particles with charge
heterogeneities. Explicitly, we set out to quantify the probability
of forming a polymer bridge, defined as the ratio of average
number of polymers forming bridges between two particles to
the average number of polymers adsorbed on the first particle.
To quantify the bridging characteristics, we considered a two
particle system in which one of the particles was fixed in the
center of the box and the second particle at a certain distance r
from the center of the first particle. After the pre-equilibration
steps, the number of bridged polymers relative to the number
adsorbed is calculated. However, as a consequence of the
fact that both the central particle and the satellite particle
possess charge heterogeneities, we also perform rotation and
revolution moves to span the solid angle coordinates of both
the particles. Understandably, such calculations are computa-
tionally expensive and the statistics was poor. Hence, we restrict
our results and discussion only to the case of negative-
polyampholyte particles.

Fig. 5(a–d) present the results for the probability of bridging for
polyampholyte particles with Qnet = �10 and �40. As expected,
due to the accompanying entropic costs, the bridging probability
decreases with an increase in distance between the two particles.
More interestingly, due to the adsorption of polymers on the
oppositely charged patches of the two particles, we observe that
the probability of bridging is non-zero even when the net
charge of the particles is negative. At a particular distance r,

the probability of bridging increases with an increase in
Qp which can be attributed to an increase in the adsorption
of the negatively charged polymer on the positive patches
(cf. Fig. 2(c)). The probability of bridging for PI2 is lower than
that for PI1, which is commensurate with the respective adsorp-
tion characteristics and discussion presented in Fig. 2(c).

In summary, the results presented in the previous and the
present section demonstrate that the net adsorption and brid-
ging characteristics of polymers around the charged particles
depend upon the magnitude of the charge patches as well as
the characteristic of the charge distribution. The net adsorption
for non-polyampholyte particles was seen to increase with an
increase in Qp, but was almost invariant to the heterogeneity
of charge distribution. For positively charged polyampholyte
particles, the net adsorption was seen to be positive. However,
for the negatively charged polyampholyte particles, the net
adsorption was negative for smaller Qp, but became positive for
larger Qp. Correspondingly, we observed nonzero probabilities
for forming polymer bridges between the negatively charged
polyampholyte particles. For such cases however, the net
adsorption and the bridging probabilities for PI2 were seen to
be lower than those for PI1. Together, such results provide an
indication of the physics likely to accompany the phase behavior
of mixtures of such heterogeneously charged nanoparticles and
polyanions. In the following sections, we present results which
explicitly quantify the structural characteristics of such multi-
particle systems.

4.3 Quantification of the structure of particle aggregates and
particle–polymer complexes

For systems of mixtures of (multiple) charged particles
and polymers, we quantified our results through three
measures of the particle structure: (i) particle–particle radial
distribution functions (RDF); (ii) cluster size distributions of
direct particle aggregates and particle–polymer complexes

Fig. 5 Probability of bridging as a function of distance between the
particle surfaces for negative polyampholyte particles: (a) PI1 particle
with Qnet = �10; (b) PI2 particles with Qnet = �10. (c) PI1 particles with
Qnet = �40; (d) PI2 particles withQnet = �40. The solid lines are exponential
best fits to the data points based on the square of error minimization.

Fig. 4 Polymer concentration around polyampholyte particles: (a) PI1,
Qp = 80, Qn = 40; (b) PI2, Qp = 80, Qn = 40; (c) PI1, Qp = 80, Qn = 120;
(d) PI2,Qp = 80,Qn = 120. The red dots indicate regions of positive surface
charge, and the green dots correspond to the negative surface charge.
xc, yc denotes the x- and y-coordinates of the center of the box which
coincides with the center of the particle.
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(i.e. polymer-bridged particle aggregates); and (iii) bridging
fraction (Br), representing the number of polymers forming
polymer bridges relative to the total number of polymers in the
system. In this section, we describe briefly the framework
adopted to quantify these measures.

The particle–particle RDFs provide a convenient ‘‘first-pass’’
approach to distinguish solution conditions leading to direct
particle aggregation from those which lead to polymer-bridged
particle complexes. Specifically, RDFs characterized by a peak
shifted from the surface of the particle by a distance BRg are
classified as polymer-bridged aggregates (PB). In contrast, when
there is a peak in the RDF near the surface of the particle (albeit,
as will be discussed later, such a peak can manifest shifted from
the surface of the particle), such states are classified as direct
particle aggregates (PP). Cases in which a peak in the value of
RDF was observed both at the particle contact and at a shifted
distance are termed as a mixed phase (PP + PB). We note that we
did not impose any critical value for the magnitude of the peak
in the RDF to identify the different states.

As will be seen in our results discussed later, the particle–
particle RDF alone does not allow us to distinguish direct
particle aggregates from polymer bridged aggregates. The
SCMF framework uses an explicit representation of polymers
and particles (in contrast to other approaches which are similar
in spirit)54,56–58 and is hence especially advantageous for further
quantification of the characteristics of the aggregates. Towards such
objectives, we used a procedure proposed by Sevick et al.20,51,59–62

and adapted in our earlier work in which ‘‘clusters’’ (both particle–
particle and particle–polymer) are mapped onto a connectivity
matrix. By identifying the indirect contacts arising within thematrix,
statistics of the unique clusters can be delineated. We consider all
the particles in the system while constructing the cluster size
distribution. In our work, particles were considered to be in contact
when the distance between two particles was smaller than a grid
spacing (since the grid spacing represents the smallest resolution in
our simulations, such a framework is reasonable for identifying
particle clusters). For quantifying polymer-bridged clusters, the
connectivity matrix was modified to account for binding between
two particles to be defined when both are in contact with the
monomers of the same polymer. A monomer was considered to
be in contact with the particle when its distance from the
surface of the particle is smaller than a grid space. To illustrate,
SCMF simulation snapshots of PI1 particles and polymers
forming direct particle aggregates and polymer-bridged particle
aggregates are presented in Fig. 6.

Based on the above analysis, we quantify the number of
clusters of size s (respectively identified for both direct particle–
particle and polymer-bridged particle aggregates), denoted as
N(s). The fraction of the total number of particles forming a
cluster of size s is denoted as n(s) and is given as:

nðsÞ ¼ sNðsÞ
Np

: (14)

To distinguish between the two different kinds of clusters,
i.e. the particle–particle (PP) and polymer-bridged particle (PB)

aggregates, the cluster characteristics are denoted respectively
as np(s) and npol(s).

4.4 Mixtures of homogeneously charged particles and
polyanions

In our previous articles, we presented a comprehensive set
of results for the structure and phase behavior of homogeneous
positively charged particles.20,51 Prior to discussing our results
for heterogeneously charged particles, in this section we briefly
summarize the results for the structure of both homogeneous
positively and homogeneous negatively charged particles in
polyanionic solutions for the parameters adopted for the
present study.

In Fig. 7(a–d) we present the structural properties of homo-
geneous positively charged (solid lines) and negatively charged
(dashed lines) particles in a negatively charged polymer
solution. From the results displayed in Fig. 7(a), it is seen that
for positively charged particles, the peak of the RDF is shifted
from the particle surface. Such results are consistent with the
observations presented in our earlier work,20,51 wherein it
was demonstrated that such parametric regimes lead to the
formation of polymer-bridged clusters arising from polymer

Fig. 6 SCMF snapshots of PI1 particles and polymers at fp = 0.10, C/C* =
0.092 for (a) Qnet = 5: depicting direct particle aggregation; (b) Qnet =
40: depicting polymer-bridged particle aggregation.

Fig. 7 (a) Particle–particle RDF; (b) normalized polymer concentration
profile around the particle; (c) particle polymer cluster distribution;
(d) bridging fraction. Qnet denotes the net charge of the particles. The
results pertain to homogeneously charged particles (PI0) with particle
volume fraction fp = 0.025 and polymer concentration C/C* = 0.092.
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adsorption on distinct, oppositely charged particles. Consistent
with such a reasoning, the polymer density profiles displayed in
Fig. 7(b) indicate polymer adsorption on positively charged
particles. Moreover, supporting the polymer bridging hypothesis,
the position of the RDF peak is seen to be relatively insensitive to
the particle charge, and instead depending only on the polymer
radius of gyration. Finally andmore directly, the results depicted in
Fig. 7(c) and (d) confirm the presence of polymer-bridged clusters
with a significant fraction of polymers involved in bridging.

Interestingly, the results displayed in Fig. 7(a) for negatively
charged particles exhibit characteristics which are similar to
those seen for the positively charged particles. Specifically, a
peak is seen in the RDF at a distance shifted from the surface of
the particle. The origin of such a behavior is however distinct
from the polymer-bridged structures seen for the positively
charged particles. Specifically, for negatively charged particles,
the polymers are expected to be depleted from the surface of
the particle (Fig. 7(b)) due to a combination of the entropic
costs arising from the exclusion from the particle interiors and
the electrostatic repulsions arising from the like charges on the
particles and the polymers. As a consequence, there is a polymer-
induced attractive (depletion) interaction between the particles
which competes with their direct electrostatic repulsions,
and the structural characteristics that manifest represent an
interplay of such interactions. Supporting such arguments, the
position of the RDF peak is seen to shift further from the surface
of the particle for Qnet = �40 (relative to Qnet = �20), due to the
increased electrostatic repulsions. Moreover, it can indeed be
seen that the polymer-bridged cluster characteristics displayed
in Fig. 7(c) exhibit a monomer type distribution (involving less
than 4–5 particles) for the negatively charged particles.

Together, the above results provide a framework to calibrate
the results for polyampholyte particles presented in the following
sections. Moreover, our observations also emphasize the need
to utilize multiple characterization measures to unequivocally
identify the structure of the polymer–particle mixtures.

4.5 Mixtures of polyanions and positive polyampholyte
particles

In the present section, we discuss the results for the particle
structural characteristics in mixtures of polyanions and positively
charged polyampholyte particles. The results for the case of non-
polyampholyte particles (in solutions of polyanions) were very
similar to those observed for positive polyampholyte particles.
Hence, we relegate the discussion of non-polyampholyte particles
to the ESI.†

4.5.1 Influence of net charge, relative charge and pattern
of charge inhomogeneities. To probe the effects of particle
charge and heterogeneity on the resulting particle structural
characteristics, we adopted a framework in which the net
charge of particle (Qnet = Qp � Qn) was maintained fixed, while
the ratio of Qp to Qn was modulated. Fig. 8(a–d) displays the
results for Qnet = 20, and Fig. 8(e–h) presents the corresponding
results for Qnet = 40. We first present results for the case of PI2
particles and subsequently compare the influence of different
patterns of charge inhomogeneities.

We recall from the results discussed in Section 4.4 that in
the case of positively charged homogeneous particles (PI0), an
increase in the particle charge leads to an increase in both
the intensity of the (polymer-bridged aggregate) peak in the
RDF and the size of the polymer-bridged particle clusters
(Fig. 7(a), (c) and (d)). Upon comparing the results for Qnet =
20 (Fig. 8(a–d)) with those for Qnet = 40 (Fig. 8(e–h)), we observe
that positive polyampholyte particles exhibit trends which
are consistent with such features, viz., higher propensity for
polymer-bridging and larger polymer-bridged clusters for the
case of larger net particle charges.

Interestingly, in Fig. 8(a), (c), (d), (e), (g) and (h) we observe
that an increase in the charge of the positive patches Qp of the
particles (for a fixed Qnet) simultaneously lowers the peak of the
RDF and increases the polymer bridging fraction and the size of

Fig. 8 Results for PI2 positive polyampholyte particles: (a) particle–particle
RDF at differentQp/Qn forQnet = 20; (b) size distribution of the particle–particle
clusters for the system in (a); (c) size distribution of the particle–polymer
clusters for the system in (a); (d) bridging fraction for the system in (a);
(e) particle–particle RDF at different Qp/Qn for Qnet = 40; (f) size distribution
of the particle–particle clusters for the system in (e); (g) size distribution of
the particle–polymer clusters for the system in (e); (h) bridging fraction
for the system in (e). For all the results, bulk polymer concentration
C/C* = 0.092, particle volume fraction fp = 0.025.
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the resulting polymer-bridged clusters. The lowering of the
peak of the RDF can be understood as a consequence of the
increase in the negative charge of the patches and the accom-
panying repulsion of the polymers from the particles, factors
which can be expected to lower the interparticle bridging
attractions. To understand the contrasting results observed in
the polymer bridging fraction and the cluster sizes, we note
that polyampholyte particles possess an additional source of
electrostatic interparticle interaction arising from the presence of
oppositely charged patches. The resulting attractive interactions
are expected to be proportional to the product of the charge of
individual patches, and hence become more significant for
larger Qp and Qn. Such interactions counteract the electrostatic
repulsions between the particles (arising from the same sign of
the net charges), and is expected to bring the particles closer to
each other. Such a hypothesis is supported by the increase in
both the value of the RDF at particle contact (Fig. 8(a) and (e))
and the size of the particle–particle clusters (Fig. 8(b) and (f))
arising from an increase in Qp. The influence of Qp on the
polymer-bridging and the polymer-bridged cluster characteris-
tics can be ascribed to the closer proximity of the particles
resulting from such electrostatic attractions.

Next, we consider the results for five different models of
inhomogeneous charge distributions at a fixed volume fraction
of the particles fp = 0.025, Qp = 100 and Qn = 60 (Qnet = 40).
Fig. 9(a–d) present the particle–particle RDFs, sizes of particle–
particle and particle–polymer clusters and the bridging frac-
tions respectively.

From our discussion in the context of Fig. 8a, we recall that
for Qp = 40 and Qn = 60, the particle structure for PI2 particles
exhibited a peak in RDF corresponding to polymer-bridged
aggregates. The results displayed in Fig. 9(a) indicate that the
different patterns of charge inhomogeneities exhibit a very
similar feature. However, in Fig. 9(a) we observe that the RDF
value at particle contact decreases with an increase in the number
of patches. Such a trend can be explained by the reasoning
discussed above, viz., that the positive polyampholyte particles
experience an electrostatic attraction correlated with the product
of the charges in the positive and negative patches. With an
increase in the number of patches, the individual charge of the
patches is correspondingly reduced (Qp/n), leading to a decrease
in the strength of the electrostatic attraction. Such a weakening of
the electrostatic attractions, and the resulting larger interparticle
distances, manifests as the smaller particle–particle (Fig. 9(b)) and
polymer-bridged aggregates (Fig. 9(c)), and the lower bridging
fractions observed for more patchier particles.

In summary, the results presented in this section demon-
strate that positively charged polyampholyte particles form
polymer-bridged particle clusters. The formation of such struc-
tures was more pronounced for larger net charge on the particle
and for less patchier particles. With an increase in the charge
of the positive patches, Qp, and/or with a reduction in the
patchiness of the particles, there was an increase in the size of
polymer-bridged aggregates resulting from the closer proximity
of the particles experiencing enhanced electrostatic attraction
between the oppositely charged patches.

4.5.2 Effects of particle volume fraction. Fig. 10(a–d) pre-
sent results for the influence of particle volume fraction on
the structure of PI1 and PI2 particles at a fixed particle charge
Qp = 80 and Qn = 60. For all particle volume fractions fp, the
particle structure for both PI1 and PI2 particles is seen to exhibit a
weak peak in the RDF corresponding to polymer-bridged aggre-
gates (Fig. 10(a)). With an increase in particle volume fraction, an
increase is however seen in the contact value of the particle–
particle RDF. Such trends are seen more prominently in PI1
particles, which exhibit a sharp peak at particle contact (in
addition to the weak peak from polymer-bridged structures) for
fp = 0.157. The above results are indicative of a transformation
from polymer-bridged clusters with separated particles into direct
particle aggregates. Supporting such a hypothesis, the particle–
particle cluster size distributions (Fig. 10(a)) display a shift
towards larger cluster sizes. As a consequence of the closer
proximities of the particles due to such an aggregation (and the
reduction in the average interparticle spacing resulting from
increased number of particles), both the polymer-bridged clusters
and the bridging fractions are also seen to shift to larger values
with increasing particle volume fractions.

The above results can be understood to arise as a consequence
of the screening-induced reduction in interparticle electrostatic
repulsions. Indeed, in our earlier work,51 we demonstrated that
an increase in the particle volume fraction had an effect similar
to an enhancement of depletion attractions which result from
increasing polymer concentrations. Due to such a reduction in
the interparticle electrostatic repulsions, both the direct attrac-
tions between the oppositely charged patches on the particles
and the polymer depletion induced attraction become more
relevant, leading to the formation of direct particle aggregates.
To explain the influence of the pattern of charge inhomogeneity
on such results, we again invoke the fact that the PI1 particles

Fig. 9 (a) Particle–particle RDF at different charge distributions of
positive-polyampholyte particles; (b) size distribution of the particle–
particle clusters for the system in (a); (c) size distribution of the particle–
polymer clusters for the system in (a); (d) bridging fractions as a function of
the number of patches. For all the results, bulk polymer concentration
C/C* = 0.092, particle volume fraction fp = 0.025, Qp = 100 and Qn = 60.
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possess greater charge on the individual patches, and hence the
direct electrostatic attractions which drive the particle cluster-
ing phenomena are expected to be stronger in such cases.

Based on the classification of the phases described in
Section 4.3, we collated our results for positive polyampholyte
particles in terms of ‘‘phase diagrams’’ (Fig. 11) which sum-
marize our findings. Overall, it can be seen that increasing the
charge on the positive patches and/or the particle volume frac-
tions leads to an increased tendency to form particle aggregates.
Upon comparing the different patterns of charge inhomo-
geneities, we observe that increasing the number of patches
(for fixed Qp and Qn) has an effect similar to that of reducing the
charge on the positive patches.

4.6 Mixtures of polyanions and negative polyampholyte
particles

In this section we consider the particle structure and cluster
characteristics for polyampholyte particles in which the net
charge is negative (same as that of the polyanion).

4.6.1 Effect of net charge, relative charge and pattern of
charge inhomogeneities. Similar to our discussions for the
positive polyampholyte case, to unravel the effect of charge
heterogeneities for net negatively charged polyampholyte
particles, we maintained a fixed charge of the particle and
varied the ratio of Qp/Qn to probe its effect on the structural
properties of PI1 and PI2 particles (we present a discussion
elaborating the influence of the pattern of charge inhomo-
geneities subsequently). Fig. 12(a–d) represent the results for
particle–particle RDFs, particle–particle cluster distribution,
particle–polymer cluster distribution and bridging fractions at
a constant particle volume fraction fp = 0.025 and net charge of
the particle Qnet = �40.

Fig. 12(a) presents the results for particle–particle RDFs. For
lower values of Qp (or Qn), the RDFs exhibit characteristics of a

dispersed phase for both PI1 and PI2 particles. In Section 4.4,
for PI0 (homogeneous) negatively charged particles, it was seen
that the RDF displayed a shifted peak from the particle surface
(Fig. 7). Such characteristics were rationalized as arising from a
combination of polymer depletion attractions and interparticle
electrostatic repulsions. The results displayed in Fig. 12(a)
contrast with such characteristics and demonstrate that simply
rendering the particle charges inhomogeneous reduces both
the extent of electrostatically driven polymer depletion and the
resulting attractive interactions to an extent to eliminate the
clustering characteristics seen for homogeneously charged
particles.

With increasing Qp and Qn, the RDF value at the particle
contact increases, leading to more pronounced particle–
particle clusters (Fig. 12(b)), polymer-bridged clusters (Fig. 12(c))
and polymer bridging fractions (Fig. 12(d)). Such trends can be
rationalized by a reasoning similar to that advanced in the
context of positive polyampholyte particles, in which the
increase in Qp leads to a greater degree of electrostatic attraction
between the oppositely charged patches, which in turn drives the
formation of particle aggregates. The formation of such particle–
particle clusters brings the particles into closer proximity, which
enhances the formation of polymer bridges and the associated
cluster sizes.

Fig. 10 Effect of particle volume fraction for positive polyampholyte
particles: (a) particle–particle RDF; (b) particle–particle cluster distribution;
(c) particle–polymer cluster distribution; (d) bridging fraction for different
values of Qp. For all the above results,Qnet = 20 withQp = 80 andQn = 60,
C/C* = 0.092. Solid lines are results for PI1 particles and dashed lines
are for PI2 particles.

Fig. 11 Morphology based phase diagrams for positive polyampholyte
particles: (a) PI0; (b) PI1; and (c) PI2 particles; for all the results, bulk
polymer concentration C/C* = 0.092. The net charge of all the particles
is Qnet = 20 and Qn = Qnet � Qp. PP – direct particle aggregation; PB –
polymer bridged aggregation; PP + PB – mixed phase.
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Fig. 13(a–d) present results for the influence of particle
charge heterogeneity on the structure of negatively charged
polyampholyte particles. For PI1 particles, the RDF is seen to
exhibit a peak at particle contact. With an increase in the
number of patches, the value of the RDF at contact is seen to
decrease. Consistent with RDF results, the particle–particle
cluster sizes (Fig. 13(b)) also increase with a decrease in the
number of patches. Accompanying the formation of particle–
particle clusters, the PI1 particles are also seen to exhibit
substantial polymer bridging (Fig. 13(c) and (d)).

The above results are very similar to the trends observed in
the context of positive polyampholyte particles (Fig. 9) and can
again be rationalized based on the charge on the respective
patches. More explicitly, an increase in the number of patches
reduces the effective (positive and negative) charge on the
patches, and thereby diminishes the direct electrostatic attrac-
tions. Moreover, the lowering of the charges also reduces the
electrostatic polymer depletion and the resulting interparticle
attractions. Together, such effects lead to an overall reduction
in the particle aggregation and clustering phenomena.

In summary, the results presented in this section share a
number of similarities in physics and outcomes to the results
discussed in the context of positive polyampholyte particles.
Mainly, we observe that an increase in the charge on the
patches (at a fixed net charge of the particle) and/or a reduction
in the number of patches leads to an increase in the tendency
to form direct particle aggregates. However, it is of interest to
note that polymer-bridged clusters were only observed as
accompanying direct particle aggregates. Such results contrast
with those seen in the context of positive polyampholyte
particles, wherein polymer-bridged aggregate structures were
seen to form even in the absence of direct particle aggregates.

4.6.2 Effect of particle volume fraction. To probe the effect
of particle volume fraction on the structural properties of
negative polyampholyte particles, we fixed Qp = 40 and Qn = 80,
and varied the particle volume fraction. Fig. 14(a) displays the
particle–particle RDFs for PI1 and PI2 particles for different
particle volume fractions. In all cases, there is observed to be a
peak in the RDF at a location shifted from the particle contact.
With an increase in particle volume fraction, the intensity of
the peak increases and the location of the peak moves closer

Fig. 12 Structure of negative-polyampholyte particles: (a) particle–parti-
cle RDF at different Qp, Qn; (b) size distribution of the particle–particle
clusters for the system; (c) size distribution of the particle–polymer
clusters; (d) bridging fraction. The results displayed correspond to net
charge Qnet = �40, particle volume fraction fp = 0.025, C/C* = 0.092.
Solid lines are results for PI1 particles and dashed ones are for PI2 particles.

Fig. 13 Structure of negative-polyampholyte particles for different pat-
terns of charge inhomogeneities: (a) particle–particle RDF; (b) size dis-
tribution of the particle–particle clusters; (c) size distribution of the
particle–polymer clusters; (d) bridging fraction. The results displayed
correspond to Qp = 80, Qn = 120, C/C* = 0.092 and Qpol = �120.

Fig. 14 Structure of negative-polyampholyte particles for different
particle volume fractions: (a) particle–particle RDF at different fp forQnet =
�40; (b) size distribution of the particle–particle clusters for the system in
(a); (c) size distribution of the particle–polymer clusters for the system in
(a); (d) bridging fraction for the system in (a). For all, it is for polyampholyte
patchy particles PI1 and PI2 with net chargeQnet = �40,Qp = 40 and Qn =
80, C/C* = 0.092 andQpol = 120. Solid lines are results for PI1 particles and
dashed ones are for PI2 particles.
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to the particle surface. Consistent with such trends, both PI1
and PI2 particles are observed to form larger particle–particle
clusters with an increase in particle volume fraction. Upon
comparing PI1 and PI2 particles, we observe that the intensity
of the peak is in general higher and the location is shifted
further (from the particle surface) for PI1 particles.

To understand the above results, we point out the similarity
between the general characteristics of the RDFs above and
those discussed in the context of Fig. 7(a) in Section 4.4.
Therein, the origin of the peak in the RDF was rationalized as
arising from the combination of the interparticle electrostatic
repulsions and the polymer depletion induced attractions.
Further, we recall that the polymer depletion characteristics
were also influenced by the electrostatic repulsion between the
like-charged polymers and particles. Within such a framework,
the results of Fig. 14(a) can be rationalized as arising from a
similar interplay between electrostatic repulsions and deple-
tion attractions. In such a context, the increase in the intensity
and the shift in the location of the peak in the RDF with
increasing particle volume fraction can be understood as a
consequence of screening of electrostatic repulsions. Consistent
with our hypothesis for the mechanism, and eliminating
polymer-bridging interactions as a possible origin of the results,
we observe that the polymer-bridged clusters encompass
only a small fraction of particles for lower volume fractions
(such results are to be contrasted with those seen in positively
charged particles). At higher volume fractions, polymer-bridged
clusters are seen to increase in size. However, such trends arise
due to the increase in particle–particle clusters and the
reduction in the average interparticle distances under such
conditions.

Within the above framework, the differences observed
between PI1 and PI2 particles can be rationalized based on
the strength of electrostatic and depletion interactions
which manifest in PI1 particles. Indeed, as discussed in earlier
sections, PI1 particles possess larger magnitude of charges on
the positive and negative patches. As a result, the direct
electrostatic repulsions and the polymer depletion are expected
to be stronger, which manifests in the intensity and the
location of the peak in the RDF.

Similar to the results in Section 4.5.2, we collate all the
results for the negatively charged polyampholyte particles in
terms of a ‘‘phase diagram’’ for PI0, PI1 and PI2 particles for
Qnet =�40. To describe the morphology, structures in which the
peak of the RDF is shifted from the particle contact but exhibit
only small particle–particle clusters are classified as dispersed
phases. Structures in which the peak of the RDF is greater than
unity and the particle–particle cluster sizes are greater than
10 are classified as particle–particle aggregates.

The results displayed in Fig. 15 are consistent with the earlier
discussed observations. In general, we observe a propensity to
form particle–particle aggregates more prevalent for particles
with smaller number of patches and higher particle volume
fractions. These are consistent with the strength of the electro-
static repulsions and the depletion interactions which manifest
in such situations. Interestingly, none of the parameters we

probed resulted in polymer-bridged aggregate phases in such
negative polyampholyte particles. Such results and the contrast
with experiments discussed in the introduction suggest that the
partial dissociability of the proteins is likely an important factor
in influencing such observations.

5 Summary

In this article, we have presented results for the effect of
particle charge inhomogeneities on the structure and phase
behavior in mixtures of nanoparticles and charged poly-
electrolytes. We probed two classes of polyampholyte systems:
(I) particles with a net positive charge and (II) particles with a
net negative charge. For both the systems, we have studied the
effect of geometry of charge distribution, the magnitude of
positive charge (Qp) and the particle volume fraction (fp).

For positive polyampholyte cases, the particles were seen to
form either polymer-bridged or direct particle aggregates.
Increasing the charge on the positive patches and/or the particle
volume fractions leads to an increased tendency to form particle
aggregates. Upon comparing the different patterns of charge
inhomogeneities, we observe that increasing the number of
patches (for fixed Qp and Qn) had an effect similar to that of
reducing the charge on the positive patches. For negative

Fig. 15 Phase diagram for (a) PI0 (b) PI1 and (c) PI2 particles; for all the
results, bulk polymer concentration C/C* = 0.092. The net charge of all
the particles is Qnet = �40 and Qp = Qnet � Qn. PP – direct particle
aggregation; D – dispersed phase.
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polyampholyte particles, we observed only direct particle aggre-
gates. The propensity to form such structures was more pre-
valent for particles with smaller number of patches and higher
particle volume fractions.

The results presented in the present article constitute the
first steps towards addressing the influence of protein charge
heterogeneities on the structure of protein–polyelectrolyte
mixtures. A number of directions emerge for potential future
studies. The primary among these is the inclusion of pH and
partial dissociability effects of the charged groups. A second
direction is the study of more realistic models for protein charge
heterogeneities which may draw on the structures available in
the protein data bank.
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