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Abstract

Given a set of data, one central goal is to group them into clusters based on some
notion of similarity between the individual objects. One of the most popular and
widely-used approaches is k-means despite the computational hardness to find its
global minimum. We study and compare the properties of different convex relaxations
by relating them to corresponding proximity conditions, an idea originally introduced
by Kumar and Kannan. Using conic duality theory, we present an improved proximity
condition under which the Peng—Wei relaxation of k-means recovers the underlying
clusters exactly. Our proximity condition improves upon Kumar and Kannan and is
comparable to that of Awashti and Sheffet, where proximity conditions are established
for projective k-means. In addition, we provide a necessary proximity condition for
the exactness of the Peng—Wei relaxation. For the special case of equal cluster sizes,
we establish a different and completely localized proximity condition under which
the Amini-Levina relaxation yields exact clustering, thereby having addressed an
open problem by Awasthi and Sheffet in the balanced case. Our framework is not
only deterministic and model-free but also comes with a clear geometric meaning
which allows for further analysis and generalization. Moreover, it can be conveniently
applied to analyzing various data generative models such as the stochastic ball models
and Gaussian mixture models. With this method, we improve the current minimum
separation bound for the stochastic ball models and achieve the state-of-the-art results
of learning Gaussian mixture models.
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1 Introduction

k-Means clustering is one of the most well-known and widely-used clustering methods
in unsupervised learning. Given N data points in R™, the goal is to partition them into
k clusters by minimizing the total squared distance between each data point and the
corresponding cluster center. It is a problem related to Voronoi tessellations [10].
However, k-means is combinatorial in nature since it is essentially equivalent to an
integer programming problem [22]. Thus, minimizing the k-means objective function
turns out to be an NP-hard problem, even if there are only two clusters [2] or if the
data points are on a 2D plane [19].

Despite its hardness, numerous efforts have been made to develop effective and
efficient heuristic algorithms to handle the k-means problem in practice. A famous
example is Lloyd’s algorithm [17] which was originally introduced for vector quan-
tization and then became popular in data clustering due to its high efficiency and
simplicity of implementation. One of the earliest convergence analyses of Lloyd’s
algorithm was given by Selim and Ismail [22]: Under certain conditions, the algo-
rithm converges to a stationary point within a finite number of iterations but may fail
to converge to a local minimum. A smoothed analysis given by Arthur, Manthey and
Roglin [4] shows that the smoothed/expected number of iterations is bounded poly-
nomially by N, k and m while the worst-case running time can be 2%*®) even for the
case when data points are on a plane [24].

We are particularly interested in the semidefinite programming (SDP) relaxation
for k-means by Peng and Wei [21], who observed that the k-means objective function
can be written as the inner product between a projection matrix and a distance matrix
constructed from the data, and the combinatorial constraints of the projection matrix
can be convexified. Thus, whenever the Peng—Wei relaxation produces an output cor-
responding to a partition of the data set, the k-means problem is solved in polynomial
time [27]. The details of the Peng—Wei relaxation will be explained in 2.

Theoretical properties of the Peng—Wei relaxation have also been studied under
specific stochastic models in the literature. Minimum separation conditions were
established in [5,13] to guarantee exact clustering for the stochastic ball models with
balanced clusters (i.e., each cluster has the same number of points), while a similar
study was conducted in [20] for the Gaussian mixture model.

Despite these efforts, the Peng—Wei relaxation is not yet thoroughly understood.
Several fundamental questions of vital importance remain unexplored or require better
answers, such as

— How do the number of clusters and the data dimension affect the performance of
the Peng—Wei relaxation?

How does the performance of the Peng—Wei relaxation depend on the balancedness
of the cluster sizes and covariance structures within each cluster?

Can the global minimum separation condition be localized?

Under the special case of equal cluster sizes, does the tighter Amini—Levina relax-
ation [3] improve the Peng—Wei relaxation? If so, in which sense?

The studies in [5,13,20] reveal certain information about the Peng—Wei relaxation
based on the assumption of sufficient minimum center separation: guaranteed exact
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recovery in the case of the stochastic ball model [5,13] and learning of centers for
the Gaussian mixture model [20]. The price to obtain such information, the require-
ment imposed upon the minimum center separation, is the homogeneity of the criteria
forced on all different clusters. In other words, each pair of clusters, regardless of
their shapes and cardinalities, must have their centers separated by a uniform distance
determined by the entire data set. As a consequence of this “global” condition, the
effect of an isolated but huge cluster ripples throughout the entire data set by raising
the minimum center separation. Thus, a more “localized” condition, i.e., a condition
on the center separation for each pair of clusters that relies largely on local informa-
tion, is much desired. Such a more localized condition might pave the way to address
the aforementioned fundamental questions regarding the Peng—Wei relaxation.

To that end, in this paper we introduce a proximity condition enabling us to relate the
pairwise center distances to more localized quantities. Interestingly, it turns out that our
proximity condition improves the one in [15] and is comparable to that in [6], the state-
of-the-art proximity conditions in the literature of SVD-based projective k-means.
Furthermore, under the Amini-Levina relaxation for clusters of equal cardinality, the
associated proximity condition becomes even “fully localized”, as it only involves
information about pairs of clusters.

1.1 Organization of our paper

Our paper is organized as follows. In the remainder of this introductory section we
present our aforementioned proximity condition, discuss its implication for various
stochastic cluster models and briefly compare our results to the state of the art. In
Sect. 2, we discuss k-means and its convex relaxation introduced by Peng and Wei.
In Sect. 3, we show that the Peng—Wei relaxation yields the solution of the k-means
objective as long as our proximity condition (1.1) is satisfied. A different proximity
condition for the exactness of Amini—-Levina relaxation is discussed in the same sec-
tion. In 4, we consider the application of our framework to the stochastic ball model
and the Gaussian mixture model. Numerical simulations that illustrate our theoretical
findings are presented in Sect. 5. All proofs can be found in Sects. 6-8.

1.2 Proximity conditions under deterministic models

The idea of proximity conditions originates from the work [15] by Kumar and Kannan
who use a proximity condition to characterize the performance of Lloyd’s algorithm
with an initialization given by an SVD-based projection under deterministic models.
The result is later improved by Awasthi and Sheffet [6], who perform a finer analy-
sis and redesign the proximity condition for the same algorithm. To the best of our
knowledge, no such type of proximity conditions has been established for the Peng—
Wei relaxation so far, and we will fill this gap in this paper.
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Conceptually speaking, our proximity condition can be interpreted as follows:

For each pair of clusters, every point is closer to the center of its own cluster,
while the bisector hyperplane of the centers keeps all points in the two clusters
at a certain distance determined by global information of the data set.

Roughly speaking, the proximity condition characterizes for each pair of clusters
how much closer each point is to the within-cluster center than the cross-cluster center.
This is conceptually much more localized than minimum separation, which compares
all pairwise center distances to a uniform quantity.

Let us introduce some necessary notation before we proceed to the exact statement
of our proximity condition. Given a set of N data points I" = {xl};\; | with k mutually
disjoint clusters I' = '—'];:1 Iy, we can re-index x1, ..., xy according to the clusters:
I'y = {x4,i}1<i<n, forall 1 < a < k. Denote by n, = |I'4| the number of elements in
Iy.

Denote the data matrix of the ath cluster by

X;r = [xa,l xa,,,a] e R"™*a,

Furthermore, define

1 & ch—Cy — T
Cqg = — Xqi, Wgp=-——— and X,=X,-1,,¢,.

ng ; llew — eall “
In other words, ¢, is the sample mean (cluster center) of the ath cluster, w, j is the
unit vector pointing from ¢, to ¢, and X, is the centered data matrix of the ath cluster.
Now we are ready to give a mathematical characterization of the proximity condition.

Condition 1 (Proximity condition) The partition T" = I_Ila‘: Ua satisfies the proximity
condition if for any a # b, there holds

¢y +cp 1 k 1 1

. a N

;- — - X2 —+—) 1.1
lg,nfl}la<xa,z > ,wb,a>>2 EII il (n +nb> (1.1)

a

Here, | X || is the operator norm of the matrix X.

The proximity condition has a very intuitive geometric interpretation, see also Fig. 1.
Suppose the partition of data points satisfies the proximity condition. Then each pair
of clusters I'; and I'j, can be separated by a plane through the bisector of their sample
means ¢, and ¢,. Moreover, the distance between every point in those two clusters
and the bisector must be greater than the right hand side of (1.1). This geometric
interpretation can be further illustrated by rewriting (1.1): Denote by A, 5 = ||cs —¢b ||
the distance between the two centers ¢, and c¢;. Moreover, define

T4,p = max{max(u, p), max(up )} where u,p = Yawa,b forl <a,b <k.
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Fig. 1 Proximity condition: If the partition of data points satisfies the proximity condition, then each pair
of clusters I'; and I, can be separated by a plane through the bisector of their sample means ¢, and ¢, and
the distance between each individual point in those two clusters and the bisector is greater than the right
hand side of (1.1)

Clearly, 7,5 is the maximum signed projection distance over all the data points in the
clusters I'; and T'p. As illustrated in Fig. 1, one can easily check that the left hand
side of proximity condition (1.1) is in fact equal to %ha, » — Ta,p Which is the shortest
distance between the midpoint ;c” and the projections of all the data points in T’
and ', on the line connecting ¢, and c¢p. This observation gives us the following

proposition.

Proposition 1 The proximity condition (1.1) is equivalent to

k
— 1 1
hab > 2tap+ | D I1X1]? (— + —>, Va # b. (12)
n np

=1 a

Besides showing that the proximity condition (1.1) guarantees the exactness of
Peng—Wei relaxation, we also obtain a necessary proximity condition. If a determin-
istic mixture fails to fulfill the necessary condition, exact recovery by the Peng—Wei
relaxation is provably impossible.

Awasthi and Sheffet’s has raised an open question in [6]: can the pairwise separation
condition be fully localized, i.e., depend only on information of the corresponding
pair of clusters? We apply the Amini and Levina’s relaxation [3], originally intended
to address the weak assortativity issue in community detection among networks, to
convexify the k-means problem in the case of balanced clusters. Surprisingly, we end
up with a completely localized proximity condition for the exactness of the convex
relaxation, thus solving Awasthi and Sheffet’s open problem for the balanced case.

Furthermore, beyond the scope of the Peng—Wei relaxation of k-means, the prox-
imity condition itself provides an algorithm that can accept answers to the NP-hard
k-means problem (although it is not able to reject an answer). For a given solution
to k-means, one can simply check whether the proximity condition holds, and if it
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does hold, then the solution is provably the unique global minimum. The time cost is
proportional to O (kN +m?>N). Assuming the number of clusters k and the dimension
of data m are fixed, the time complexity is linear in the total number of points N,
which improves the quasilinear-time algorithm proposed in [13] in terms of the time
complexity.

1.3 Comparison to existing proximity conditions in the literature

As mentioned before, in the literature of projective k-means, proximity conditions
have been proposed in [15] and later improved in [6]. In this section we compare our
proximity conditions with these existing results.

Denote W = [Yl seees Y,(T]T. By our notation, the original Kumar-Kannan prox-
imity condition [15] is equivalent to

1 1
hap > 214+ Ck ( > W, Va #b,
«/— N
for some large absolute constant C > 0. The fact that max <;<x X1 < W]l implies

\/ Zf:] X112 < vk|W|. Therefore, our proximity condition (1.2) is strictly weaker

than the Kumar-Kannan condition by at least a factor of v/k.

The comparison between (1.1) and the Awasthi-Sheffet conditions in [6] is less
straightforward. Theorem 4 therein states that consistent clustering is guaranteed by
projective k-means plus Lloyd’s algorithm as long as

NN Jiia }>”W”} va#h
(1.3)

Compared to our proximity condition (1.1), the second term on the right-hand side

ha,b>max{zra,,,+c< )nwn Cf<

of 1.3 could be more stringent given the fact / Zf:l X2 < vk||W]|, whereas the
first term is less stringent than ours since

W2 = W W|| =

k k k
ARSI AR IAL
> > >
a=1 a=1 a=1

Therefore, it is fair to say our proximity condition is comparable to the Awasthi-Sheffet
condition.

1.4 Implications under stochastic models

We should emphasize that in order to prove our main results, we benefit a lot from
the existing primal-dual analyses in [5,13]. The major difference between our analysis
and [5,13] is that we aim at deriving proximity conditions under deterministic models
rather than establishing minimum separation results under stochastic models.
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However, we are still curious about what minimum separation conditions our prox-
imity condition can yield when applied to both the stochastic ball model and the
Gaussian mixture model. Before presenting conditions given by our proximity condi-
tion, we first review the state-of-the-art results on both models.

Existing work on the Peng—Wei relaxation: The stochastic ball model can be viewed
as a special case of mixture models where the distributions of sample data points are
compactly supported on k disjoint unit balls in R™. The clusters are balanced and the
covariance structure is fairly rigid since all the distributions are assumed to be identical
and isotropic.

Let A be the minimal separation between the cluster centers. In [5], it is proven
that the Peng—Wei relaxation achieves exact recovery provided A > 24/2(141//m),
where the lower bound of A is independent of the number of clusters k. Another bound
of A is given in [13] stating that exact recovery is guaranteed if A > 2 4 k2 /m which
is near-optimal in the m > k? regime.

The Gaussian mixture model (GMM) as a stochastic model is more flexible. This
model is characterized by its density function which is a weighted sum of the density
functions of Gaussian or subgaussian distributions. In [20], assuming the Gaussian dis-
tributions are identical and isotropic, Mixon, Villar and Ward prove that the Peng—Wei
relaxation learns the Gaussian centers for balanced clusters when the center separa-
tions are required to be above ko, where o I is the common covariance of all Gaussian
distributions.

Existing work on other algorithms: Clustering Gaussian mixture models has received
extensive attention in machine learning and statistics communities.
Besides [20], a lot of progress has been made in developing efficient algorithms for
this task. Among them are a family of algorithms here referred to as the projective k-
means [1,6,9,14,15,18,25]. In general, the projective k-means works in two steps: first
project all the data points onto a lower dimensional space usually based on singular
value decomposition (SVD), and then classify each point by heuristic methods such
as single linkage clustering in [1] or Lloyd’s algorithm in [6].

Vempala and Wang [25] show that if each pairwise center separation is larger
than a quantity determined by the number of clusters k, the dimension m and the
variances of the clusters, the projective algorithm can classify a mixture of k isotropic
Gaussians with high probability. Achlioptas and McSherry [1] show that SVD-based
projection followed by single-linkage clustering is able to classify all the sampled
data points accurately if the center separation of each pair of clusters is greater than
the operator norm of the covariance matrix and the weights of the two clusters plus a
term which depends on the concentration properties of the distributions in the mixture.
The algorithm studied by Kannan and Kumar in [15]—the work that first devises the
idea of proximity condition—also begins with an SVD-based projection and proceeds
by Lloyd’s algorithm which is initialized by an unspecified near-optimal solution to
the k-means problem. As stated before, its technical results are improved by Awatshi
and Sheffet in [6]. Recently, Lu and Zhou [18] provide a more detailed estimation of
misclassification rate for each iteration of Lloyd’s algorithm with initialization given
by spectral methods [14].
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Table1 Comparison of results on GMM: the separation bound for [25] only applies to mixtures of isotropic
Gaussian distributions and the bound for [20] is used to guarantee learning cluster centers instead of
recovering the labels of data points

Authors Separation bounds Algorithms Exact Year
Vempala and Wang [25] OKl/4 logl/ 4(m)) Projective k-means Yes 2004
Achlioptas and McSherry [1] Ok + k172 logl/2 N) Projective k-means Yes 2005
Kumar and Kannan [15] O (k(polylog(N))) Projective k-means Yes 2010
Awasthi and Sheffet [6] O(kl/ 2 (polylog(N))) Projective k-means Yes 2012
Lu and Zhou [18] O(k3/2) Projective k-means No 2016
Mixon et al. [20] O(k) SDP k-means No 2017
Our work (9(1(1/2 + logl/2 (kN)) SDP k-means Yes -

Our results: We can easily apply the proximity condition to the stochastic ball
model and the Gaussian mixture model. The corresponding recovery guarantees are
competitive with or improve upon other state-of-the-art results.

— For the stochastic ball model, we show that A > 2 + O(/k/m) is sufficient
to guarantee the exact recovery of the Peng—Wei relaxation, which improves the
separation condition A > 2 4 k?/m in [13] when k is large. Moreover, our result
applies to a broader class of stochastic ball models where each cluster can have a
different number of points and may even satisfy a different probability distribution
as long as the support of density function is contained within a unit ball.

— For the Gaussian mixture model, we summarize our result for the Peng—Wei
relaxation and other state-of-the-art results for both the Peng—Wei relaxation and
projective k-means in Table 1. It has been shown in [20] that the centers of a
Gaussian mixture can be accurately estimated by Peng—Wei relaxation provided
the minimal separation is O (k). In contrast, our proximity provides a different
minimal separation condition O (k'/? +log!/? (kN)), which is smaller than O (k)
if k is large and N not too large. Our separation condition is better than [15] and
comparable to [6] for projective k-means. Though our bound loses a k'/# factor
vis-a-vis the one in [25] for the special case of spherical Gaussian mixtures, we
can handle more general Gaussian mixtures where the density functions do not
have to be spherical or identical.

1.5 Notation

Let 11, be the indicator vector of I'; € I'. 1,, is an n x 1 vector with all entries equal
to 1. Given any two real matrices U and V in R™*", we define the inner product as
(U, V) =TrUVT) = YL, Y75_, Ui Vij. For a vector v, max(v) is equal to the
largest entry of v. We denote Z > 0 if Z is a nonnegative matrix, i.e., each entry is
nonnegative; Z > 0 if Z is a symmetric positive semi-definite matrix. Besides, we
also use the notation listed below throughout the paper.

m Dimension of data
k Number of clusters

@ Springer



When do birds of a feather flock together? k-Means...

I Set of N data points in R™
I', The ath cluster
N Total number of data points
n, Number of points in the ath cluster
SN Setof N x N symmetric matrices
SY Setof N x N positive semi-definite matrices
77" Setof N x N nonnegative matrices
W Data matrix of all N data points
X, Data matrix of the ath cluster
X, Centered data matrix of the ath cluster
D Squared distance matrix
X Ground-truth solution to the SDP relaxation of k-means
Y (@b Submatrix of any N x N matrix Y given by {ys ;}ser,, rer,
x,; The ith data point in the ath cluster
It, Population mean of the ath cluster in a generative model
¢, Sample mean of the ath cluster
w,,p Unit vector pointing from ¢, to ¢p
u,,p Signed projection distance given by u, , = X, Wy b
h,,p Distance between ¢, and ¢,
74,5 Maximum signed projection distance determined by u, 5 and up 4

2 k-Means and the Peng-Wei relaxation

In this section, we briefly review the formulation of k-means and its SDP relaxation
introduced by Peng and Wei [21]. Let I" = {xl}ll\; | be a set of N data points in R"™.
k-means attempts to divide I' into k disjoint clusters by seeking a solution to the
following minimization problem:

k

min  min ZZHx[—VQHZ,

k k
(Talyey ratam: a=11lel,

where {Fa}';:] form a partition of I (i.e., I_II;Z]I}, =Tand I, T, = @ if
a # b). For any given partition {I", }];:1, choosing y, as the centroid y, = ¢, =
ﬁ > jery Xj (a = 1,...,k) minimizes the objective function. Therefore, the k-

means problem is equivalent to:

k
min Y e — el @.1)
L A

Given an arbitrary partition {I", }fz:l of I', let 1, (a = 1, ..., k) be the indicator
function of the ath cluster. That is,

1 ifl ey,

1Ir () =
r.(@) 0 otherwise.
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A simple calculation can reveal that

Yoo m—xdP=2)" Ik —y,l?

lely,sel’, lely,

ITal

and hence,

2
>0 e —xll

lely,sel’,

Z Z ”xl Ra ” |1" |
a=11ely,
N

11 . D),

where D € RV*V is the distance matrix with the (/, s)th entry being given by D; ; =
llx; — x;||2. Therefore, we can rewrite the k-means problem as

min (Z, D)

k
1 . 2.2)
sit. Z = Z T IE with |_|]a‘:l I',=Tand ', T, =0 fora #b.

It is self-evident that (2.2) is a non-convex problem due to the combinatorial nature of
the feasible set. Indeed, (2 2) is an NP-hard problem [2]. Despite this, it can be easily
verified that Z = Za 1 ‘r I 1r, 1r satisfies the following four properties:

Z>0, Z>0, Zly =1y, Tr(Z)=k.

Replacing the constraint in (2.2) by the above four properties leads to the SDP relax-
ation of k-means introduced by Peng and Wei in [21],

min (Z, D)
st. Z>0, Z>0, Zly=1y, Tr(Z) =k, 2.3)

which will be the focus of this paper.

The Peng—Wei relaxation is a convex problem and can be solved in polynomial
time using the interior-point method [27]. We denote by X the optimal solution to the
Peng—Wei relaxation. Clearly, every feasible point of (2.2) is also feasible for (2.3);
so once the optimal solution to (2.3) has the form X = Z'; 1T, |1Fa1r , it must
be an optimal solution to the k-means problem. Therefore, the question of central
importance is:

When is the solution to (2.3) of the form X = Za 1 “, I 1r, lT
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3 Exact recovery guarantees
3.1 Exact clustering and proximity conditions

In a nutshell our following main theorem states that the proximity condition (1.1)
implies the exactness of the Peng—Wei relaxation (2.3):

Theorem 2 (Main theorem) Suppose the partition {Fa}ﬁ=1 obeys the proximity con-
dition (1.1). Then the minimizer of the Peng—Wei relaxation (2.3) is unique and given

k
by X =3 gy mylr 1, -

Since the global minimum of (2.3) is always smaller than that of (2.1), Theorem 2
implies that the proximity condition provides a simple algorithm that is able to accept
answers to the k-means problem.

Corollary 1 (Algorithm accepting answers to k-means) If a partition T' = '—'S: 1La
satisfies the proximity condition (1), then it is the unique global minimum to the k-
means objective function.

Note that each data point x, ; appears k — 1 times on the left hand side of (1), and it
takes O (m>n,) amount of time to compute each matrix operator norm using the Golub-
Reisch SVD algorithm [11]. Thus, the time cost to examine the proximity condition
is proportional to O(kN 4+ m?*N).

To the best of our knowledge, k-means problem has not been shown in NP or
not. The proximity condition does not change this fact. We want to emphasize that
the polynomial time examination of the proximity condition (1) does not imply that
an answer to the k-means problem can be verified in polynomial time since it does
not accept all correct answers. A different approach that leverages the dual certificate
associated with the Peng—Wei relaxation to test under certain conditions the optimality
of a candidate k-means solution can be found in [13]. The algorithm proposed in [13]
tests the optimality of a candidate solution in quasilinear time. Hence, our method
improves the time complexity by a logarithmic factor.

While the main theorem provides a sufficient condition for the Peng—Wei relaxation
to exactly recover a given partition, the following theorem gives a necessary condition.

Theorem 3 (Necessary condition) Suppose X = Z];:] mll“a 1;{1 is a global mini-
mum of (2.3). Then the partition {Fa}];:] must satisfy

hap > ra,b+\/r§b+max ||Y,||2<l+i>, Ya # b. 3.1
’ t ng np
Notice that as long as X is a solution to (2.3), {I', }];:1 must be a global minimum
to the k-means. In other words, it is harder for a deterministic mixture to be exactly
recovered by the Peng—Wei relaxation than being the global minimum to the k-means.
It remains unclear whether this necessary condition (Theorem 3) is only necessary for
the Peng—Wei relaxation or is necessary for the k-means itself as well.
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3.2 Balanced case: Amini-Levina relaxation and proximity condition

One special case of interest is the balanced case where each cluster has the same
number of points, i.e. |['1] = --- = |['x|] = n. We have seen in Section 2 that the
k-means problem can be rewritten as (2.2):

min (Z, D)

s.it. Z = Z|l"

Ir, 1] with LS_ Ty =TandT, T, =f@fora #b. (32)

Ll|

With the balanced assumptlon i e the cardinalities of all clusters being the same, it

is easy to verify that Z = Za 1 21 1T obeys the following four constraints:

Z>0, Z>0, Zly=1y, diag(Z)= -

This leads to the Amini—Levina relaxation of k-means, which was first introduced
in [3] for community detection under balanced case in order to address the weak
assortativity issue:

min (Z, D)

1
st. Z>0, Z>0, Zly =1y, diag(Z) = -1y. (3.3)
n

As with the analyses on the Peng—Wei relaxation, once the optimal solution to (3.3)
takes the form X = ZI;:] %lrﬂlifa, the Amini-Levina relaxation gives an optimal
solution to the k-means problem with balanced assumption. Once again, we ask the
same question for Peng and Wei’s relaxation: When is the solution to (3.3) of the form
X = Za 1 an lT ?

Unsurprisingly, the answer is another proximity condition specially tailored for
Amini and Levina’s relaxation.

Condition 4 (Proximity condition for balanced clusters) A partition " = '—";:1 I, with
IT'1] = --+ = |T'x| = n satisfies the proximity condition for balanced clusters if for
any a # b, there holds

. Cqt+¢p k , — —
min <xa,i - wb,a> > \/E (IXall? + 11 X51%). (3.4)

1<i<ng 2

Similar to the general case, the proximity condition for balanced clusters also has an
equivalent formulation:

k¥ 2 X .12
hap > 2tap + 1~ (1Xall® + 1X5]1). (3.5)
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Fig.2 An example of three X X
clusters in the plane. Each x XX;)(%X XX
contains 20 points. The X X
proximity for the general case
(1.1) fails for this instance.
However, the proximity
condition for balanced clusters
(3.4) is satisfied and hence
ensures the partition is optimal + '-|F
to the k-means problem with :‘::h' o+
balanced assumption + ‘_i'i_ + +

XX

X X

Theorem 5 (Exact recovery for balanced clusters) Suppose the partition {Fa}’;:1
with \T'1| = --- = |T'x| = n obeys the proximity condition for balanced clusters
(3.4). Then the minimizer of the Amini—Levina relaxation (3.3) is unique and given by
X = Z];:l %lra l;ra. Therefore, the partition {l"a}];:1 can be recovered exactly by
the Amini—Levina relaxation.

Compared with the proximity condition for Peng and Wei’s relaxation (1.1), the
proximity condition for Amini and Levina’s relaxation distinguishes itself by decou-
pling the clusters in the sense that each of the k(k — 1) inequalities in (3.4) only
depends on the two clusters involved in the inequality. In the case of balanced clusters,
this immediately solves the open question posed by Awasthi and Sheffet [6], which
asks if such a proximity condition exists.

The completely localized proximity condition is particularly meaningful when there
are a few abnormal clusters whose covariance matrices are huge in matrix operator
norm, but at the same time being away from all the other clusters. In this case, the
proximity condition for Amini and Levina’s relaxation has far better chance than that
for Peng and Wei’s relaxation to detect a reasonable partition of the data set. Figure 2
provides such an example.

Analogously, we can also prove a necessary condition for the Amini-Levina relax-
ation, which can be compared with Theorem 3 for the general case.

Theorem 6 (Necessary condition for balanced clusters) Suppose X = Zﬁ:l |1“1_a|11"a
1;2 is a global minimum of (3.3). Then the partition {l"a}z= | must satisfy

2 AT AL
hab = Tab ++/Tap + = (IXal? + 1 XplI%), Va #b. (3.6)

n
4 Results under random models
Next we apply the proximity condition (1.1) to data sets generated from the generalized
stochastic ball model and the Gaussian mixture model, respectively. We first give a

formal definition for each model and then present the minimal separation condition
which is sufficient to guarantee the exact recovery of underlying clusters by the Peng—
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Wei relaxation. The minimal separation conditions are established by verifying the
proximity condition (1) for those two random models. For proofs, see Sects. 8.2 and 8.3.

4.1 Stochastic ball model

The definition of generalized stochastic ball model is given as follows where we only
assume the support of the density function is contained in the unit ball of R™ for all
clusters.

Definition 1 (Generalized stochastic ball model) Let {i,, }];:1 be a set of k determin-
istic vectors in R™. For each 1 < a < k, D, is a distribution supported on the unit
ball of R™ with a covariance matrix X, and {r,;};*, are i.i.d. zero-mean random
vectors drawn from the distribution D,. The ath cluster is formed by {x, ; };’;1, where
Xqi =My +rgiforl <i <ng.

Corollary 2 Denote o2, = maxi<a<k | Zall, N = 5| n4, winin = % min| <<k g,
and A = ming»y, ||, — Mpll. For the generalized stochastic ball model, we draw ng
points from the ath ball for each 1 < a < k. The Peng—Wei relaxation achieves exact
recovery with probability at least 1 — N7V if N > ﬁ log(4kmN?) and

2 [t
A>2+ Omax + 7 s “4.1)
Wmin Wmin

where t = ,/%’ﬂm and y > 0. In particular, if n, = n for all a, wmin = % and
each D, is a uniform distribution over the unit ball of R™, then (4.1) can be simplified

to
| 2k
A>2+ [ ——+ Ttk
m—+2

by noting that o, = | Zall =

max

1
m+2
Remark 1 As the number of data points N goes to infinity provided k and wy,, are

fixed, the value of t = ,/ zlk’%v(iw vanishes. So asymptotically the minimal separa-

tion condition reduces to A > 2 + ./ mz—_{fz whenn, =nand X, = ﬁlm. Note that
we only assume that the distribution is supported on the unit ball, so rotation-invariant
distributions which are assumed in [12,13] are also included. Compared with the result
in [12,13] where A > 2 + ,:n_z is required, we have achieved a better bound when k is

large.

We can also apply the necessary lower bound (Theorem 3) to the generalized
stochastic ball model. To illustrate this, let us study a special case where the following
Corollary holds.

Corollary 3 For the generalized ball model, if for all 1 < a < k we have n, = n,
then with high probability, the Peng—Wei relaxation fails to achieve exact recovery
provided that N is large enough and
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A<1+4,/1+4+202,.

If for any a, D, is the uniform distribution over the unit ball, the bound becomes

2
m —+

A<l1l4+ 1+

[\

4.2 Gaussian mixture model

The definition of Gaussian mixture model is given below, followed by the minimal
separation condition for the exactness of the Peng—Wei relaxation.

Definition 2 (Gaussian mixture model) Consider a mixture of k Gaussian distributions
N(p,, o) in R™ with a set of weights {wa}]a‘:1 obeying w, > 0 and Zﬁ:l w, = 1.
The probability density function of this mixture model is

k
PX) =Y wapn(X; pg, Ta), x €R”,

a=1

where par(x; p,, X,) is the probability density function of the Gaussian distribution
N(”’as Z(/l)

Corollary 4 Denote o2, = maxj<q<c{|Zall}, Wmin = minj<g<x{w,} and A =
mingp ||, — Ry ||. For the Gaussian mixture model, the Peng—Wei relaxation achieves
exact recovery with probability at least 1 — 6N~ if

A > Omax < + 4\/510g1/2(kN2) +q(N;m, k, wmin)) s

Wmin

where g(N; m, k, Wnin) = o(1) if N > m2k? log(k)/wmin- In particular, if n, = n
and X, = I, forall 1 < a <k, then the above condition reduces to

A > 2Vk + 4210 (kN?) + g(N; m, k, 1/k),

and g(N;m, k, 1/k) = o(1) if N > m?k>log(k).

5 Numerical experiments
Consider applying the Peng—Wei relaxation to the generalized stochastic ball model.

When the total number of the data points N becomes large enough, the parameter ¢
vanishes and the sufficient lower bound predicted by Corollary 2 as in (4.1) becomes
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(a) (b) © s s

Hk—1 H2
Ha H2 k-1 Mk

Kk H1

Fig. 3 Illustration of three instructive centroidal geometries. The minimal separation A is the distance
between two adjacent centers. Our bound refers to (5.1) with parameters calculated for the given distribution.
The state-of-the-art bound (5.2) is the bound proved by [5,13]

2

A > 2+ omax (5.1

Wmin

The state-of-the-art bound for the stochastic ball model proved in [5,13] is

, 1 k?
A>m1n{2x/§<l+ﬁ),2+;}. (5.2)

The exact phase transition bound, above which exact recovery can be achieved
by the Peng—Wei relaxation of k-means, is smaller than both of the above sufficient
lower bounds. As one would expect, the actual lower bound is hard to find in practice.
The major difficulty occurs when the number of clusters k is greater than 2. In this
case, when creating an instance of the stochastic ball model with prescribed minimal
separation distance A, there are infinitely many possible ways to place the centers
and this cannot be resolved by translation, rotation, and scaling. To address this, we
investigate the worst case where centers are packed as compactly as possible while
points in each cluster are chosen in the most scattered way. We have a better chance
finding a more accurate lower bound under this arrangement.

Three instructive centroidal geometries, the geometries formed by the locations
of the centers, are considered, and we call them circle-shaped geometry, line-shaped
geometry, and hive-shaped geometry respectively. Centers are packed compactly under
these shapes, especially the hive-shaped geometry. We can rescale the three geometries
to change the minimal separation distance A. An illustration of these geometries
formed by the locations of the centers is shown in Fig. 3.

We let the number of data points in each cluster be n, = 100. Hence, the total
number of points N = 100k. As a result, wni, = 1/k. These n, points are equispaced
points on the unit circle centered at u,. The data points are chosen in this way since
it maximizes the variance. Because the data is isotropic and the variance is equal to 1,
we have opax = 1//m = 1/4/2.

For k and m chosen above, we can see that our bound is an improvement to the
state-of-the-art result. Overall, it is still a meaningful addition to the state-of-the-art
result. Nevertheless, it is not yet tight. Figure 4 shows that the actual lower bound is
almost independent of the parameter k, while our theory still relies on the assumption
that A > 2 + O(Jk/m).
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55 Stochastic ball model in dimension two

45 /
4

—©— Circle shaped
15F —%¥— Line shaped

—— Hive shaped

1r —&— Our bound

—O— State-of-art bound

Minimal separation between centers
w
.3

0 I I I I I
2 25 3 3.5 4 4.5 5 5.5 6

Number of clusters
Fig.4 Numerical experiment on the stochastic ball model with dimension 2 and number of clusters varying

from 2 to 6. The sufficient lower bound here is the bound proved in Corollary 2. The Peng—Wei relaxation
(SDP) is solved by SDPNAL+vO0.5 (beta) [28,29]

Another parameter that may affect the bound is the dimension m. To reveal depen-
dence of the bound on the dimension, we fix the number of clusters k to be 2 and let
the dimension m vary between 2 and 10. The center separation A is chosen among
100 equispaced number between 2 and 4. The number of points in each cluster n, is
equal to 25 x 2m=1 g0 there are N = 50 x 2~ ! in total. The distribution D, for each
ball is the uniform distribution on the unit sphere centered at . For any fixed pair of
m and A, we generate 20 instances of the stochastic ball model.

From Fig. 5, it is evident that neither our bound nor the state-of-the-art bound is
tight. The blue line, which represents the bound A > 2 + % fits our empircal result
the best. Based on the observation of dependence between the empirical lower bound
and the parameters k and m as in Figs. 4 and 5, we formulate a conjecture as stated
below.

Conjecture 7 For a mixture generated by the generalized stochastic ball model, the
Peng—Wei relaxation achieves exact recovery with high probability if

A52+O(i>, (5.3)

m

provided that the total number of points N is large enough.

After the completion of this manuscript, a semidefinite relaxation based on graph cuts
has been proposed in [16] to overcome the performance limits of Peng—Wei relaxation,
which provides a new alternative way to learn the stochastic ball models.
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__ Stochastic ball model with two clusters

\ —*— Necessary lower bound
3.8 X —6— Conjectured bound

) —t+— Sufficient lower bound
—&— State-of-the-art bound
—¥— Empircal lower bound

Separation between centers

Dimension

Fig.5 Numerical experiment on the stochastic ball model with 2 clusters and dimension varying from 2 to
7. For given dimension and separation, the lighter the color is, the higher the probability of success is. The
sufficient lower bound here is the bound given by Corollary 2, while the necessary lower bound is obtained
by applying Theorem 3 directly to the stochastic ball model, which is 1 + /1 4+ 2/m in this case. Being
constrained by computational resources, we are not able to sample more points in higher dimension since
the time cost is prohibitive. This infers that the right half of the empirical lower bound is potentially smaller
than the exact phase transition bound, which is what we are trying to approximate in this experiment. The
Peng—Wei relaxation (SDP) is executed via SDPNAL+vO0.5 (beta) [28,29]

6 Proofs for Section 3.1

We will prove the main theorem and related results under the proximity condition
given in Proposition 1. The proof for the equivalence of the two proximity conditions
is presented at the end of this section. The key ingredient in the proof of the main
theorem is to construct a dual variable to certify the optimality of the desired solution
X = ZI;: 1 ﬁ 1r, IEI based on the conic duality theorem in convex optimization [7].

6.1 Conic duality

We first rewrite (2.3) as a cone program in standard form which naturally leads to its
dual formulation. Noting that Z is a symmetric variable, the Peng—Wei relaxation of
k-means (2.3) is equivalent to the following optimization problem:

min (Z, D)

1
SULZ20. 220, S(Z+ ZO1y =1y, Tr(Z) =k. 6.1)

Let € = Siv N R_IXXN , the intersection of two self-dual cones: the positive semi-
definite cone Siv and the nonnegative cone Ri’ N By definition, it is a pointed! and

I Kis pointed if for Z € K and —Z € KC, Z must be 0, see Chapter 2 in [7].
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closed convex cone with a nonempty interior. Moreover, its dual cone? is given by
K =8V +RY*N = {B+ Q: B >0, Q > 0}. Let Abe alinear map A from SV
to RVN*! defined as follows:
(Z, In)
AZ): Z .
@ 2= [%(Z+ZT)1N)

We can express (6.1) in the form of a standard cone program,

k

min (Z, D), s.t. .A(Z)=|:1N

} . Zek. 6.2)

Thus, using the standard derivation in Lagrangian duality theory [8], the dual problem
of (6.1) can be easily obtained and given by

max —kz — (a,1y), st. D+ A*(X) € ¥, (6.3)

where A = [ii| € RN+ is the dual variable with respect to the affine constraints and

1
A*(A) = z(051; +1ya’) +zly (6.4)
is the adjoint operator of A under the canonical inner product over RV >V,

6.2 Optimality condition

This subsection presents a necessary and sufficient condition for
X = Zﬁ:l ﬁlral}—a to be the global minimum of the Peng—Wei relaxation. The
result is summarized in Proposition 2, which follows from the complementary slack-
ness in the conic duality theory. Moreover, a stronger sufficient condition has been
established for the uniqueness of X in Proposition 3.

Theorem 8 (Conic Duality Theorem, Theorem 2.4.1 in [7]) There hold:

1. Ifthe primal problem is strictly feasible and bounded below, then the dual program
is solvable’ and the optimal values of the primal/dual problems are equal to each
other;

2. Ifthe dual problem is strictly feasible and bounded above, then the primal program
is solvable and the optimal values of the primal/dual problems are equal to each
other;

3. Assume either the primal problem or the dual problem is bounded and strictly
feasible. Then (Z, \) is a pair of primal/dual optimum if and only if either the
duality gap is zero or the complementary slackness holds.

2 The dual cone of K is defined as {W:(W,Z) > 0,YZ € K}; in particular, there holds (*)* = K.
3 The primal problem or dual problem is solvable if it is feasible, bounded and the optimal value is attained.
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The following lemma, tailored to (6.1) and (6.3), simply follows from the strict
feasibility of (6.1) or (6.3) and Theorem 8.

Lemma 1 Both primal/dual problems (6.1) and (6.3) are strictly feasible and bounded
below/above. Therefore, they are are solvable (so the optimal values are attained).

Moreover, (X, N) is a pair of primal/dual optima if and only if the complementary
slackness holds: (D + A*(A), X) = 0 where D + A*(A) € K*.

Proof Consider Z = %INIE + Ay, where A = % > 0 for k > 2. Note that
Z > My > 0 and VA > 1_T)‘INIL > 0. So Z is in the interior of /C. It is also easy
to verify that Z satisfies the other two equality constraints. This shows (6.1) is strictly
feasible. In addition, we can see that the objective function in (6.1) is also nonnegative
since both Z and D are entrywise nonnegative. In conclusion, the primal problem is
strictly feasible and bounded below by 0.

Note that Jyxy = 1 Nl; is a strictly positive symmetric matrix. For the dual
problem (6.3), we can take « = 0 and let z be a sufficiently large positive number
such that

D+A*"M) = JIvxn +D+zIn — Ivxn)
—_

a positive matrix a positive definite matrix

is in the interior of KC*. Hence, the dual program is also strictly feasible. Its optimal
value is bounded above because it is always smaller than the optimal value of the
primal problem.

Therefore, the application of Theorem 8 implies that (X, A) is a pair of primal/dual
optima if and only if the complementary slackness holds, i.e., (D + A*(X), X) =0
where D + A*(A) € K*and X € K. O

Remark 2 The complementary slackness is indeed equivalent to the zero duality gap
since the optimal values of both problems are attained and there holds

(D, X)=—(A"Q), X) = —(A, AX)) = — (A, [k1y]) = —kz — (&, 1p).

In the following lemma, we will derive a more explicit expression for complemen-
tary slackness which will be used in the analysis later. By definition of X*, the matrix
D + A*(X) must be in the form of

D+ A*(AM) =B+ Q, (6.5)

where B > 0, Q > 0 and both of them are symmetric.

Lemma 2 The complementary slackness (D + A*(X), X) = 0 is equivalent to
B =0 foralll <a<k, and QX =XQ =0, (6.6)

where B > 0 and Q > 0 obeys (6.5) for some A. It follows immediately that
Q(“’b)lnb = 0for1 < a,b < k. Moreover, (6.6) implies that the dual variable
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Z .
A= [a:| satisfies

2 Z
o, = D(a u)lna + <D(a @ Jnaxna)lna - n_llhﬂ (67)

na a a
where o is the ath block of a given by {a;}icr,.

Proof It suffices to prove (6.6) from (D + A*(L), X) = 0 since the other direction is
trivial. Note that the complementary slackness is equivalent to (B + Q X) = 0 for
some B > 0and Q > 0.Since X > 0 and X > 0, it follows that (B, X) = (Q, X)

0. From (B, X) = 0 and B > 0, we have

(BD, Jnyxn,) =0 = B =10

where X @ = Jn,xn, - Since both X and Q are positive semi-definite matrices, we
have
0= (X, Q) =Tr(XQ) = X' Q'3

which gives Q'/2X'/2 = X'/2Q1/2 = 0 and in turn implies QX = X Q = 0.
Now we proceed to derive (6.7). Following from Q@®1, = 0and B = 0,
we obtain

1
Q<a’a)1na = D(a’u>1na + E(naaa + (x;rln,llna) +z1,, =0,

1;'1; Q(a,a)lna = 1’—; D(a,a)lna + naul—lna +n,z=0,

where Q = D + %(od; +1ya’) + zIy — B follows from B + Q@ = D + A*(™)
and the definition of 4%, see (6.5) and (6.4). From the second equation above, we get

o, 1y, = —;-17 D@91, — z. Substituting it into the first one gives
1 (a,a) T
0, = — (—20 D1, — a1, 1, — 2z1na)

ng

1 (@.a) LT plew

= —-2D 1,, + —ln 1, D 1,, —z1,, ),
Ng
which completes the proof. O

Because of (6.7), the effective dual variables are only z and B*?) with a # b since
o can be fully represented by a function of z if the complementary slackness holds,
and plugging o back into the expression of Q in (6.5) gives

O0=zIn—E)+M—B, (6.8)

@ Springer



X.Lietal.

where

1 /1 1
b
E@D = 3 <— + E) Jnaxny»

ng

@b _ plab) _ (i

ng

1
D@® Jngxnp + EJna X1y D(b’b)>

1{1 1
+3 ( (DD, Jyysng) + — (DD, Jnhxnh>) Jngxny- (6.9)

ny

In particular, if a = b,
1
E(a,a) = —Jnaxna’
ng

1 1
M(a’a) = (Ina - n_JnaXl’lu> D(a’a) <Ina - n_‘]na ><nu> . (610)

a a

On the other hand, if B > 0, B“% = 0 foralll < a < k, and Q > 0 has
the form of (6.8), then one can easily verify that @X = 0 since (Q, X) = 0, and
B+ Q = D + A*() for z in (6.8) and « in (6.7). Therefore, Lemma 2 implies that
X is a global minimizer of (6.1).

In summary, we have established a necessary and sufficient condition for X to be
a global minimizer of the Peng—Wei relaxation of k-means.

Proposition 2 (Optimality condition) Any feasible pair of Q > 0 and B > 0 where
Q has the form of (6.8) and B“® = 0 for all 1 < a < k, certifies X to be a global
minimum of (6.1). Conversely, if X is a global minimum of (6.1), then such a pair of
(Q, B) (or (z, B)) must exist.

The optimality condition we have established is essentially equivalent to that of
[12]. However, we use conic duality theory in [7] to show the strong duality holds, and
both primal/dual solutions exist for Peng—Wei relaxation by constructing a Slater’s
constraint qualification. This lays the foundation to derive the necessary condition for
the tightness of Peng—Wei relaxation, which is not fully addressed in [12].

In other words, the optimality condition in Proposition 2 is not strong enough to
guarantee that X is a unique solution to (6.1). The following proposition provides a
sufficient condition for the uniqueness of X by imposing a stricter condition on B.

Proposition 3 (A sufficient condition for the uniqueness of global minimum)

Any feasible pair of Q > 0 and B > 0, where Q has the form of (6.8), B“® =0
foralll <a <k, and B@b - 0 for all a # b, certifies X to be a unique global
minimum of (6.1).

Proof Proposition 2 implies X is a global minimum of (6.1). Let Xe RN *N be an
arbitrary feasible solution satisfying X1y =1 N Tr(X ) =k, X >0and X > 0. We
will prove X is a unique solution by showing that if X # X, there holds

(D, X —X)>0.

@ Springer



When do birds of a feather flock together? k-Means...

We start with (@, X — X). Since @ > 0, X > 0, and (@, X) = 0, it follows that

By the definition of @, and the fact X1y = X1y = 1y and Tr(X) = Tr(X) = &,
there holds, _ ~ _
(0. X-X)=(D,X—X)—(B,X—X)>0.

Since the supports of B and X are disjoint, one has <B~’ X) = 0. Therefore, in order
to show (D, X — X) > 0, it suffices to prove that (B, X) > 0, which will be done by
contradiction.

Suppose (B, )?) = Za#b(B(“’b), )?(“'b)) = 0. Then we have X@?) = 0 which
follows from B@? ~ 0 for all a # b and X > 0. Therefore, the support of X must
be the same as that of X. Note that X is a positive semi-definite matrix which satisfies
)?IN = 1y and Tr()?) =k.Soforany 1 <a <k, )A('(“’“)lna = 1,,,. This means
that 1 is an eigenvalue of X with multiplicity at least k. Since all the eigenvalues
of X are nonnegative and their sum is equal to Tr(X) = k, X has only k nonzero
eigenvalues and all of them are 1. Thus, each X @@ s a rank one matrix. It follow that
X@o = nlalna l;l—a = X@% since f(“’“)lna =1,, and X @ is symmetric. This
contradicts the assumption X #X. O

6.3 Sufficient condition for dual certificate

We will further reduce the sufficient condition in Proposition 3 to one that will be used
in the construction of the dual certificate. As suggested by that proposition, we need
to find a number z € R and a symmetric matrix B € Rﬁ_’ *N such that the following
sufficient condition holds:

0>0, B“Y >0 B@Y=0 vas#b, 6.11)

where Q is given in (6.8). As a result Q, satisfies QX = X Q@ = 0 automatically.

In order to present our final sufficient optimality condition, we first introduce two
linear subspaces. Note that X is clearly a projection matrix satisfying X> = X. Let T
and T be two linear subspaces in R¥*V defined as

T={XY+YX—XYX:Y eRVNy
T = {(Iy — X)Y(Iy — X) : ¥ e RVVY,

Denote by Pr : RV*N — T and Py1 : RV*N — T the corresponding projection
operators. We use subscripts to denote projections, for example letting Pr(B) = Br
and Py (B) = By..For any Z € RV*V it can be easily verified that the (a, b)th
block of Z7 and Z; . are
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b 1 1
Z(a ) —Jnaxnaz(“ -b) + Z(a b)Jnhxnb - m]naxnaz(a'b).]nbxnb, (612)
a
b 1 1
Z(Tai ) = <1na — _Jna><n,,> Z(a,b) ([nb - _anxnb) . (6.13)
ng np

Proposition 4 The optimality condition with uniqueness in (6.11) is equivalent to

ZPTL(IN) + MTL - BTL > 0,

(@.b) @b g +np)
MTa —BTu _anaxnb =0, Va;éb,
B@Y = (pbanT glaa —g  B@b 50 va£b. (6.14)

Proof We first show that (6.11) implies (6.14), and then show the other direction.
(6.11)==(6.14): Noting that E € T, P(Iy) = Iy — X and Q has the form of
(6.8), the projection of Q on T is given by

Or.=Uyn—X)QUy —X)=z(IN —X)+ My — By >0

which gives the first expression in (6.14). For the second one in (6.14), we have
Q7 = 0since QX = XQ = 0 and thus Q“"1,, = 0 for all pairs of (a, b). For
Q9 with 1 < a < k, Q“¥1,, = 0 holds automatically by the definition of Q
in (6.8). For a # b, straightforward calculations lead to

1 1
Q“M1,, = _n2iZ (n_ + n_b> L, + M“P1,, — B“P1,, =0. (6.15)
a

Thus, onehas B(“ )Jn xnp = 77

which implies B(a b) =M; (a,b) Z(SZTZ”) Ji xny, - The third formula in (6.14) satisfies
automatically.
(6.14)==(6.11): It suffices to prove @ in (6.8) is positive semidefinite. By defi-

nition, the matrix E@? is equal to % (% + %) Jngxn, and Pri(Iy) = Iy — X.
Adding the first two formulas in (6.14) blockwisely over all (a, b) gives

1 pplab) Ty, — 5 (L + L) Joxny foralla # b,

ng

Iy —X)+M—-B—2(E-X)=z(Iy—E)+M—B >0
0

where we have used the following facts: X@a) — gla.a) X@bD — 0 when a # b,
M;a’a) = 0 which follows from (6.10), and B(Ta’a) = 0 due to B(“® = 0. This shows
0>0. o

According to (6.14), B;a’b) is determined by M ®?) and z. So the only free variables
are z and B(a Y fora # b. To determine z, we replace 2Py (In) + M7 — Br1 > 0
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by a stronger condition z > ||My1 — By .|| which clearly implies the former one. To
choose B;“L’b) for any a # b, notice that

z(ng + np)

B 5 0 = B(Tuib) + B(Ta’b) >0 B;”L’b) >
2ngnp

b
Jn,,xnh - M;"a )7

where we have used a substitution for B;a’h) . To sum up, we have derived a replacement
sufficient condition which guarantees X as the unique global minimum of (6.1):

2= [Mry — Byo|l,

B=B",
B@Y =0, V1<a<k,
(a,b) @by 2(ng +np)
B = M — W-Inaxmw Va #b,
z(ng +n
B > MJW”,, -MP Va b, (6.16)

2nqnp
6.4 Proof of Theorem 2

Now we are ready to prove the main theorem, which follows directly from the propo-
sition below.

Proposition 5 Assume the proximity condition (1.2) holds for the partition {I', }(1;:1'
We can choose 7 and B such that

¢= My —Brill. BY” =dugpu),. Ya#b,
and the sufficient condition in (6.16) is satisfied. Therefore, whenever the proximity

condition holds, X = Zﬁ:l |r1j1f‘a 1?,, is the unique minimizer of the Peng—Wei
relaxation of k-means.

Lemma3 Foranyl <a,b <k, M;al’b) = D(Taib) = —2YQY;.
Proof Letx, ; andx;, ; betheithand jthpointsinthe athand bth clusters, respectively.

Then,
Xai = %1% = 1%a,ilI* = 2(xais xp, 12
Xa,i _xh,/” = [xaq,ill” — 2(xa,i> xh,/) + ”xb,/” .

Denote by ¢, € R" and ¢, € R" the column vectors consisted of ||x, ;> and
llxp, j |2, respectively. Then,

p@b) — anl,—lq—b - ZXC,XI;r + 1”a¢;'
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b 1 1
D;flj_ ) = Iy, — ;aJnaxna)D(a’b)(Inb - ;b.]nbxnb)
1 T 1
= _2(Ina - ;aJnaxna)XaXb (In;, - ;anbxnb)
= 2X.X,.
The matrix M is defined in (6.9), and it is easy to check that M;al’b) = D(Taih). O

Lemma 4 The operator norm of My — By is bounded by 2 Zf:] 1X:12, ie.

k
2= M7 — Brol <2 IXI%
=1

Proof Note that u, ), = Yawa,b and by Lemma 3, M;aib) = —ZYQYZ. Hence,

By — My =2XWXT, where X € RV ig defined as
X@h =9, X=X, Va#b,
and W e R"FxmK ig oiven by

WD =L, — 2w, pw],, W =1, Va#b.

Note that each W@ is an orthogonal matrix and thus (W@ | = 1. Let y be a
vector of length N, and denote by y, the ath block of y, 1 < a < k. There holds,

k k
Y My = Broy| =23 3 [y X WK,y |
a=1b=1

k k
<23 IXalllyalIXs s

a=1 b=1

<2 (2]{: I1X; II||y1I|>

=1

<2 (lzilj I1X; ||2> (12:) ||y1||2> :

Therefore, the operator norm of My. — By is bounded by 2 35, [ X/ [|2. o

2

It only remains to check whether (1.1) implies the second inequality in (6.16):

B = dugu] , > Mjnaxnb M Va#b, (6.17)

2ngnp
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To show this, we first derive an explicit expression for M. ;a’b).

Lemma5 For any a # b, there holds

1 1  [— 1 —
—pby, — —p@ay, = (hﬁ;, + EIIXbII% - n—ll%ll%) Lo, = 2haptap.

np ng a
Proof The ith entry of the left hand side is

np Ng

1 1

2 2
— E l%ai —xpull” — — E lXa,i — xa.ll
np 1= n

4 =1

(LHS);

ng

np
1
2 2 2
= llca —epll” — 2(xa,i — €, €p — €a) + — E lxo. —enll” — — § lxa,; —eall
o a5

. Tow )+ T2 — T2
= ha,b 2ha,h(Xawb,a)t + ”Xb”F ”Xa”]-‘
np Ng

= (RHS);.

Lemma 6 For any a # b, there holds
b
MEP =02 Joyxny — 2hapapl,, — 2ha plo,u) -

Proof By the definition of M (") in (6.9),

1 1
M(Ta,b) _ D;fl’b) _ *D(a'[’).’n,,xnb _ %Jna oy D(b.b)

ng
1

1 1
+ E (nZ(D(”'a), Jnaxna> + p(D(b'b)a Jn;,xnb)) -]naxn;,
a b

1 1

1 1
= *D(a'b).]nbxn[, - *D(u’a).lna xnpy +—Jn, ><n,,D<a’b) — — Jngxny, Do
np Ng ng np

I I,

1 1 1
+ (2712<D(a,u)7 Jna><l’la> + zifliz(D(b’b), Jnhxn;,) - m<D(a.b)’ Jn“xnh>> Jnaxna,
a b a

NE)
where we have used

(DY) L) gy -

1 1
DY = — Jpn, D@D 4 —pE@O
na nb nunb
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By Lemma 5, we have

1 1
mn = (—D(“*b)lnb — —D(“’“)lna> 1,
ng

np
1 — 1 —
= (hﬁ,b + — X517 — —||Xa||%) Jnaxny — 2ha pltapl,), .
np ng

Similarly,

L ba) L emg )\
M =1,, (—bp®*1, — —p®b1,

ng np

1 — 1 —
= (hi,b + —IXallf — n—nxbn%) Jngxny — 2ha pln,uj 4.
a b

Moreover, the (i, j)-entry of I3 is

1 ng ng 1 np np
2 2
(M)ij = 55 > D W¥ai = %ajI*+ 5 3 ) 1% = %51
a =1 j=I b i=1 j=1
1 g Np
2
= —— > " lxai — xpll
G j=1
1 & 1 & R
2 2 2
= — Y lxai —€al® + — > lxpi —ep* — — > lIxa,i — call
ng - np - ng *
i=1 i=1 i=1
1 &
2 2 2
—— > lxpj —epl* = llea — ep 1> = —hj .
np j:l
Adding up (ITy);. i, (IT2); ; and (IT3); ; leads to the desired identity. m]
gup J W W y

Proof of Proposition 5 Combined with the explicit expression of M\“”, (6.17) is
equivalent to

z(ng + np)
— 4ua,hu;,r’a + <2[;l—nh - hiﬁ) Jngxnp + 20 (ua,bl,;rb + lnau;—,a) <0.
a

(6.18)
By definition of 7, 5, we have

Tap = Max(Uq,p), Tap = Max(Upq).

Define

) Z(na + nb) 2
fx,y) == —4xy = 2h@p(x +y) + o hieg -
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Let ug p,; and up 4, ; be the ith and jth entry of u, 5 and u, , respectively. One can
easily see that f(—ug p,i, —Up.q, ;) 18 equal to the (i, j)th entry of the matrix on the
left hand side of (6.18). Therefore, in order to prove (6.18), it suffices to show that
f(x,y) < Oforall x,y > —1,,. Note that if the proximity condition (1.1) holds,
then 27, 5 < |lc; — ¢p||. Therefore, x,y > —1,p > —%ha,b.

We claim that the maximum of f (x, y) over {(x, y) € R? : x > —Taby Y = —Tab}

is attained at x = y = —1, 5, due to bilinearity of f (x, y). More precisely, this follows
from 27, , < hyp and
d
oL~y Dy = 40— s <0,
X
d
a—f = —4x — 2h(a,b) < 4‘[,1’;) — 2/’1,1’}) <0
y

over {(-xv )’) € RZ X Z _Ta,bv y 2 _Ta,h}-
Therefore, (6.18) holds if

z(ng + np)
— <

0.
2ngnp

max }f(x, y) = =472, + dhapTap — hl ), +

(X, y=—7ap

Since 271, 5 < hg4p, the inequality above is equivalent to

hap —2Tap > /M.
2ngnp

Meanwhile, the proximity condition implies

—
X112

b — 200 = \/Zl_l Xt 1) [z~ )
Nahp 2ngnp

Hence, we have —4raz’b +4hy pTap — hi’b + % < 0 and (6.18) holds. O

6.5 Proof of Theorem 3

This subsection is devoted to proving Theorem 3, the necessary lower bound of %ha, b—
Tqp for X = Zﬁ:l ﬁlra lll—u to be a global minimum of the Peng—Wei relaxation of
k-means. We will use the necessary condition established in Proposition 2 for the proof
which states that, if X is global minimizer, then there exist a number z and a matrix
B obeying B > 0, B“% =0foralll <a <k,and Q =z(Iy —E)+ M — B > 0.

Proof of Theorem 3 The proof is partitioned into three steps:
Step One: We first show that for any a # b, there holds

1
Watm)y 1 gany, (6.19)

W21, — 2haptiap =
a,b"Ma o, 2n,np np
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Note that (D@ Jngxng) = 204 X, ||%-. By Lemma 5 and the definition of M@b)
in (6.9), we have

1 1
M@, =n, (—1)(“’1’)1% - —D(“’”)lna>
np Ng
(1S aa L)
+ = n_2<D ’ :Jnuxnﬂ)_n_2<D ’ ,anxnb> lna

2 z 3

= nb(hz,blnb - 2ha,bua,b)

npz (1 1
= e <_ + _> 1, +B@b1, .
2 \ng nyp

where the last equation follows from (6.15).

Step Two: Next we establish a lower bound for z and show that z > 2 max || X, ||%.
Combining Q = z(Iy — E) + M — B > 0 with B>% = 0 results in

1
Q) =z <1na - n—Jnaxm,> + M@ =0

a

forall I < a < k. Also, Lemma 3 and (6.10) imply M@® = M{" = —2X,X,.

Therefore, z cannot be negative and

1 — =T
Zlna =z <Ina - n_Jnaxna> > _M(a,a) = 2XaXa N

a
which gives z > 2 maxj<,<¢ [ X4|°.
Step Three: By applying B > 0 and z > 2 maxj<,<x || X4 I to (6.19), we get

z(ng + np) 1. > max ”Ya ||2(nu + np) 1

ng = -
2n4np “ ngnp “

2
ha,blna - 2ha,bua,b >

Similarly, we have

Y 12
2 max || X[ (ng + np)
ha,blnb —2hg pUp g > 1,,.
ngnp

Together they imply

max || X4 |*(ng + np)
Nanp '

A%

2
ha,b — Zha,bfa,b
where 7, 5, = max{max(u,, »), max(upq)}. O
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6.6 Proof of Proposition 1

Proof of Proposition 1 1t suffices to prove minj<;<p, (¥ai — <+, wp ) = Shap —
T4.p- Forany 1 <i < ng,, there holds

Cq+Cp Ca — Cp
Xa,i — 3 ,Whg) =\Xaqi — €Cqa + 3 y Whoa

1
= (xa,i — Cq, wb,a) + E”Ca - cb”
— 1
= (Xawb,a)i + E“ca —cpl

1
= —(ugp)i + Ellca -l

Similarly, for any 1 < j < np, we have,

c,+¢p 1
<xb,j - = 5 vwb,a> =—(upa)j + Ellca —cpll-

Combining those two identities gives

|1 . . Cq+¢p
min{ —hgp — Ty p ¢ = min min (X, ; — s Wha),
a#b | 2 a#b 1<i<n, 2

which completes the proof. O

7 Proof for Section 3.2

In this section, we provide concise proofs for Theorem 5 and Theorem 6. The proof's for
the balanced case is parallel to the general case to a large extent. To avoid redundancy,
we skip proofs and calculations that are basically the same as those in Sect. 6. Also,

we adopt similar notation as in Sect. 6 to emphasize the close relation between these
two SDP relaxations of k-means.

7.1 Proof of Theorem 5

Amini and Levina’s relaxation is equivalent to the following optimization problem:

min (Z, D)

1 1
st Zx0. 220, S(Z+ ZN1y =1y, diag(Z) = —1y. (7.1)
n
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In the standard form of a conic program, the optimization takes the form
11
min (Z, D), st A(Z)= ["1 N], ZeKk, (7.2)
N

where £ =S f N Ri\_’ *N and the linear operator A is given by

. diag(Z)

Thus, it is effortless to derive the dual problem of Amini and Levina’s relaxation using
the duality theory of conic programming. The dual program reads

1
max —<—z—|—o¢,1N>, st. D+ A" (L) € K¥, (7.3)
n

where A = [2] € R?V is the dual variable with respect to the affine constraints,

KF = Sﬁrv + RIXN is the dual cone and
1
A*(L) == 5(051; +1ya’) + diag(z) (7.4)

is the adjoint operator of A under the canonical inner product over RV*V where
diag(z) is the diagonal matrix whose diagonal is given by z.

We proceed to find the sufficient condition for X = Zﬁ:l %lrallfu to be the
global minimum. Thanks to the conic duality theorem (Theorem 8), we can prove the
following lemma using the same construction as in Lemma 1

Lemma?7 (X, X) is a pair of primal/dual optima if and only if the complementary
slackness holds: (D + A*(A), X) = 0 where D + A*(A) € K*.

Proof 1t is easy to verify that 7= 1%1 N 1; + Al is strictly feasible for (7.2), where
A= XL S O0fork > 2. As for the dual problem, we take « = 0 and z = z1y where z

N—I
is a sufficiently large positive number, thenD+A*(A) = Jyxn+(D + zIn — JNxn)
is inside the interior of C*. O

The task is to find z and & such that the complementary slackness (D+.A4*(), X) =
0 is true. By definition, D + A* (A\) = B + Q, where B > 0 and Q > 0. We choose
z such that
Za =Zaly, V1 =<a =k,

where z1, ..., zx are variables to be determined. In a similar fashion to Lemma 2, the
complementary slackness gives

1

2
oy = _;D(a’a)ln + n_z(D(a,a)’ Jnsen)ln —

Z
>1,.
n
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As a result, matrix B must satisfy
B@D =0, B =0 Va+£b.
The matrix Q is rewritten as
O=F+ M- B, (7.5)
where M is defined the same as before:

1 1
M@b = b — = [P T + Juxn DOD] + 5,2 P+ DOD . Jn) Jasen.

and the matrix F is given by:

Za + b
n

F@b) —

1
Juxns F@9 = Za (I" - ;Jnxﬂ> Va #b.

Just the same as Proposition 2, the following optimality condition is not enough to
guarantee that X is a unique global minimum of (7.1): @ > 0 and B > 0 where Q
has the form of (7.5) and B»® = 0forall 1 < a < k. However, by following exactly
the logic of the proof of Proposition 3, one can show its counterpart for the balanced
case is still true:

Proposition 6 (A sufficient condition for the uniqueness of global minimum) Any
feasible pair of Q > 0 and B > 0, where Q has the form of (1.5), B‘*® = 0 for all
1 <a <k and B“? > 0forall a # b, certifies X to be a unique global minimum

of (6.1).

By following the argument of Proposition 4, we can transform the condition for the
uniqueness of global minimum into a more useful form.

Proposition 7 The optimality condition with uniqueness in Proposition 6 is equivalent
to

FTL + MTL - BTL z 0,

M;fl’b) _ B;_“J’) _ Za —;Zb Jo=0, Va#b,
B@b — (pb-anT  plaa _qg  B@b - g g £p. (7.6)

Here, T and T are subspaces of RV*V defined in Sect. 6.3. The only free variables
remained in (7.6) are z, and B(T“L’b). We choose them as

v b
20 = 2k Xal? B =4dugpuy,, Va#b. (1.7)

Now we show that with such a construction leads to Theorem 5. In fact, Theorem 5
follows immediately from the proposition below as an implication of Proposition 6.
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Proposition 8 Assume the proximity condition for balanced clusters (3.4) holds for
the partition {Fa}/a‘:l. We can choose z, and B such that both the sufficient condition
(7.6) and (7.7) are satisfied.

Proof 1t remains to prove B“? > 0 for all a # b and Fy1 + My. — By. > 0.
Notice that for all a # b

by _  Zat b b
By = = s + My,
b
B;aL ) = 4ua,bu;:a,

where M\“"? is given by Lemma 6. Then
Za + 2
B@b 4ua’bu;—’a + (_aT + hib) Jusn — Zha’b(ua,bl;ll— + lnu;a).

As with the proof of (6.18) in Sect. 6.4, it suffices to require

Za + 2 k- -
hap —2Tap > \/a— = \/— (IXall? + 1Xp11%),
2n n

which is equivalent to the proximity condition for balanced clusters thanks to Propo-
sition 1.
Next we show Fy1 > Bpi — M. Based on the proof of Lemma 4, we have

M(Tal’b) = —ZYQYZ. Hence, Byr — My. = 2XWX T, where X € RN>X" and
W e R"kxmk are given by

X@h =9, X@9 =X, Va#b,
wiab) _ I, — Zwa,bwlb’ w@a) — I,, Va #b.

Note that each W@ is an orthogonal matrix and thus | W(@?) || = 1. Let y € RN be
a unit vector, and denote by y, = {yi}ier,, 1 < a < k. There holds,

Kk 2 k
y Wy < ZZ s WPy < (Z |Iy1||> <k (Z ||y1||2) =
a=1b=1 =1 =1
This implies W < kI,,;, which further implies
Byi — My <2kXX' <G, (7.8)
where G stands for

G =0, G =z,1, Va#b.
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By the definition of F, it is easy to verify that Fr1. = Gy.. Applying Pr. to both
sides of (7.8) yields
BTJ_ - MTJ_ 5 FTJ_.

7.2 Proof of Theorem 6

Proof of Theorem 6 Lemma 3 and (6.10) imply M@ = M\"” = —2X,X,, . Since
0 >0, Q(”'“) > 0 for any a. Using (7.5), we have

1 —
QY = F @9 + M@ — B9 =z, (In - ;Jnxn> ~2X,X, = 0.

Thus,
1 ——
Zaln > 24 In_;Jan izxaxay

which gives z, > 2| X, 2. According to Lemma 6, there holds
M = b2 Jusn = 2hapttaply — 2ha platt) ,,
since for the balanced case n, = n for any a. Hence,
M@D1, = MY D1, = n(h2 )1, — 2ha plta ).

On the other hand, by (7.6), we have

M@y, = M;“’b)ln = B@bq, — Za ‘;Zb 1,.

Combining the above two equations with the fact that B > 0, we obtain the following
estimation

L > (IXa)> + 1 X611,

Zat+2
n(h2 1y — 2ha puas) = BOD1, + Tb

This is equivalent to

UIXall? + 1 X515

2
ha,b - 2ha,b7:a,b = n

O
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8 Proofs for Section 4

In this section, we apply the deterministic guarantee to two typical random models and
prove Corollaries 2 and 4. Each of the two models inherits a partition structure from
how the data are sampled, which gives a ground truth of the underlying clusters. We
will discuss the sufficient condition for the exact recovery of the Peng—Wei relaxation
based on the minimal separation between cluster centers.

8.1 Key lemmas

The main mathematical tools for the analysis are various concentration inequalities of
random matrices as discussed in [23,26].

Theorem 9 (Matrix Bernstein inequality, Theorem 1.6 in [23]) Let {Z;}! | be a
sequence of real di X dp random matrices. Assume that

EZ; =0, ||Z|| <R, V1<i<n.

Consider the sum S = Z:’l:l Z;, and denote

)

0'2(5) = max {

n
> EIZiZ]]
i=1

n
> EIZ] Z]
i=1

} |

_ 42
P (ISl = 1) < () +dy) - exp (WLM%)

Then forallt > 0,

Lemma 8 (Generalized stochastic ball model) Let {a; ?:1 be a sequence of i.i.d. ran-
dom vectors in R™ and assume each a; is a zero mean vector supported on the unit
ball in R™ with the covariance matrix given by X.

1. Denotea = 13", a;. We have

2
P(lall = 1) < (m + 1) - exp (-#%) ) 8.1)

2. Let A be an n x m matrix whose ith row is al.T. Then

2
P(IANl = vn(IZl 4+ 1) < 2m eXp( " ) . (8.2)

24413
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Proof Note that the distribution of each a; is supported on the unit ball with the
covariance matrix given by X. Thus,

n

o’ (Za,-) = nmax{|| 2|, Tr(X)} < n,
i=1

which follows from || E(aiaiT)H = ||X|| and || E(aiTa,-)H = Tr(¥) < 1. Moreover,

there holds ||@;|| < 1 and thus R = maxi<;<, ||a;|| = 1. Therefore, applying Theo-
rem 9 immediately results in

B nt?
P(llall = 1) < (m +1) - exp <_2 - 2;/3) '

For the second part, first note that ||A||2 = |ATA| = “Z?:l aia;r || Let Z; =
a; al.T — X be a centered random matrix and its operator norm is controlled by

R= max ||Z;| < max |la|*+ 2] <2.
I<i=n I<i<n

For the variance of Z;, since E(Z;Z) = E(Z Z;) = E(||a;|*a;a,) — T2, we have
—%? < E(Z;Z]) < X. Therefore,

IE(Z:Z) < max{|Z]%, IZ]} = 2] < 1

and ch(Zl'-':1 Z;) < n. Applying Theorem 9 again gives
n’t?
>nt)| <2m-exp|—
202(S) + 2Rnt /3

n
P ( >z
i=1
<9 nt?
m-exp| ————).
= P\T 2743
Therefore, since [ A[|? < || Y/_; Zi|| + n] ||, we have

Al = Vn(IZ] + 1)

with probability at least 1 — 2m exp (—%) . O

Lemma 9 (Gaussian mixture model) Let {a; ?:1 be a sequence of i.i.d. random vectors
in R™ sampled from multivariate Gaussian distribution N (0, ).

1. Denoted@ = 13", a;. There holds

1+0)|%
P (||a|| > ,/M> < max{e™™/8, e 18) vr > 0. (8.3)
n
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2. Let A be n x m matrix whose ith row is al.T, then for anyt > 0

P(IA] > VIZI(/n + /m + 1) < 2772, (8.4)

3. Let omin be the smallest singular value of X, then for any t > 0

P((|A]l < omin(v/11 — /m — 1)) < 2772, (8.5)

Proof Obviously, the sample mean @ is a random vector satisfying A/ (0, %Z). Due to
the rotational invariance, it can be rewritten as @ = \/LEZ]/ 2w where w ~ A o, 1,).

Note that |w|? is a X,721 random variable with E(||w||?) = m and

12 t
P(lw|> —m>1) <exp(—=— ) vexp(—= ).
8m 8

It is easy to see that |a@| < W/% holds with probability at least 1 —

max{efmt/87 efmﬂ/s}‘

For the second and the third part, we use similar techniques by first rewriting A as
A = WX'/2 where W is an n x m standard Gaussian random matrix. Corollary 5.35
in [26] implies that /7 — /m —t < |W| < i/n + /m + t holds with probability at
least 1 — /2. Therefore,

Omin(v/n — /m —1) < A < VIZI(n+ V/m+1)

holds with probability at least 1 — 2¢~"/2. o

Lemma 10 For two independent standard Gaussian random vectors x and y in R™,
there holds )
Px'p=t|ul) e /% Vi =0, (8.6)

for a fixed deterministic vector . Also, we have

P(x Wy > my/1(1 +0)||¥]) < 2maxfe™/8, /8 wr >0, (8.7)

for a fixed matrix ¥ and t > 1. Moreover,

12 t
P(x"Ex —Tr(X) > 1) <exp | ———— | Vexp <— ) , Vi>0, (8.8)
81 1% Iz

for a fixed positive semidefinite matrix X.

Proof Note that x " j/||p|| is a standard Gaussian random variable. For a standard

Gaussian random variable g, we have P(g > 1) < %e"z/ 2 which can be easily
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verified as follows:

P(g > 1) 1 /oo ,x2/2d
g>1) = — e X

V2w Ji

_ 2L /OO o gy

Ev4 2w Jr
o0
<e /_1 / T dx = Lo,
27 t 2

For (8.7), first note that || y ||2 is a chi-squared variable with m degree of freedom,

hence
Pyl < I¥llyll <vm(+ D

holds with probability at least 1 — max{e™""/8, e/ 8). Conditioned on the event
(IWy| < /m(T+0)|¥|}, x ¥y is a Gaussian random variable with variance at
most m(1 4 1)||W||%. As a result,

Px "Wy > my/t(1+0)|¥]) < e ™/

andx "Wy > m/7(1 + 1) holds with probability at least 1 — 2 max{e /8, e=m1*/8}.

For (8.8), we use the rotational invariance as well as the eigen-decomposition of
¥,ie., X =U"diag(Aq, ..., A,)U with A; > 0 for 1 <i < m. Therefore, x " Xx is
the sum of weighted X12 random variables where

x'Tx =) nE. & =Ux), E@xZx)=Tr(E).
i=1

After applying Bernstein inequality, we get the desired result where max; A; = || X||
and Y1 A7 = || Z|3. o

8.2 Stochastic ball model

In this subsection, we prove Corollary 2 for the generalized stochastic ball model.
It extends the results in [5,12,13] where the probability distributions are assumed to
the same and isotropic for all the clusters. The question is how large the minimal
separation A = mingp, ||, — i || should be in order to to ensure the exact recovery
of the Peng—Wei relaxation with high probability. An outline of the proof of Corollary 3
is also given at the end of the subsection.

Proof of Corollary 2 Tt suffices to estimate || X/, hap and 7, p for all a # b. We will
bound those quantities on the premise that (8.1) and (8.2), i.e.,

Xo =Lty | < Vna(IZall +1) and leq — poll <1, (8.9)
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hold for all 1 < a < k with probability for all 1 < a < k, at least 1 —

4km exp(— Agfft“}l; ). Estimation of || X, ||: By the triangle inequality, the operator norm

of X, can be bounded from above as

IXall = 1 Xa — Lyge, |
<1 Xa — L) || + Valiea — wgll

< Vna(lZall + 1) +t/na

for all 1 < a < k with probability at least 1 — 4km exp (_ /\2’ 1)2‘27’32) .

Estimation of 7, 5 and h, ,: Recall that 7, , = max{max{ya Wq b}, max{f;,wh,a 1.
For each entry of X,w, 5, we have

(Yawa,b)i = ”xa,i - M'a” + ”ca - ILa” =< 1+t

which follows from [|x,; — p,|| < 1 and (8.9). A similar bound holds for wab,a
and thus under the event where (8.9) holds, 7,5, < 1 + ¢ holds for all a # b with
probability at least 1 — 4km exp(— ’;f;{‘;‘f; ).

For hy p, it has a simple lower bound:

hap = llea —epll = Iy — mpll — llca — gl — llep — ppll = A —2t.

Therefore, a lower bound of %ha,b — Tgp 1S

1 1 1
Eha,b_fa,bzEA—I—(l"‘r‘l):EA—Zl—l,

which holds uniformly over all (a, b) with probability at least 1 —4km exp(— }Zm‘;‘}’; ).

Proximity condition for stochastic ball model: Now we wrap up our discussion and
apply the proximity condition (1.2). Foreach a, itfollows from | X, || < (V|| Xall + ¢+

t)./n, that

k k
D OIXP <) Uzl + 1 4+ 20/IZall + £ + Phng

a=1 a=1

< (02, + 1+ 2t(Omax + V1) + 12N
< [(Umax + t)z +t+ 2t3/2] N,

where the second line follows from || X4]| < 02, and /2ol + 1 < /Zall + V1.

max
Therefore, for all pairs of a and b, the proximity condition (1.2) for the generalized

stochastic ball model is guaranteed if

2 ax + 12+ 142632
A32+m+/(@” ) ). (8.10)

Wmin
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which holds with probability at least 1 — 4km exp(— ]\zlfj‘;‘}';). Now we choose t =

+/ %’ﬁm. We further assume that N > wim log(4kmNY),thent < 1 and (8.10)
holds with probability at least

2 1
> > 1 — 4km exp (—ZNwmin-t2> >1—-N7.

Note that wyin < % < 5 and ¢ < 1. By enlarging the right hand side of (8.10) as the

following,

2 ((Omax + 1) +1 +213/2 2 t
2+4t +\/ (( — ) ) f 2+ — Omax +
Wmin Wmin Wmin
2 213/2 2 t
+ @+ )t + <2+ Omax + 7 s
Wmin Wmin Wmin Wmin

we derive a sufficient condition of (8.10) which guarantees the proximity condition
(1.2) for the stochastic ball models with probability at least 1 — N~V

2 t
A>2+4 | Omax + 7./ .
Wmin Wmin

In particular, if n, = n for all a and each D, is the uniform distribution over R™,

=

there holds a%ax = |24/l = ﬁ and (8.10) can be simplified into
2k
A>2+ [ ——+ 7Ttk
m+ 2
which completes the proof. O

The necessary lower bound (Theorem 3) can also be applied to the generalized
stochastic ball model. For the sake of simplicity, we restrict our discussion to the
special case where distributions are all uniform distributions over the unit balls and
clusters are balanced, i.e., n, =n, V1 <a <k.

Proof outline of Corollary 3 For each pair of a and b, 7., > 1 — € with high probability
forany e > 0, provided that N is large. As for the operator norms, Theorem 5.41 in [26]
implies that | X,| > (1 — €) mLJrz with high probability. Simple calculations show
that the necessary lower bound (3.1) is equivalent to

2 —
hap = tap + \/rjb +  max I Xall>, Va #b. (8.11)

Adding up all these together, we yield the necessary lower bound for the special case
as in Corollary 3. O

@ Springer



X.Lietal.

8.3 Gaussian mixture model

In this subsection, we prove Corollary 4 for the Gaussian mixture model. We still focus
on the minimal separation condition for the exactness of the Peng—Wei relaxation.

Denote p(t) = max{e "/8, efmt2/8}.

Proof of Corollary 4 Let N be the number of points drawn from the Gaussian mixture

model and n, be the number of points belonging to N'(i,, X4). To simplify our

analysis, we assume n, = w,N and x,; ~ N (p,, ) forall 1 <a <k.
Estimation of | X, ||: Let X, € R"«*" be the data drawn from A" (s, ). Lemma9

states that the sample mean ¢, = % Z;’i] x,,; satisfies |leg — pgll < 4/ m(Hn’—Z”Z““
for all @ with probability at least 1 — k - p(¢). Considering || X, |, it obeys

IXall < 11X — Lug sty | + V7allea — Rall
< VIZull(Wng + m + Vmt +/m(1 + 1))
< VIZall (Vg +2/m(1 + 1))

for all 1 < a < k with probability at least 1 — 2ke™™! /2 where we have used (8.4)in
the second line. It follows that

kX112 (ng 1 k 1 1
Lz 1 X1 + mp) » (Z IZ41l (g + 8m(1 +z))) (— + —)
=1

dngnp W, Wp

2
Imax (N 4 8km(1 4+ 1))
N Wmin

0 (1 N 8km (1 + t))

IA

N

Wmin

where wpin = % minj</<x 7y and wpip < %
Therefore, for all @ # b and all t+ > 0, the right hand side of (1.2) is bounded from
above by

\/2le 1X/112(ng + np) - \/ol%ax <1 N 8km(1 +t))

dngnyp Wmin N
/ 1
< _Omax_ 1+ M (8.12)
Wmin N

with probability at least 1 — k - p(t) — 2ke™"*/, which is greater than 1 — 3k - p(r).
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Estimation of t, 5 and h, p: For hy p, it follows from Lemma 9 that

hap = llca = epll = lg — mpll = llca — mgll — lley — mpll

Lo
> g — iy —M(7+ﬁ>

m(l+1)
> [lg — mpll — 20max, / N (8.13)
Wmin

holds with probability at least 1 — 2ke™"*/% for any a and b. Further assume N >
1602,m (141)

Al then

p o It = )

> 5 (8.14)

Note that u, p, is defined as u, p, = Yawa,b and each entry of u,  is given by
(Map)i = hLb(xa,i — ca)T(ca — ¢p). To get an upper bound for u, p, it suffices to

bound (x,,; — ca)T(ca — ¢p), which can be partitioned into three terms:

(Xa,i — €a) (ca — €p) = (Xai — Ba) ' (€Ca — Bg) + Fari — €a) | (B — ) —llea — pall*.

J1 J2

1. For Ji, note that x, ; — ., and ¢, — p,, are not completely independent from each
other. Thus we further decompose J; into

(Xai—a) ' (€a— m-—nxa, wall® +—(xal ra) D xa— 1)
J#

For the first term above, (8.8) implies ||x,.; — p,||> < m(1 + )| X, | with proba-
bility at least 1 — e~ /8 For the second term, we can reformulate it as

1 1 i
— (0 = o) | Y (aj = 1) =<w,n—2a/ > (xa,j —ua)>

“ Jj#i “ J#i

where w ~ N(0,1,) and w is independent of %Z;;&i(xa,j — ) ~
N (0, a1 ):a). Applying (8.7) implies

t(1+1)
Ccai = )" Doas = o) | < mIZall, [ =
J#i 4
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with probability at least 1 — 2 - p(¢). So we can conclude that

a ng

1+1 |t +1)
J1§m||)3all( + )

for all a with probability at least 1 — 3N - p(¢), for all ¢ > 0.
2. For J>, we decompose it into two terms:

(Xai —€a) (g =€) = Xai — €a) ' (g — ) + Fai — €a) | (py — €p).

Since (xq,; — €)' (kg — Bp) ~ N(O, "‘;a_l(ﬂa — ) " Za(, — mp)). (8.6)
indicates

(i =€) (g = 1) = /5ty — 1) T Zalty — 1)

for all (a, b, i) with probability at least | — kNe™*/?. On the other hand, (8.7)
directly gives

(1 + D) ZallIZpl t(1+1)
(xa,i - ca)T(ﬂb —¢p) < m\/ : = mo'r%ax

np np

for all (a, b, i) with probability at least 1 — 2kN - p(¢). Therefore,

t(1+1)
b = \/s(ua — ) T Za (g — Mp) + Moy,

np

holds with probability at least 1 — 2kN - p(t) — kNe™*/% for all 5,1 > 0.

Using the estimation of J; and J>, we can see that, for all (a, b, i),

I+
vmin{ng, np}

(Xai — €a) ' (€a —€b) < /(g — mp) T Za(y — Rp) + 3m020

holds with probability at least 1 — kN (4 - p(t) + e~*/?). Since (u,p); = ﬁ(xa,i -

2
ca) " (€q — €p)..if N > 223U hen by (8.14) there hold,

6mo2, (1 +1)
A~/ N Wmin '
Proximity condition for Gaussian mixture model By combing (8.12), (8.13) and

(8.15), we have shown the proximity condition is satisfied with probability at least
1 —kN(GS- p(t) +e /%) if

74,5 = max{max{u, p}, max{up 4}} < 2+/50max + (8.15)
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20max

m(l+1) 6mo2, (1+1)
A>T 4GS + 20max (VK + 1 + max ,
- ,—wmln max \/_ max ( ) N wmln A /—N wmln

2
provided that N > W. These two inequalities are in turn implied by

20m; km(1 4+t 6 ax(1 +1
A> Omax +4Umax«/E+100’max m(l + )+ MOmax (1 + 1)

~/ Wmin N win \/N

(8.16)

Here by choosing t = max{810g(kN1+V)/m,\/810g(kN1+V)/m} and s =

2log(kN'*7) where y > 0, then the proximity condition holds with probability
at least
1—kNG-p(t)+e*/*)>1—-6N".

To simplify the expression, we assume N = (m2k”log(k)/wmin)u, where u > 1.
Denote q(N; m, k, wnin) the sum of the last two terms of (8.16) divided by opax. We
have the following asymptotic analysis:

) . 1 4 log(km) + log(u) L log(k)  log(N)\
q(N,m,k,wmm)s\/O< - >+O<ﬁ+ NG + NG )_0(1).

This completes the Proof of Corollary 4. O
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