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Energy-Efficient Wireless Communications: From
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Abstract—In this paper, we analyze energy-efficient communi-
cations based on an advanced energy consumption model for wire-
less devices. The developed model captures relationships between
transmission power, transceiver distance, modulation order, chan-
nel fading, power amplifier (PA) effects, as well as other circuit
components in the radio frequency transceiver. Based the devel-
oped model, we are able to identify the optimal modulation order
in terms of energy-efficiency under different situations (e.g., dif-
ferent transceiver distance, different PA classes and efficiencies,
different pulse shape, etc). This provides an important framework
for analyzing energy-efficient communications for different wire-
less systems ranging from cellular networks to wireless Internet of
Things.

Index Terms—Energy consumption, RF transceiver, multilevel
quadrature amplitude modulation (MQAM), power amplifier,
Class AB, peak to average ratio, maximum drain efficiency, decay
rate, roll-off factor.

I. INTRODUCTION

ENERGY and power consumption are limiting factors in
wireless communication systems. Many studies have been

conducted in the literature on energy efficiency for new high-
data-rate wireless communication systems, such as 5G [1]–[11].
Reducing the energy consumption for wireless systems, in par-
ticular base stations, is an important step to reduce the operat-
ing cost and greenhouse gas emissions of wireless infrastruc-
ture [12]. On top of that, reducing the energy consumption of
wireless handsets can extend mobile battery life and mitigate
a power amplifier (PA) packaging issue known as the power
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dissipation capacity [13]. For these reasons and more, the en-
ergy consumption of wireless handsets has received increasing
attention in recent years [14]–[26].

Detailed discussions of the energy efficiency of wireless com-
munications have been presented in [16] and [17]. However,
these models focus mostly on wireless sensor networks for short
distances, where throughput is not as big an issue as in wireless
cellular systems. Furthermore, the channel that is considered in
the model is a basic additive white Gaussian noise (AWGN)
(no small scale fading is considered); and the impact of peak-
to-average ratio (PAR) on the PA via modulation pulse roll-off
factor has been neglected. The effects of PAR on the wireless
handset transceiver and RF components are studied in [18], [19];
however, this investigation considers a distance of 10 m between
the transmitter and receiver and neglects the impact of the mod-
ulation order, b, which is the number of bits per symbol, on the
energy. Modulation order is considered in [21], [27]; however,
their model is simplistic in other ways and does not consider
PAR, transmission distance, or any RF components such as the
class of PA.

The issue of which PA to use is an important consideration in
its own right. PAs can be categorized as linear or non-linear. Lin-
ear PAs such as class A, class AB, and class B have a considerable
operating range where they provide the linear amplification re-
quired by linear modulations; non-linear PAs such as class E and
class F have no linear operating region and are thus more suit-
able for constant envelope modulations [28]. Linear PAs have
lower maximum efficiency than non-linear PAs; however, be-
cause linear modulations can provide higher spectral efficiency,
we consider linear PAs in this paper. Different classes of linear
PAs have different linearity ranges and different levels of effi-
ciency. It is important to know and to model such parameters
correctly for each of the PA classes in order to maximize energy
efficiency in wireless transceivers.

The objective and contribution of this work is to develop an
advanced model for wireless systems to characterize the impact
of various communication parameters (e.g., the modulation or-
der, the roll-off factor of the underlying pulse shape, and the
transceiver distance) on the amount of energy consumption of
various transceiver components. As such, our goal is to obtain
the optimal modulation order to maximize the energy-efficiency
considering the realistic power consumptions of the power am-
plifiers dissipated and transmit energy. Central to this task is the
importance of an accurate PA model, due to the PAs dominance
in transceiver energy consumption. We strive for this accuracy
in two ways: (1) we treat the impact of transmitted energy and
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dissipated energy (heat) separately so the effect of each is clearly
understood; and (2) we model multiple classes of PA depending
on their characteristics and on their behavior with modulated
signals. The simultaneous requirement for spectrum efficiency
and energy efficiency has driven the pairing of spectrally-
efficient multilevel quadrature amplitude modulation (MQAM)
with relatively energy-efficient class AB PAs [29], [30]. How-
ever, most energy efficiency models in the literature neglect this
fact and are based on class A PAs with a fixed efficiency, cf.
e.g. [16]–[20]. In this paper we model different linear PAs with
the associated maximum drain efficiency and decay rate—which
to the best of our knowledge is a first for wireless handset models
to jointly study these parameters—in order to provide practical
design insights. Further, using our model, it will be easier to
observe the impact of different parameters such as PAR on the
PA and hence on the energy efficiency.

Another key issue is to model the separate components of
PAR. Such modeling has often been limited to the signal con-
stellation alone, as in [16], [19], [20]. A neglected-yet-significant
component of PAR stems from the modulation pulse, which has
a roll-off factor and is typically factored into separate square-
root-Nyquist pulses at the transmitter and the receiver, which
is called square-root raised cosine (SRRC) (the model in [19]
ignores this factorization). Accurate consideration of the roll-off
factor is essential for correct modeling of energy consumption
and the required bandwidth.

Based on the above motivation, our energy consumption
model takes into account parameters such as transmitted en-
ergy, dissipated energy, other circuit energies, constellation size,
modulation pulse roll-off factor, normalized transmission time
(or transmission duty cycle), Rayleigh fading channel, PA’s max-
imum drain efficiency, PA’s efficiency decay rate, and transmis-
sion distance. We use our model to generate a comprehensive
set of numerical results that give design insights such as: Which
modulation order/normalized transmission time pairing is most
energy efficient for a given transmission distance? How much
power back-off is required for the PA to transmit a high mod-
ulation order? What is the impact of PA selection on energy
consumption as a function of modulation order and normalized
transmission time? In our preliminary work on this problem [31],
our focus was mainly on modeling the various circuit energies,
including the separate modeling of the PA’s transmitted and dis-
sipated energies. This paper contributes important practical en-
hancements, which include the Rayleigh fading, the modeling
of PA efficiency with the appropriate drain efficiency and decay
rate, factoring the PAR into its several components, and deter-
mining the optimum modulation order for energy efficiency at
a given distance. These enhancements allow our model to fill
important gaps in our understanding left by previous studies,
including our own.

The remainder of this paper is organized as follows. We
begin in Section II with the system model, after which we
study the transmitted energy in Section III. The circuit en-
ergy is discussed in detail in two sections: Section IV discusses
the PA dissipated energy and Section V discusses the energy
of other transceiver circuits. Section VI formulates the final

Fig. 1. Block diagram of the transceiver circuit.

energy metrics. Finally, the main conclusions are summarized in
Section VII.

II. SYSTEM MODEL

In this paper, we consider a transmission range of d = 10 to
d = 200 m to cover short and long distance communications,
respectively. We select the target probability of error in the in-
tended receiver as peb = 10−3. We consider the Rayleigh fad-
ing channel, i.e. small scale fading. We consider MQAM signal
constellations of size M and constellation order b = log2 M .
We do not consider error control coding and we assume perfect
timing and carrier synchronization.

In this section we outline the RF transceiver blocks of our
model, the operation modes, and the corresponding energy con-
sumption model.

A. Transceiver Blocks

The RF transceiver’s circuit structure typically includes many
RF components as shown in Fig. 1, such as the PA, digital-
to-analog converter (DAC), analog-to-digital converter (ADC),
low-noise-amplifier (LNA), local-oscillator (LO), filters, mix-
ers, etc. These components can be active or inactive depending
on the operation mode of the handset.

B. RF Transceiver Operation Modes

The transceiver operates in one of two modes:
1) On (active) mode: when all circuits are active and the sig-

nal is being transmitted, with a time of Ton, a power level
of Pon, and energy consumed of Eon = PonTon.

2) Sleep (inactive) mode: when there is no signal to be trans-
mitted and all circuits are off, with a time of Tsleep, a
power level of Psleep, and energy consumed of Esleep =
PsleepTsleep.

Accordingly, the total energy consumption of the transceiver
is the sum of the energies of these two modes:

Etotal = Eon + Esleep = PonTon + PsleepTsleep, (1)

where Psleep is listed in Table I and Eon is developed further in
this section. The overall cycle duration is T = Ton + Tsleep. We
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TABLE I
SYSTEM PARAMETERS

define the normalized on time as ε = Ton/T . The value of ε de-
termines the relative time (or duty cycle) required for the circuits
to send a fixed number ofL information bits. One extreme case is
to have Ton → T i.e. ε → 1; this is where the circuits never go to
sleep. Here the lowest modulation order is selected because the
transmitter has sufficient time to transmit the L bits. The other
extreme case is to have Ton → 0, i.e. ε → 0 and Tsleep → T ; this
is where the modulation order must approach infinity (b → ∞)
in order to transmit the L bits. For the sake of practicality, we
constrain the transceiver to be in the on mode at least 10% of the
time, i.e., ε ∈ [0.1, 1], because an arbitrarily large modulation
order is infeasible.

There are subtle tradeoffs between the transmission duty cy-
cle, modulation order, and overall energy consumption. As such,
it is important to establish the relationships between the many
parameters in the energy consumption model. The minimum
value of Ton is a function of b, L, and the symbol rate Rs,
and is

Ton ≥ L

Rsb
. (2)

The inequality stems from the fact that b must assume integer
values. Solved for b, this expression becomes

b =

⌈
L

RsTon

⌉
=

⌈
L

RsTε

⌉
, (3)

where �y� denotes the smallest integer greater than or equal to y
(commonly referred to as the ceiling operator). Rs is related to
the bandwidth of the system, B, via the dimensionality theorem
for MQAM [28], where for a raised cosine pulse with roll-off
factor α, the bandwidth is given by

B = (1 + α)Rs. (4)

The impact of α on the PAR and energy consumption will be
discussed in Section IV-C. The values of T , Rs, and L are fixed
and are listed in Table I.

C. Modeling the Energy Consumption

In the on mode,1 the energy consumption in the literature [16]–
[20] is usually divided into two main parts: (a) the total PA energy
consumption, EPA, which includes the transmit energy Et and
the impact of PA efficiency δ as:

EPA = Et/δ; (5)

and (b) the energy consumption of all other transceiver blocks,
which are mentioned in Section II-A excluding the PA, and
form Eothers. In our model, as shown in Fig. 1, we rearrange
this combination as (a) the transmit energy Et, and (b) the total
circuit energy Ec, which includes Eothers and the impact of PA
efficiency δ in the form of waste heat dissipated by the PA,EPAD.
The steps going from previous models to ours are

Eon = EPA + Eothers

= Et/δ + Eothers

= (Et + EPAD) + Eothers

= Et + (EPAD + Eothers)

= Et + Ec. (6)

It is worth noting that separating PA efficiency, δ, from Et

and isolating it entirely in EPAD is a key step in developing
our model. Because of this step, it is easier to identify the true
impact of parameters such as b and d on the different energy
terms inside the transceiver. For example, the modulation order
b affects Et via the required probability of bit error peb , while
it affects EPAD via the amount of PAR. Furthermore, the impact
on the dissipated energy due to parameters such as maximum
drain efficiency and decay rate for different classes of PAs will
be easier to define.

The following three sections of this paper will discuss the
energy terms Et, EPAD, and Eothers, respectively. Generally, the
transmitted energy, Et = PtTon, depends on many factors such
as link distance d, propagation loss factor, system bandwidth B,
receiver noise figureNF, required peb at the receiver, modulation
order b, and Ton. The value of EPAD still depends on Et with
respect to δ as

EPAD = (1/δ − 1)Et. (7)

For example, if δ = 0.25, the amount ofEPAD = 3Et.Eothers that
is shown in Fig. 1 is nearly fixed for a given communication dis-
tance, d; however, there is some variation because the DAC and
ADC energy consumption varies with modulation order b [32].
As such, we enhance our model by treating these separately,
which yields

Eothers=(PDAC+PADC+Pfixed) Ton, (8)

where the value for Pfixed is listed in Table I.
It is important to mention that we deal with the uplink scheme;

therefore, as we determine Et, the transmitter is in the handset
and the receiver is in the base station. However, as we deal with

1Esleep is no longer investigated, but it is considered in all the total energy
results of this paper.
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Ec, we calculate the energy consumed in both the transmitter
and receiver sides of the handset, in order to determine the total
energy consumption per bit.

III. TRANSMITTED ENERGY Et

To achieve a specific constraint on the average probability
of bit error at the base station receiver, say peb = 10−3, it is
necessary to determine the transmit energy, Et required for the
handset PA for transmission over Rayleigh fading channel. The
exact analytical formula for the probability of error for MQAM
in the Rayleigh fading channel is provided in the literature [33],
[34]. However, because of the complexity in determining Et as
a function of peb, we do not consider using the exact formula
of [33] herein. In this paper, we derive a simple general formula
for MQAM (for even and odd b) based on the derivation that is
provided in [35, Section 3.1], and [36, Eq. 6.58] for b = 1 and
b = 2, which are binary phase shift keying (BPSK) and quadratic
phase shift keying (QPSK), respectively. The derivation is
accomplished by taking the average of the probability of error
over the Rayleigh fading probability density function.

For coherent detection, the average probability of error for
MQAM in the presence of Rayleigh fading is

p̄eb = Eh

{
W · Q

(√
Z · |h|2SNR

)}
, (9)

where SNR is the signal to noise ratio at the receiver and
Q(·) is the Gaussian Q-function. For b ∈ even(N) we have
Z = 3

2b−1 and W = 4
b · (1 − 1√

2b
); and for b ∈ odd(N) we have

Z = 6
2·2b−1 and W = 4

b · (1 − 3
2·2b ) [37, Eq. 6.45]. Eh{·} is the

expected value with respect to the distribution of the channel
gain |h|2. As we show in Appendix A, with a unit Rayleigh
fading channel gain, the probability of error for MQAM is:

p̄eb = W ·
(

1
2
·
(

1 −
√

Z · SNR
2 + Z · SNR

))
. (10)

To find the required SNR at the receiver, we can write:

SNR(b) =
2
Z

·
(

W

4 p̄eb
− 1

)
≈ W

2Z
1
p̄eb

, (11)

where the approximation is valid for a very low probability of
error, i.e., p̄eb ≤ 10−3. We see that for a fixed target p̄eb, SNR
reduces to a function of only b. From the SNR, we can obtain
the received power as

Pr(b) = 2Bσ2NF SNR(b), (12)

where NF is the noise figure of the receiver, σ2 = N0
2 is

the noise variance, and N0 is the noise power spectral density.
B is the system bandwidth. At distance d, to achieve Pr(b) at
the base station the transmitted power from our wireless handset
must be

Pt(b, d) = Pr(b) G(d), (13)

Fig. 2. Comparison of Et with different kinds of QAM for Rayleigh fading at
d = 200 m.

where G(d) is the distance-based path-loss component2 (i.e.
large scale fading)

G(d) = dkG1Ml, (14)

wherek is the propagation loss factor;Ml is the link margin com-
pensating for the additive background noise or interference; G1

is the reference path loss attenuation at d = 1 m from the trans-
mitter, and is assumed here to be G1 = 66 dB [38]. In practice,
k and G1 vary greatly with the environment, carrier wavelength,
base station and handset heights from the ground, and antenna
gains. Equation (13) shows the PA transmit power depends on
two main parameters b, and d. Thus, Et can be obtained as

Et(b, d)
Δ
= Pt(b, d) Ton ≈ W

Zp̄eb
Bσ2NFG(d)Ton. (15)

Fig. 2 captures the relationship between Et and Ton and in-
cludes the dependence of b on Ton [see (3)]. Fig. 2 shows that
to send L bits in a short period of time, say ε = Ton/T = 0.24,
the required value of b, according to (3), is 6 (i.e. 64-QAM) or
higher and the requiredEt is around 1 dBmJ per bit. However, to
send the sameL bits in a longer period of time, such as ε = 0.8, a
lower modulation order can be used, such as b = 2 (i.e. quadra-
ture phase shift keying modulation, QPSK). This in turn reduces
the required Et to around −5 dBmJ per bit, which is much less
than that required for b = 6. Therefore, increasing ε allows the
transceiver to use smaller b and hence consume less Et. Be-
cause b is required to be an integer, as explained in II-B, the Et

graph in Fig. 2 takes discrete steps up or down with changing b.
Fig. 2 shows reference curves for a few fixed modulations, such
as QPSK, 8-QAM, and 16-QAM. Because Et continues to in-
crease slightly with increasing Ton but b changes only in discrete
steps, the optimum T ∗

on for each modulation order b is the point
where b steps down, which is where (2) is satisfied with equality.

2We consider a simple path-loss model for general tradeoff analysis.
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Fig. 3. Typical wireless communications power amplifier chain.

Fig. 2 shows that energy efficiency can be achieved at the
expense of spectrum efficiency, which matches the famous in-
formation theoretic data rate–power consumption cost tradeoff
that is shown in [39] and [40] for the AWGN channel. However,
the model in Fig. 2, yields a result better suited to the realities
of wireless communication systems, because it includes the
effect of modulation order (even and odd), fading channel,
transmission time, and the link distance between the handset
and the base station.

Although Et generally decreases as ε → 1, the transceiver
circuits must operate longer, the impact of which is studied in
the following sections.

IV. POWER AMPLIFIER DISSIPATED ENERGY: EPAD

As (7) indicates, the PA dissipated energy is a function of
the PA efficiency, δ, which in turn is a function of the amplifier
type and the PA back-off due to the amplitude fluctuations of
the modulated signal.

A. PA Selection

Fig. 3 shows a wireless communications amplifier chain con-
sisting of a pre-amplifier followed by a final stage. The role of
the pre-amplifier—usually3 class A—is to drive the input sig-
nal power to the proper level required for the final stage. In this
paper, we use the term “PA” to refer to the final stage because
of its dominance in terms of energy consumption and we group
the pre-amplifier with the “other” circuits.

PA linearity and efficiency are competing design objectives
and both have significant impact on MQAM performance. Be-
cause class AB PAs offer an attractive compromise in this design
tradeoff they are a popular choice in wireless handsets. Not only
do they provide higher maximum drain efficiency, but class AB
PAs also have a lower drain efficiency decay rate as the power
is being backed off. A typical maximum drain efficiency for a
class A PA is ηmax = 0.35 [41], and for a class AB PA ηmax is in
the range 0.5–0.6 [42], [43]. Drain efficiency is defined as the
ratio of the output signal power to the DC power consumed in
the PA at a given output power [44]. The PA has the maximum
drain efficiency ηmax when it operates with maximum output
power (cf., e.g. [41, Fig. 3.11]). However, it is hard to achieve

3For small signals, the power dissipated by the pre-amplifier is negligible.

Fig. 4. Linear PA characteristics, efficiency, and power back-off.

the maximum drain efficiency with a linear modulation such as
MQAM because the envelope of the modulated signal changes
with the data. Furthermore, the impact of such modulation on
different types of PAs is different, as we see next.

B. Power Back-Off

The characteristic curve of a PA is shown in Fig. 4, which is
based on the Rapp model in [45]. Fig. 4 has regions labeled for
linear and non-linear operation. The non-linear region is sub-
divided into a compression region and a saturation region. For
MQAM signals with PAR > 1 (PAR = 1 only for BPSK and
QPSK because all the points in the I–Q constellation have the
same distance from the origin), the signal peak may exceed the
limit of linear operation and result in non-linear distortion, the
most severe consequence of which is spectral distortion, com-
monly referred to as “spectral regrowth.” There are two main
approaches to reduce this distortion [22], [41], [46]–[49]:

1) The first approach is to clip any peak of the signal that
exceeds the region of linear operation. This clipping is
illustrated in Fig. 4 with the shaded signal areas. Be-
cause the MQAM constellation points are represented
by amplitude and phase, the clipping approach may
result in dramatic loss of information and induce in-band
signal distortion [41], [50]. Hence, this approach is not
considered herein.

2) The second approach is to use the power back-off pro-
cedure, where the average pre-amplifier output level is
reduced, which in turn reduces the output level of the final
stage. By backing off the same amount as the PAR, the sig-
nal peaks remain inside the desired linear range, as shown
in Fig. 4. Even though this approach reduces distortion in
the modulated signal, the PA efficiency δ decreases pro-
portionally with the PAR/back-off. In this paper, we model
the impact of power back-off on the efficiency of different
types of linear PA—based on the measured patterns for
class A and class B PAs that is given in [41], [51]—as

δ =
ηmax

(Power back-off)λ
=

ηmax

PARλ
, (16)

where λ is the decay rate, which determines the rate of
degradation of the PA efficiency with power back-off. The
typical values of ηmax and λ for class A, B, and AB PAs
are listed in Table II. Because the value of λ for the class
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TABLE II
DRAIN EFFICIENCY CHARACTERISTIC FOR DIFFERENT PA CLASSES

AB case is in between that of class A and class B, a value
of 0.6 is considered in this paper. Equation (16) can be
stated more clearly for class A PAs as

δ =
0.35

Power back-off
, (17)

and for class AB PAs as

δ =
0.55

[Power back-off]0.6
. (18)

On the left side of Fig. 4, a numerical scale for (17) and
(18) can be seen, which shows a higher maximum drain
efficiency and a lower decay rate for class AB PAs com-
pared to class A PAs.4

Other techniques, such as pre-distortion, envelope tracking,
Doherty PA, etc., are utilized for increasing PA linearity or boost-
ing efficiency, as discussed in the literature [41], [49], [51]–
[55]. However, the processing requirements of these techniques
are greater than what current handsets can afford and they are
mainly used in base stations; therefore, we leave them for future
research.

C. PAR

Generally, there are different sources of PAR.5 In QAM mod-
ulation, two types of PAR can be found: PAR of the modulation
(PARMod), which is a function of b, and PAR of the raised cosine
pulse (PARroll-off), which is a function α. Therefore, δ can be
expressed as a function of b and α as follows:

δ(b, α) =
ηmax(

PARMod(b) · PARroll-off(α)

)λ
. (19)

PARMod is defined as

PARMod(b) =
maxi(|xi(b)|2)

averagei(|xi(b)|2) , b ∈ N (20)

where xi is a point in the QAM signal constellation. For even b,
this can be expressed as a function of b in closed form as:

PARMod(b) =
3 · (

√
2b − 1)√

2b + 1
, b ∈ even(N). (21)

The values of PARMod(b) for b = 2 to 12 are listed in Table III.
PARMod(b) for b = 2 (QPSK) is equal to 0 dB. PARMod(b) in-
creases with b and converges to a value of 4.5 dB for large

4A complexity study for class A, B, and AB PAs is beyond the scope of this
paper.

5Due to its high PAR, orthogonal frequency division multiplexing (OFDM) is
usually not used in a handset/uplink scenario; thus we leave that PAR for future
work.

TABLE III
PAR FOR MQAM [IN DB]

Fig. 5. Binary weighted current steering DAC.

modulation orders (b ≥ 10). This convergence could be wel-
come news for the PA because the PAR/back-off does not grow
arbitrarily large with modulation order.

On the other hand, PARroll-off is the PAR that arises from the
SRRC pulse shape signal in the transmitter. In the literature, a
roll-off factor of α = 1 is considered as optimum [19]; however,
this is true only when the full raised cosine pulse is located at
the transmitter. In our recent work in [24], we showed that when
the SRRC pulse shape is located in the transmitter, a roll-off
factor of 0.42 provides the minimum PARroll-off. This roll-off
factor not only minimizes PAR, but also reduces the bandwidth
by 29% relative to α = 1, according to the bandwidth definition
in (4). Thus, PARroll-off with roll-off factor of 0.42 is considered
herein. Similar to the case of PARMod(b) in Table III, the value
of PAR(b, 0.42) converges to 7 dB. These PAR values can be
higher if values of α other than the optimum α = 0.42 are used,
as we discussed in our work in [24].

V. OTHER CIRCUIT ENERGY: EOTHERS

We now develop the terms in (8).

A. Digital to Analog Converter (DAC)

The DAC is the first block in the signal chain in the transmitter.
The current-steering DAC architecture that is shown in Fig. 5
is consider herein. The power consumption of the DAC has two
terms—called static and dynamic [32]—which are

PDAC =
1
2
Vdd · I0 ·

(
2NDAC − 1

)
+NDAC · Cp ·B · V 2

dd · OSR,

(22)
where Vdd is the power supply voltage, I0 is the unit current
source relating to the least significant bit (LSB), OSR is the
oversampling ratio, and Cp is the parasitic capacitance of each
switch [32]. NDAC is the resolution of the DAC in bits. Based
on the signal to noise ratio inside the DAC of approximately
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Fig. 6. Energy efficiency vs. b for various values of distance d.

Fig. 7. All energies for d = 10 m.

42 dB [32], we derive the following expression of NDAC as a
function of PARMod

NDAC =

⌈
7 +

10 log{PARMod(b)}
6.02

⌉
. (23)

Existing models often assume a fixed value of NDAC = 8 or
9 bits, e.g. [16], [19]; however, we allow NDAC to vary in order
to more fully capture the energy consumption of the DAC vs.
modulation order b. These results can be seen later in Fig. 7,
where the assumed values of the DAC parameters are: Vdd =
3.3 V, I0 = 10 μA, Cp = 1 pF, and OSR = 4.

B. Analog to Digital Converter (ADC)

Similar to the DAC, the power consumption of the ADC is
expressed as [32]

PADC =
3V 2

dd · Lmin ·B
10−0.152·NADC+4.838

, (24)

where Lmin = 0.5 μm is the minimum channel length of the
complementary metal oxide semiconductor (CMOS) technol-
ogy. For simplicity, we assume NADC is equal to NDAC.6

The termPfixedTon in (8) models the energy consumption of the
remaining circuitry mentioned in Section II-A. The numerical
impact of the DAC and ADC on the energy consumption of the
wireless handset will be discussed in Section VI-B.

VI. ENERGY METRICS

A. Energy Efficiency

The energy efficiency U of the wireless handset, in units of
bits per joule, can be expressed as a function of b and d using
the model we have developed:

U(b, d)=
r(b)

Pt(b, d) + PPAD(b, d) + PDAC(b) + PADC(b)+Pfixed
,

(25)
where r(b) = bRs is the throughput in bits/sec. As discussed
earlier, all terms except Pfixed change with b and some with both
b and d. Eq. (25) can be written as function of b for a given d as

U(b) =
bRs

Pt(b) + PPAD(b) + PDAC(b) + PADC(b) + Pfixed
.

(26)
Because the second derivative7 of U(b) with respect to b is
U

′′
(b) < 0 (see Appendices B and C),U(b) is a concave function

with respect to b and has an optimum value (global maximum)
at b∗ for a given distance d.

Fig. 6 shows the concavity of U(b) as a function of b for
different values of distance d. The figure shows that increasing
communication range decreases the energy efficiency for all b
and the location of the optimum b∗ on the energy efficiency curve
converges to b = 2. This is because Et and EPAD dominate the
total energy consumption at long communication distances.

Mathematically, the optimum energy efficiency over b can be
found by solving the following expression:

maximize
b

U(b, d). (27)

The solution can be determined by taking the partial derivative
with respect to b

U(b, d)′=
∂

∂b

bRs
1

δ(b)Pt(b, d) + PDAC(b) + PADC(b) + Pfixed
= 0,

(28)
where 1

δ(b)Pt(b, d) = Pt(b, d) + PPAD(b, d) is the power con-

sumed in the PA. According to (15), Pt(b) ≈ W
Zp̄eb

Bσ2NFG(d).

6In reality, NDAC and NADC may have different values, because they face
different design requirements, such as spectral regrowth, linearity, etc.

7U(b) is continuous and differentiable with respect to b; however, it is eval-
uated only at integer values.
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Hence,

∂

∂b

bRs
4
b · (1 − 1√

2b
) 2b−1

3
1

δ(b)KG(d) + PDAC(b) + PADC(b) + Pfixed

= 0, (29)

where K = 1
p̄eb

Bσ2NF.
δ(b) is a function of b via PARMod(b) by utilizing (19) and

(21),

δ(b) =
ηmax(

3(
√

2b−1)√
2b+1

· PARroll-off

)λ
, (30)

where ηmax and λ are listed in Table II for different types of PAs.
Now (29) can be stated as

∂

∂b

bRs

(1 − 1√
2b
) 2b−1

b · (
√

2b+1√
2b−1

)λK1G(d) +K2

= 0, (31)

where K1 = 4/31−λK · PARλ
roll-off/ηmax, and8 K2≈Pfixed. The

first derivative of the right hand side of (31) can be found in
Appendix B . The final result is⎛
⎝ (2b∗ − 1)(

√
2b∗+1√
2b∗−1

)λ

2
√

2b∗ + 2b∗
(

1 − 1√
2b∗

)(√
2b∗ + 1√
2b∗ − 1

)λ

+

(√
2b∗ − 2b∗ + 2

) λ · (2b∗ − 1)
√

2b∗ · (
√

2b∗ − 1)2−λ log{2}
2 · (

√
2b∗ + 1)3−λ

)

=
K2

G(d)K1 log{2} . (32)

This equation provides the optimum modulation order b∗ for
energy efficiency at a given d.

The mathematical solution of (32) matches the numerical plot
in Fig. 6. For example, at d = 10 the optimum solution is b∗ = 4,
and for large distances b∗ decreases to 2. Eq. (32) is considered as
a modulation order optimization for energy efficiency at different
distances and for different PA types.

In Fig. 6, it is worth noting that the energy efficiency of
QPSK (b = 2) is slightly higher than that of BPSK (b = 1).
The explanation of this is that QPSK has double the through-
put and double the transmit power, but with the same fixed
value of K2. Regarding Pt, using the appropriate values of W
and Z for each modulation in (11), we see that for the same
p̄eb the SNR for QPSK is double that of BPSK. And because
PARMod(1) = PARMod(2) = 1, we have δ(1) = δ(2); therefore,
we can write the energy efficiency of BPSK as

U(1) =
Rs

δ(1)Pt(1) +K2
, (33)

which can be written as

U(1) =
2Rs

2δ(1)Pt(1) + 2K2
. (34)

8This assumption can be justified in order to simplify the optimization formula
because the values ofPDAC(b) andPADC(b) are small relative to the other power
terms in the transceiver.

Fig. 8. All energies for d = 200 m.

However, the energy efficiency of QPSK is

U(2) =
2Rs

δ(2)Pt(2) +K2

=
2Rs

2δ(1)Pt(1) +K2
. (35)

The denominator of (34) is greater than the denominator of (35)
by K2 ≈ Pfixed, and hence the energy efficiency of BPSK is
slightly less than that of QPSK.

B. Energy Consumption

Figs. 7 and 8 show all the energies discussed in our model as a
function of normalized transmission time, ε = Ton/T , with the
appropriate b [see (3)], for short and long distance cases. In both
figures, Et and EPAD are generally decreasing with increasing
ε because the required b is decreasing, as discussed earlier in
Fig. 2. Efixed grows proportionally with ε. In both figures, we
observe the optimum modulation order b, which is optimal in
the sense of minimizing the total energy consumption per infor-
mation bit in the transceiver.

Fig. 7 considers a shorter distance of d = 10 m, which is ap-
plicable in wireless sensor networks, Wi-Fi, or some small cell
systems (e.g. femtocell). Fig. 7 shows the required Et and EPAD

are relatively small compared toEfixed, which dominates the total
energy consumption as ε increases and b decreases. This result
agrees with the d = 10 m curve in Fig. 6. In Fig. 7, the minimum
total energy occurs at ε ≈ 0.37. Other papers have observed an
optimum energy consumption point similar to this [16], [20];
however, our results in Fig. 7 provide the following additional
insights: (a) the optimum modulation order in this particular sce-
nario is identified as b = 4 (16-QAM), which is associated with
ε ≈ 0.37, (b) energy consumption is separated into many fac-
tors, which makes it possible to precisely identify the dominant
energy consumer in each scenario.
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Fig. 9. Total energy for class A and class AB PAs for d = 200 m.

Fig. 8 considers a longer distance of d = 200 m, and shows
that Et and EPAD dominate the total energy consumption for
all modulation orders. Here the optimum modulation order for
minimizingEtotal is b = 2 (QPSK) at ε ≈ 0.70. Again, this result
agrees with the curves in Fig. 6 for d > 25 m. Et in Fig. 8 is
exactly that of Fig. 2.

In both figures, because EDAC and EADC are so small,9 there
are no further insights to be gained by subdividing Eothers any
more; it is better to focus on the PA parameters. These two ener-
gies are generally increasing with ε. They both shift downward
at the point where b = 2 occurs, because the required value of
NDAC changes from 8 to 7.

C. The Impact of PA Class

Fig. 9 shows that class AB PAs can achieve lower energy
consumption than class A PAs, with an advantage of around 4 to
5 dB. This is because class AB PAs have a higher drain efficiency
and slower decay with power back-off/PAR, as described in (17)
and (18). The values of PAR(b, 0.42) vs. modulation order are
listed in Table III.

The results in Fig. 9 raise a related question, which is: can
the linear range of class AB PAs—which is smaller than that
of class A PAs—satisfy the required power back-off of higher
modulation orders? As Table III shows, PARMod(b) converges to
around 4.5 dB for high modulation orders, and thus the amount of
PA back-off does not become arbitrarily large. Therefore, class
AB PAs can be considered a good design choice for MQAM
signals with wireless mobile handsets.

9This provides enough justification for our approximation in (31) as Q ≈
Pfixed.

VII. CONCLUSION

In this paper, we have developed an advanced energy con-
sumption model for wireless cellular systems that takes into ac-
count a broad range of parameters. A central idea is to separate
PA energy consumption into transmitted energy and dissipated
(heat) energy, which allows our model to give design insights
that were not possible with previous energy consumption mod-
els. Through this separation, our model is able to clearly identify
the impact of modulation order on the transmitted energy via the
probability of error formula, and on the dissipated energy via the
amount of power back-off that occurs to avoid distortion. The
results show that class AB PAs can be a good design choice
even for high order MQAM modulations, because the PAR con-
verges to 7 dB and that keeps the amount of power back-off
from becoming arbitrarily large. We are also able to identify
the optimal modulation order in terms of energy-efficiency in
different situations, such as transceiver distances, PA classes
and efficiencies, and pulse shape. This work provides an impor-
tant framework for analyzing energy-efficient communications
for different wireless systems ranging from cellular networks to
wireless internet of things.

APPENDIX A

As we mention in (9), Eh[·] is the expected value with re-
spect to the distribution of |h|2, which here is an exponential
distribution f(x) = e−x x ≥ 0. Now, using the definition of
Eh [·], which is

Eh [g(x)] =

∫ ∞

0
g(x)f(x) dx. (36)

We can write

P̄eb = W

∫ ∞

0
Q
(√

Z xSNR
)
f(x) dx. (37)

Using the definition of the Q function, (37) can be expressed as

P̄eb = W

∫ ∞

0
e−x

∫ ∞
√
ZxSNR

1√
2π

e−t2/2dtdx. (38)

For x = t2/(ZSNR), we obtain

P̄eb = W

∫ ∞

0

∫ t2/(ZSNR)

0

1√
2π

e−t2/2e−xdxdt

= W
1√
2π

∫ ∞

0
e−t2/2 · (1 − e−t2/(ZSNR))dt

= W ·
(

1
2
− 1√

2π

∫ ∞

0
(e−t2/2·(1+2/(Z·SNR)))dt

)

=
W

2
·
(

1 −
√

Z SNR
2 + ZSNR

)
.

(39)

The value
∫∞

0
1√
2π
e−t2/2 = Q(0) = 1/2.
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APPENDIX B

U
′
(b) can be found by taking the first derivative of the right

hand side of (31) with respect to b as (40) shown at the bottom
of this page.

Then, this can be simplified as (41) shown at the bottom of
this page.

APPENDIX C

The second derivative of U(b) with respect to b, U
′′
(b), is

obtained by differentiating (41), yielding (42) and (43), both
shown at the bottom of this page.

Then, we can write: U
′′
(b) = − G(d) K1 log{2} ·

d
db {V ·D} ,

where

V =

(√
2b + 1√
2b − 1

)λ

, (44)

and

D =

(
2b − 1

2
√

2b
+ 2b −

√
2b +

λ log{2}
2

· (
√

2b − 2b + 2)

√
2b · (

√
2b − 1)3

(
√

2b + 1)2

)
. (45)

Hence, the final result can be stated as:

U
′′
(b) = − G(d) K1 log{2} ·

(
V

′ ·D + V ·D′
)

< 0, (46)

which clearly shows that U
′′
(b) < 0 and U(b) is a concave func-

tion, where

V
′
= λ ·

(√
2b + 1√
2b − 1

)λ−1( √
2b log{2}

2 · (
√

2b − 1)

−
√

2b · (
√

2b + 1) log{2}
2 · (

√
2b + 1)2

)
, (47)

and (48) shown at the top of next page.

U
′
(b) = G(d) K1 ·

⎛
⎝2b − 1

b
·
(

1 − 1√
2b

)(√
2b + 1√
2b − 1

)λ
⎞
⎠+K2

−b G(d) K1 ·
⎛
⎝ (2b − 1)(1 − 1√

2b
)(

√
2b+1√
2b−1

)λ

b2
+

(2b − 1)(
√

2b+1√
2b−1

)λ log{2}
2b
√

2b
+

2b · (1 − 1√
2b
)(

√
2b+1√
2b−1

)λ log{2}
b

+

λ(2b − 1)(1 − 1√
2b
) log{2}

b · (
√

2b+1√
2b−1

)1−λ

(
2b log{2}

2 · (
√

2b + 1)
− 2b · (2b − 1) log{2}

2 · (
√

2b + 1)2

))
. (40)

= K2 − G(d) K1 log{2} ·
⎛
⎝ (2b − 1)(

√
2b+1√
2b−1

)λ

2
√

2b
+ 2b ·

(
1 − 1√

2b

)(√
2b + 1√
2b − 1

)λ

+

(
√

2b − 2b + 2)
λ · (2b − 1)

√
2b · (

√
2b − 1)2−λ log{2}

2 · (
√

2b + 1)3−λ

)
. (41)

U
′′
(b) = − G(d) K1 log{2} · d

db

⎧⎨
⎩

(2b − 1)(
√

2b+1√
2b−1

)λ

2
√

2b
+ (2b −

√
2b)

(√
2b + 1√
2b − 1

)λ

+

λ log{2}
2

· (
√

2b − 2b + 2)
(2b − 1)

√
2b · (

√
2b − 1)2−λ

(
√

2b + 1)3−λ

}
, (42)

U
′′
(b) = − G(d) K1 log{2} · d

db

⎧⎨
⎩
⎛
⎝
(√

2b + 1√
2b − 1

)λ
⎞
⎠
(

2b − 1

2
√

2b
+ 2b −

√
2b+

λ log{2}
2

· (
√

2b − 2b + 2)

√
2b · (

√
2b − 1)3

(
√

2b + 1)2

)}
. (43)
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D
′
= log{2} ·

(
1

4
√

2b
+ 2b − 0.5

√
2b +

λ · (2b − 1)2

2 · (2b + 1)2
·
(

3 2b−1 · (
√

2b − 2b + 2) log{2}+
√

2b · (2b − 1)(0.5
√

2b log{2}−

2b log{2}) + 0.5
√

2b log{2} · (
√

2b − 2b + 2)− 2b log{2} · (
√

2b − 2b + 2)
(2b − 1)
(2b + 1)

))
, (48)
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