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Abstract 

The Time-Invariant String Kernel (TISK) model of spoken 
word recognition (Hanngan et al., 2013) is an interactive 
activation model like TRACE (McClelland & Elman, 1986). 
However, it uses orders of magnitude fewer nodes and 
connections because it replaces TRACE's time-specific 
duplicates of phoneme and word nodes with time-invariant 
nodes based on a string kernel representation (essentially a 
phoneme-by-phoneme matrix, where a word is encoded as by 
all ordered open diphones it contains; e.g., cat has /kæ/, /æt/, 
and /kt/). Hannagan et al. (2013) showed that TISK behaves 
similarly to TRACE in the time course of phonological 
competition and even word-specific recognition times. 
However, the original implementation did not include 
feedback from words to diphone nodes, precluding simulation 
of top-down effects. Here, we demonstrate that TISK can be 
easily adapted to lexical feedback, affording simulation of 
top-down effects as well as allowing the model to 
demonstrate graceful degradation given noisy inputs. 
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To feedback or not to feedback 

Theories of spoken word recognition agree on 3 principles: 

(1) incrementally (as a word is heard), (2) words in memory 

are activated as a function of similarity to the input and prior 

probability (e.g., word frequency), and (3) activated words 

compete for recognition. Theories differ in how they map 

phonetic inputs to lexical items and mechanisms that they 

propose to account for the dynamics of lexical competition 

(Magnuson, Mirman & Harris, 2012). Notable differences 

include proposals for or against lexical inhibition or top-

down (lexical-to-phoneme) feedback (McClelland & Elman, 

1986 vs., respectively, Marslen-Wilson & Warren, 1994 or 

Norris, Cutler & McQueen, 2000, 2016). The best-known 

model of spoken word recognition (SWR) is the interactive-

activation model, TRACE (McClelland & Elman, 1986), 

which uses explicit lexical-phonemic feedback to account 

for top-down effects in SWR (several are described below). 

In contrast, Norris et al. (2000; see also 2016) have argued 

that anything a feedback system can do can be done in a 

system without feedback 

Top-down effects in SWR include the Ganong effect 

(Ganong, 1980) effect, where phoneme identification is 

biased according to lexical knowledge. For example, 

compared to a nonword continuum between iss and ish, 

where participants are asked to identify the final consonant, 

identification shifts towards /s/ if the continuum is instead 

between a word and nonword pair like kiss-kish or towards 

/∫/ if the continuum is instead between a nonword-word pair 

like fiss-fish. Another important top-down effect is phoneme 

restoration (Samuel, 1981a,b, 1996, 1997), where a 

phoneme replaced by noise is perceived (or at least 

identified) consistently with lexical context (e.g., the same 

noise, #, is heard as /t/ in /æf#^r/ but as /f/ in /æ#t^r/). 

Participants typically report hearing all phonemes in the 

obscured word, and have difficulty identifying the phonemic 

position of the noise. Crucially, if a phoneme is replaced 

with silence, restoration does not occur and participants 

easily identify which phoneme is missing. 

Norris et al. (2000, 2016) have argued that direct 

feedback from words to phonemes (what they call activation 

feedback) cannot benefit speech processing. They claim that 

any system employing activation feedback can be matched 

by a purely feedforward system wherein top-down effects 

emerge from post-lexical integration of lexical and 

phonemic representations (rather than online modulation of 

phoneme representations by lexical feedback). Norris et al. 

(2000) demonstrated that an autonomous (feedforward) 

network with post-lexical integration could simulate top-

down effects like those described above. They further 

argued that a system tuned to optimally identify each 

phoneme could not be improved by top-down feedback.  

However, this ignores an important motivation for 

feedback in parallel-distributed processing (PDP) models: 

graceful degradation (for example, given noise). Magnuson, 

Mirman, Luthra, Strauss and Harris (2018; see also 

Magnuson, Strauss & Harris, 2005) have demonstrated 

beneficial effects of feedback in TRACE. Magnuson et al. 

compared accuracy and recognition time for every word in 

the original 211-word TRACE lexicon as well as a larger, 

907-word lexicon with and without feedback. As noise was 

added, feedback preserved accuracy and recognition times 

were faster with feedback than without.  

Feedback and TISK 

Hannagan, Magnuson and Grainger (2013) introduced the 

Time-Invariant String Kernel (TISK) model of spoken word 

recognition. We will describe TISK in more detail in the 

next section. For now, we note that Hannagan et al. did not 

include lexical-to-N-phone feedback in the original TISK 

implementation, for purposes of simplicity. Our goal in this 

paper is to examine whether it is possible to implement 

feedback in TISK without impeding its ability to simulate 

the phenomena covered by Hannagan et al. (2013) while 

endowing it with the ability to simulate familiar top-down 

effects and with the robustness in noise (graceful 
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