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Abstract—Due to the tremendous growth of online social networks in both participants and collected contents, social data publication
has provided an opportunity for numerous services. However, neglectfully publishing all the contents leads to severe disclosure of
sensitive information due to diverse user behaviors. Therefore, there should be a thoroughly designed framework for data publication in
online social networks that considers users heterogeneous privacy preferences and the correlations among participants. This work
proposes a novel mechanism for data publication that achieves high performance while preserving privacy and guaranteeing fairness
among users. To derive the optimal scheme for data publication is NP-complete. Thus we propose a heuristic algorithm to determine
the contents to be published which takes advantage of the sets of sensitive contents for each user and the correlation among them.
The theoretical analysis proves the effectiveness and feasibility of the mechanism. The evaluations towards a real-world dataset reveal
that the proposed algorithm outperforms the existing results.
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1 MOTIVATION

The pervasive adoption of Online Social Networks (OSNs)
has made this category of systems a pivotal component for
knowledge discovery [1]. Large scale of contents are gener-
ated in OSNs, owing to both the huge number of partici-
pants and various dimensions of the available information
[2], [3]. Meanwhile, users in OSNs are willing to publish
their contents like ratings for restaurants or movies, which
could be utilized by service providers to facilitate various
kinds of services including content recommendation, friend
recommendation, etc [4], [5]. However, the careless publi-
cation of such a huge size of contents may lead to severe
disclosure of users’ sensitive information. For example, the
sexual orientation may be inferred from the movies watched
by a user [6], and the residential area is usually close to
the frequently visited restaurants [7]. Therefore, a novel
framework for data publication in OSNs is designed in
this work, which considers both privacy preservation and
quality of service for heterogeneous users.

In fact, the large scale of social data makes it possible
for users to publish partial contents [8], [9], while ser-
vice providers can still guarantee qualified services. Service
providers can utilize the contents gathered from multiple
users to facilitate services. However, the following new
challenges emerge when a partial publication strategy is
utilized.

Firstly, considering the pervasive existence of both direct
and latent sensitive information, users may have heteroge-
neous preferences on sensitive information. Their attitudes
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could range from concealing all the contents to totally
careless about private information or even unconscious. As
a result, each user should have a customized publication
scheme which can properly preserve privacy as expected.

Secondly, users are usually correlated with each other
in a service. For instance, to recommend restaurants to a
target user, a service provider selects the visited restaurants
from the users who share similar experiences with the target
user. Therefore, a partial content publication scheme should
also properly choose the contents based on the correlation
among users.

More specifically, partially published contents should
guarantee high quality of service, which can be measured
form two aspects. On the one hand, a majority of users
should receive qualified services based on the published
contents. This requirement is essential since users are corre-
lated with each other, and some sensitive contents must be
concealed, which means it is usually infeasible to serve all
users simultaneously. Take content recommendation as an
example. The published contents must help with providing
a sufficient number of recommended contents for as many
users as possible. On the other hand, the published contents
should provide a fair service among users. As some users
prefer to benefit more and contribute more to a service, it is
necessary to provide better services to the more active users.
Again, take content recommendation as an instance. The
published contents should priorly serve users sharing their
own contents without limitation. In summary, a content
publication scheme should take into account privacy, utility,
and fairness simultaneously.

Unfortunately, these challenges have not been well ad-
dressed by the previous works. The existing solutions main-
ly consider the scenario with identical preference on privacy
preservation, or the most stringent requirement among all
users. These solutions, such as differential privacy [10] and
k-anonymity [11], obfuscate contents or statistical results
before publication. Some works allow personalized prefer-
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ence on privacy. However, such works do not thoroughly
consider the correlation among users. Most of them simply
provide service independently for each user, like perturbing
location information according to the user-specified noise
level [12]. Applications like crowd-sensing [13] partially
consider the correlation among users. However, they mainly
treat each user as an independent individual to work on
some common tasks, and are designed to achieve an equi-
librium state.

This paper mitigates the gap by designing a novel mech-
anism for content/data publication in OSNs. The mecha-
nism properly preserves the private information for each
user. Meanwhile, the mechanism considers quality of ser-
vice in terms of privacy, global utility and fairness among
users. The published contents can be utilized by third-party
servers for various subsequent services. As far as we know,
this is the first study on content publication in OSNs which
integrates correlation among users, users’ heterogeneous
privacy preferences, and fairness among users.

For privacy preservation, the proposed framework as-
sumes adversaries can fully access the published contents
and attack by running some inference functions on the
data. The inference functions range from the ones searching
for directly sensitive contents to the ones extracting latent
private information. For example, an adversary may look for
the restaurants near a hospital, or infers a user’s residential
area by investigating the frequently visited regions. Our
framework thwarts all the attacks by deriving for each user
all the sets of sensitive contents leading to the disclosure of
private information and avoiding publishing them. Further-
more, users may select heterogeneous privacy preferences
by setting different thresholds on inference functions, which
leads to different number and composition of sensitive
content sets.

For quality of service, our framework is mainly designed
for one type of applications, i.e., content-based recommen-
dation applications. This category of applications include
recommendation of interested contents, friend recommen-
dation, etc. They firstly derive the pairs of users who
share similar contents, and then recommend their unique
contents to each other. Our framework guarantees that a
maximal number of users can receive satisfied recommen-
dation results, which means the recommendation results
are comparable to the scenario where all the contents are
published. Furthermore, our framework maintains fairness
among users. The activeness and priority are measured
according to each user’s privacy preference. A more flexible
preference setting indicates more active user participation.
Our framework priorly serves the users with more flexible
privacy settings among the users with similar scale of pub-
lished contents. To derive the content publishing scheme
which serves the maximum number of users is proved to
be NP-complete. Therefore, this work proposes an effective
heuristic algorithm and validates it towards a real-world
dataset. Our contributions are summarized as follows:

1) A novel content publication model which captures
correlation among users, heterogeneous privacy set-
tings, and service fairness is proposed.

2) We introduce a new definition for fairness which
relates user priority to privacy setting.

3) An algorithm is proposed to strictly preserve sensi-
tive information, balance performance among users,
and achieve a high global utility.

4) The corresponding analysis validates the perfor-
mance of the proposed algorithm and emphasizes
the feasibility of our framework.

5) Extensive experiment results towards a real-world
dataset demonstrate the effectiveness of the algo-
rithm.

The remaining of the paper is organized as follows.
Section II reviews the related works. Section III presents the
problem formulation. Section IV introduces the overview of
the framework and the algorithm for content publication.
Section V discusses the derivation of sensitive content sets
and some corresponding applications. The experiment re-
sults shown in Section VI validate the performance of the
algorithm. Section VII concludes the paper.

2 RELATED WORKS

Data publication for OSNs has been extensively studied dur-
ing the past decades. Not surprisingly, many proposed so-
lutions take privacy issues into consideration. For example,
some works [14] consider the exposure of information like
locations. They mainly differ in the definitions of sensitive
information and the knowledge owned by adversaries. For
instance, the study in [8] assumes adversaries own the op-
timal attacking strategy, and proposes some corresponding
countermeasures for content publication.

There are some works considering user correlation. For
example, the work in [15] proposes a mechanism where
participants buffer some local information for each other,
and only upload the unique information. This mechanism
can decrease the scale of the published contents for each
user to conceal sensitive information. Zheng et al. proposed
a framework [16] where users publish reviews together
for local business. It takes the advantage that users may
comment on the same local business. The proposed scheme
in [17] utilizes the uploaded information to generate a
private meeting location for a whole community. Further-
more, applications like crowdsensing consider both user
correlation and privacy [18]. They are mainly diverse in
the factors involved in the platform. For example, citation
[19] investigates how to utilize the feedbacks to update the
incentive, and citation [20] studies the aggregation tasks
together with privacy preservation. However, they mainly
regard users as independent individuals and assume users
are selfish. In the above works, users concern more on
individual profits, while our work considers the scenario
where users help each other to promote satisfiable services.

For privacy preservation, differential privacy [21] is cur-
rently one of the most popular techniques. This technique
allows an adversary to know all the users’ information
except the target user, which is the same as our assumption.
Differential privacy also considers user correlation during
data publication, as it provides statistical results combining
data from all users. For example, mining of frequent graph
pattern under differential privacy is studied in [22]. Other
works [23] [24] generalize, add noise and release data for
general purposes. Publication of serial data under differen-
tial privacy is studied in [25] and [26]. However, they can
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only preserve privacy for identical or the most strict user
preference.

Finally, fairness among users is considered from several
aspects. Han et al. studied the influence maximization prob-
lem in OSNs by considering both the total size of coverage
and the coverage for different types of users [27] [28] [29],
including the consideration on the time delay, the dynamic
OSNs, and the unique seed users. However, their works
focus on the links among users, while our work considers
content publication. Fairness is also considered in device-
to-device communications [30], and some crowdsourcing or
spatial crowdsourcing systems [31] [32] [33]. These works
consider the fairness from different aspects, including their
correlation with safety and incentive [31], the fairness on the
distance of movement [32], and the correlation between the
fairness and the loyalty [33]. All these works assume users
are identical and compete or cooperate for benefits, while
our work introduces heterogeneous privacy preferences and
defines the priority levels accordingly.

3 PROBLEM FORMULATION

We consider data publication for typical OSNs. In this
circumstance, the platform will first get authorization and
preferences on privacy from users and then publish their
contents to some third-party servers. The published contents
can be utilized by third-party servers for knowledge dis-
covery to provide further services. Assume there are totally
N users, denoted as U = {u1, u2, · · · , uN}. Each user ui
has a set of contents Ci = {ci1, ci2, · · · , ciKi

}. The contents
could be a list of restaurants visited by a user, or movies
once watched. All the candidate contents form a content
pool C0 = {c01, c02, · · · , c0K0

}.
System Utility: As our framework is mainly designed

for content-based recommendation applications, it is critical
to retain a sufficient number of similar users with each target
user in the published data. In this circumstance, similar
users refer to the ones who own some identical contents
with the target user as well as some different contents.
For simplicity, we note the common contents between two
users as similar contents, and the different ones as diverse
contents. Furthermore, the combination of the published
different contents from all the similar users determine the
quality of service for the target user.

Formally, assume Iij is the indicator for the publication
of cij , where Iij = 1 means cij is published, and Iij = 0
otherwise. Then two users ui and ui′ are similar towards
the published data when

Dii′ =
∑

j≤Ki,j′≤Ki′ ,cij=ci′j′

IijIi′j′ ≥ δ, (1)

where δ is the threshold to determine the similarity of two
users. Equation (1) means two users are similar when they
share no less than δ common contents in the published data.
Meanwhile, the service quality for a target user is dominated
by the exclusive contents published by all her similar users,
which is evaluated as follows:

Qi′ =
|
⋃N
i=1{cij |Iij = 1, Dii′ ≥ δ, 1 ≤ j ≤ Ki, cij 6∈ Ci′}|
|
⋃N
i=1{cij |D0

ii′ ≥ δ, 1 ≤ j ≤ Ki, cij 6∈ Ci′}|
,

(2)

where ui′ is the target user, | · | refers to the number of
contents in the set, and D0

ii′ is the number of common
contents when ui and u′i publish all their contents. Based on
this measurement, user ui is covered or successfully served
when

Qi ≥ γ, (3)

which means the size of diverse contents in the published
data covers more than γ of all diverse contents.

Privacy: In this work, adversaries could be any third-
party server which can access the published data. Adver-
saries are assumed to be honest but curious, i.e., they exten-
sively extract sensitive information from the published data.
More specifically, an adversary holds an inferring function
f(·), which takes the published contents as the input, and
is used to infer the sensitive information of a user. For
example, f(·) may check the existence of a police office, the
number of restaurants near a hospital, or the likelihood of
getting a disease. Based on the function, each user ui selects
a preference factor θi on the sensitive information. Denote
the published data for user ui as C ′i, then ui’s privacy is
preserved when

m∑
k=1

|Pr(f(Ci) = k)− Pr(f(C ′i) = k)| ≥ θi. (4)

Therefore, a larger θi means ui concerns more on her sensi-
tive information, and shows less activeness in joining data
publication.

Fairness: Besides utility and privacy, user fairness is
another concern in content publishing. There are various
definitions of fairness. In this work, we utilize privacy
preference as a reference to determine users’ priority lev-
els accordingly. This measurement is intuitive since users
with more flexible preference settings are more willing to
participate in and contribute to content publication, which
means they deserve a better service. According to this eval-
uation method for priority levels, fairness is defined as the
permission of selfishness among users, which means users
with higher priority levels are allowed to be selfish towards
users with lower priority levels. We formally define fairness
as follows.

Definition 1 (Fairness). Assume two users ui and uj have
different preference factors, saying θi ≥ θj . Then the
published contents are fair for ui and uj when at least
one of the following three conditions holds:
1) uj could still be covered without ui’s published con-
tents;
2) ui’s published contents are used to cover uk and uk
has a higher priority than uj ;
3) ui and uj are not similar users.
Otherwise, ui must contribute to the coverage of uj .
The term ”coverage” between two users means 1) ui is
similar to uj and, 2) ui owns some different contents for
uj in the published data.

Finally, the objective is to design a content publication
scheme which maximizes the number of covered users,
while preserving sensitive information under the preference
factors and guaranteeing user fairness. We formulate the
problem as follows:
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max
N∑
i=1

Gi (5)

s.t. Iij ∈ {0, 1} ∀i, 1 ≤ j ≤ Ki (6)
Gi = 1 ∀i, Qi ≥ γ (7)
Gi = 0 ∀i, Qi < γ (8)
F (C ′i) ≥ θi ∀i ∈ {1, 2, · · · , N} (9)

C ′j
⋃
Div(Ci) 6= φ ∀uj contributes to ui, (10)

where Gi indicates whether ui is covered, F (C ′i) =∑m
k=1 |Pr(f(Ci) = k) − Pr(f(C ′i) = k)|, and Div(Ci) =⋃N
i′=1{ci′j |D0

i′i ≥ δ, 1 ≤ j ≤ K ′i, ci′j 6∈ Ci}. Condition (6)
means each content is assigned a decision on whether to be
published. Conditions (7) and (8) refer to the coverage of a
user. Conditions (9) and (1) denote user privacy and user
fairness. The list of notations is shown in Table 1.

TABLE 1: List of Notation

Notation Explanation
U = {u1, u2, · · · , uN} Set of users
Ci = {ci1, ci2, · · · , ciKi

} Contents from user ui
C0 = {c01, c02, · · · , c0K0} Candidate set of contents
Iij Indicator cij is published by ui
Dii′ Common contents by ui and ui′
δ Threshold on similar users
Qi′ Ratio of recommended contents
γ Threshold for successful service
f(·) Inference function
θi Privacy Preference of ui
SSi Sensitive set for ui
Vi = {vi1, vi2, · · · , viK0

} Diverse content set for ui
CVi = {cvi1, cvi2, · · · , cviK0

} Covered diverse content set for ui

4 SOLUTION

In this section, we first analyze the complexity of the pro-
posed problem, then introduce the algorithm for determin-
ing the publication scheme in OSNs. The algorithm is called
Priority-Based Content Publishing Algorithm (PBCP for
short).

4.1 Complexity

The proposed problem is an NP-complete problem. We
prove this by reducing the maximum independent set prob-
lem to ours. Assume there are two users in an OSN, and
they are similar to each other. According to the inferring
function, each user has a set of tuples each composed of
contents, and the publication of both contents belonging to
any tuple leads to privacy leakage. In this case, the tuples
are considered as the edges between contents. Now given
ratio γ on the coverage of diverse contents, our problem is
the same as the decision problem of the independent set
problem, which is NP-complete.

4.2 Data Structures

PBCP needs to maintain three data structures: sensitive sets,
diverse vectors, and a dependent graph. The sensitive sets
refer to all the combination of the contents for a user leading
to the disclosure of sensitive information. A diverse vector

records the set of contents and covered contents belonging
to the diverse set of a user. The dependent graph indicates
the similarity between users.

Sensitive Sets. Based on the function, each user has a
set of tuples of contents that may lead to the disclosure
of sensitive information, i.e., based on these contents, ad-
versaries can successfully infer some private information
via the inferring function. A successful inference means the
requested privacy preservation in Equation 4 is violated.
Denote the sensitive content sets for ui as {SSi = ssi1 =
{cij1 , · · · }, · · · , ssiEi

= {cijEi
, · · · }}, where each ssij is a

minimum set that may lead to the disclosure. To preserve
privacy, PBCP avoids publishing all the contents belonging
to any tuple in the sensitive set.

To derive the sensitive sets for a target user, the system
assumes adversaries have access to all the contents except
for the ones of the target users. The server tests for each user
all the combinations of all the user’s contents, and discovers
the sensitive sets according to the predefined threshold by
the user. Then the server records all the minimum sets
that may lead to privacy leakage. This procedure may be
time-consuming. However, it can be carried out priorly by
the server as a preprocessing step. Specifically, the server
can maintain the sensitive set each time a user uploads,
deletes, or modifies her contents, and notify the user with
corresponding changes.

Diverse Vectors and Covered Diverse Vectors. PBCP
also maintains diverse vectors for users. A diverse vector
refers to a K0-dimensional vector with binary entries, de-
noted as Vi = {vi1, vi2, · · · , viK0

}. For each user, all the
corresponding entries referring to her diverse contents are
set to 1, while all the other entries are 0. For simplicity, we
use the terms diverse vector and diverse set interchangeably
in this work, both of which indicate the set of diverse
contents.

Furthermore, PBCP maintains a covered diverse vector
for each user, denoted as CVi = {cvi1, cvi2, · · · , cviK0

}.
Each dimension of the vector has a binary entry indicat-
ing whether the corresponding diverse content has been
covered. For example, uk is similar to ui based on the
published contents, and uk also publishes c0j which is a
diverse content for ui. Then cvij = 1. All the entries for
non-diverse contents are always set to 0. PBCP maintains
CVi’s to check whether a user is successfully served.

Dependent Graph. PBCP needs a data structure to
record the correlations among users, which is the dependent
graph. The dependent graph indicates both the similarity
and the priorities among users. First of all, users are as-
signed to different levels according to their privacy prefer-
ences. For example, the users with the most flexible prefer-
ence are at the first level, who have the highest priority. For
each pair of users, there is an edge in the dependent graph
when these two users are similar. More specifically, consider
two users ui and uj :

1) When the content publication schemes for both users
are not determined yet, or either of the them is not deter-
mined, ui and uj share an edge if they are similar according
to the determined (or published) contents, or there is a
feasible publication scheme making ui and uj similar.

2) When both ui and uj determine their contents for
publication, there is no edge between them since they cannot
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further contribute to the coverage for each other.
Finally, two users are dependent if they share an edge

in the dependent graph. Actually, the dependent graph also
provides an approach for integrating the social links among
users. For example, two users may also be considered
as similar when they are friends or share many common
friends. We will consider this part in our future study.

4.3 The Priority-Based Content Publishing Algorithm

The main idea of the algorithm is as follows: PBCP first
ranks users according to their priority levels, and initializes
the dependent graph to record the correlations among users.
Then PBCP processes iteratively from the highest priority
level to the lowest one. In each iteration, PBCP utilizes
a greedy strategy to publish contents for the users in the
current level, and updates the covered diverse sets and the
dependent graph. Then PBCP checks whether these users
are served. If not, PBCP utilizes another greedy strategy
to select the users and contents from lower levels to serve
the users in the current level. PBCP mainly has two phases.
The first phase initializes the sensitive sets and the diverse
vectors. The second phase iteratively determines the set of
contents to be published by each user.

Parameters Initialization. In the first phase, PBCP first
derives the sensitive sets for each user. For user ui, P-
BCP takes all the combinations of ui’s contents as the
input, validates them in the inferring function, and de-
rives all the minimum sensitive sets marked as SSi =
{ssi1, ssi2, · · · , ssiEi}, where each ssij is composed of a
set of contents. Next, PBCP initializes the diverse vector
for each user, marked as Vi = {vi1, vi2, · · · , viK0}. vij = 1
means c0j is the diverse content when all the contents are
published. Furthermore, PBCP utilizes the covered diverse
vector CVi = {cvi1, cvi2, · · · , cviK0} for each user, where
cvij indicates whether c0j is already covered by the pub-
lished contents of some users similar to ui. Initially, all cvij ’s
are set to 0.

Content Publication. In the second phase, PBCP deter-
mines the sets of contents to be published by each user. It
considers the privacy issues by avoiding publishing all the
contents belonging to any tuple in a sensitive set, maintains
a priority level for every user to keep fairness, and chooses
the contents to cover the diverse sets for other users. The
details of each step are as follows.

1) Parameter Update: PBCP first updates the dependent
graph according to the current published contents.

2) Current Level Publication: PBCP publishes the contents
for the current priority level. If PBCP runs for the highest
priority, each user ui in this level locally determines the
published contents. PBCP iteratively selects for each user
the content appeared in the minimum number of tuples in
ui’s sensitive set, until all the contents are published, or
publishing any content will lead to the full publication of
some tuples.

If PBCP runs for the remaining priority levels, it first
checks for each user ui and each tuple ssij of ui in the
current level. PBCP searches for all ui’s dependent users
uj ’s in a higher priority level. When all uj ’s, who have a
diverse content C0k appearing in ssij , already have C0k

published by other similar users, PBCP removes ssij from

SSi, and marks content C0k as not publishing. Next, PBCP
locally publishes the contents for the users in the current
level, which is the same as the first scenario.

3) Subsequent Level Publication: After publishing the con-
tents for the users in the current level, PBCP checks whether
each user is successfully served, and then publishes the
contents for those unserved users. When all the users are
served, PBCP goes back to step 1) and processes the next
level.

PBCP first updates the covered diverse set for each user
and the dependent graph. Furthermore, PBCP sorts the
users in the current level according to the reverse order
of γ

∑
vij−

∑
cvij

DLi
, where DLi is the number of dependent

users for ui in the lower priority levels. In this case, PBCP
priorly serves the users who request a smaller number of
extra diverse contents, and share more links in the depen-
dent graph. Then for each user ui in the list, PBCP checks
whether ui achieves the ratio of diverse contents in Equation
(3). If yes, PBCP checks for the next user. If no, PBCP
selects among the users dependent to ui for processing.
The candidate users are sorted in ascending order of Lui

according to their links in the dependent graph.
For each user uk in Lui

, if uk is already similar to
ui according to the published contents, PBCP iteratively
selects in Ck the uncovered diverse content for ui, until
no feasible content can be published or Ck does not have
any uncovered diverse content for ui. During the selection,
PBCP again selects the contents appearing in the minimum
number of tuples. PBCP dynamically checks whether ui
achieves ratio γ, and stops if so. If uk is not similar to ui
yet, PBCP runs a procedure to derive the similar contents,
and then follows the same procedure in the first case. After
the procedure in Lui

, PBCP updates the covered diverse
vectors and the dependent graph.

Then PBCP checks the next unserved user in the current
level, until all the users are considered.

After checking for each user in the current priority level,
PBCP goes back to step 1) and considers the users in the
next priority level.

PBCP terminates when all the users in all the priority
levels have been considered. The pseudo code of PBCP is
given in Algorithm 1.

4.4 Algorithm for Selecting Similar Contents

PBCP has a procedure to find similar contents between
two users. We propose a greedy strategy to address it. The
main idea is to iteratively search for contents appearing in
the minimum number of sensitive sets, until two users are
similar. Assume the algorithm searches for the contents of
ui to make ui similar to user uj in a higher level, and there
are still δ′ contents remaining to achieve the similarity. The
algorithm works as follows:

1) For all the contents in Ci which also appear in Cj ,
the algorithm ranks them according to their number of
appearance times in SSi.

2) The algorithm iteratively selects the contents from the
beginning of the content list, until δ′ contents are selected.
When the selected contents in the kth round lead to a viola-
tion on any tuple in SSi, the algorithm skips the current
content and selects the next one. If none of the contents
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Algorithm 1 Priority-Based Content Publishing Algorithm

1: for Each priority level do
2: Update the dependent graph via currently published

contents;
3: for Each ui in current level do
4: if Priority level = highest then
5: Sorting contents according to appearance in SSi
6: while No sensitive sets are violated do
7: Publishing first content from Ci
8: end while
9: end if

10: if Priority level != highest then
11: Update SSi according to previous publication
12: Sorting contents according to appearance in SSi
13: while No sensitive sets are violated do
14: Publishing first content from Ci
15: end while
16: end if
17: end for
18: Sorting uis in current level according to γ

∑
vij−

∑
cvij

DLi

19: for Each ui in current level do
20: if Qi < γ then
21: Sorting all users in neighbor Lui

according to
degree in dependent graph.

22: for All users uk in Lui
do

23: if Dii′ < δ then
24: Selecting Similar Contents
25: end if
26: Sorting all uncovered contents in Ck according

to appearance in SSk
27: while Qi < γ do
28: Publishing first content from Ck
29: end while
30: end for
31: end if
32: end for
33: end for

are qualified, the algorithm traces back, changes the content
selected in the k−1th round with its next content in the list,
and then continues the selection.

5 PERFORMANCE ANALYSIS

In this section, we first analyze the time complexity of PBCP.
Then we prove the fairness and effectiveness of PBCP.

5.1 Time Complexity
In the first phase, the time spent on deriving the sensitive set
is O(N · 2Ki +N ·K0), where Ki is the number of contents
published by a user, and K0 is the total number of different
contents. As we see, the deriving of sensitive sets can be
completed by the server priorly, and multiple techniques
can be utilized to accelerate the procedure. Therefore, this
part could sometimes be considered as a preprocessing,
thus ignored. Furthermore, as each user usually publishes a
small set of contents and PBCP only looks for the minimum
sensitive set, the actual running time for the first phase
could be in the order of O(N ·K0).

In the second phase, the time spent for each iteration is
O(N2 ·K2

max +K2
max · |SS|+N2 ·K2

max · |SSmax|), which
is composed of three parts: updating the dependent graph,
publishing contents for the current level, and publishing
contents for the subsequent levels. Notice that during the
publication in the subsequent levels, PBCP needs to update
the dependent graph and search for the similar users. For
the first part, it only needs to update the user adjacent
to the selected user uk in Lui

, so the time consumption
is O(Ddp · K2

max), where Ddp is the maximum degree of
a user in the dependent graph. For the second part, the
time consumption is O(Kδ

max), which can be solved in
polynomial time as δ is a constant. Therefore, the total
running time for the second phase is O(N2 ·K2

max ·|SSmax|)
since there are constant levels of priorities.

Finally, the total running time for PBCP is in the order
of O(N2 · |SSmax| + N · K0), which is determined by the
number of users, the number of contents, and the size of a
sensitive set.

5.2 Fairness and Effectiveness
PBCP guarantees fairness among users, which means it
follows all the principles in Definition 1. We prove this in
the following theorem.
Theorem 1. PBCP guarantees fairness among users.

The proof of Theorem. 1 is straightforward. We consider
all the cases in our algorithm.

First of all, PBCP guarantees that there are no contents
published by high-priority users specifically to cover the
diverse contents for low-priority users, or among users with
the same priority. Meanwhile, when user uk with a lower
priority does not publish any diverse content for another ui
with a higher priority, one of the following facts is true:

1) uk is not similar to ui, which means PBCP does not
select uk.

2) uk is similar to ui, but has no contents belonging to
the uncovered diverse content set of ui. Then the service for
ui is free from uk.

3) uk is similar to ui, and has contents belonging to the
uncovered diverse content set of ui. However, publishing
any content will violate the sensitive sets. In this case, uk
must be utilized by PBCP in the previous iterations to serve
the users with higher priorities than ui.

In all the remaining cases, PBCP publishes some contents
from uk belonging to the uncovered diverse content set of
ui. Therefore, PBCP follows the principles, where facts 1), 2)
and 3) equal to the third, the first, and the second principles
in Definition 1. Thus PBCP guarantees fairness.

According to Theorem 1, PBCP will priorly serves users
with more flexible preferences on their privacy. This fact
indicates that a user more willing to participate in the con-
tent publication will receive more refined recommendation
results in our framework, achieving a fairness among all
participants.

Now we briefly discuss the effectiveness of PBCP. As
the existence of priorities could always result in poor per-
formance in terms of global utility, i.e., the total number of
successfully served users, it is difficult to evaluate the direct
impact on the ratio of served users. However, PBCP still tries
to serve more users, while strictly following the fairness
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constraint. PBCP tries to avoid the competing publication
for multiple higher-priority users, and tries to publish more
contents. On the one hand, PBCP always selects the fea-
sible users with the minimum number of links to higher
level users in the dependent graph, which means PBCP
prefers the users that only need to publish for several other
users, and those users serving more higher-level users are
postponed temporarily. On the other hand, PBCP always
selects the feasible content appearing the minimum num-
ber of times in the sensitive set, which means it tries to
publish more useful contents from each user. In summary,
PBCP can achieve a better performance with more contents
published, since it priorly selects the contents useful for
either similarity or coverage for others. Then the following
theorem indicates the effectiveness in terms of the number
of published contents in PBCP.
Theorem 2. The published contents in PBCP are no less than

1
Ddp·Dss

of the global maximum one, where Ddp is the
maximum degree of a user in the dependent graph, and
Dss is the maximum number of appearance times for a
content in a sensitive set.

Proof 1. The proof is straightforward. Assume each sensitive
set has just two unpublished items, which means one
more content can be published from them. In the worst
case, for each target user uj , uj can locally achieve
a 1

Dss
ratio of published contents compared with the

optimal result in step 2) of the second phase. When uj
also utilizes the users in the subsequent levels, uj may
achieve an efficiency ratio 1

Dss
on each selected user,

with totally Ddp users. Meanwhile, when the selected
user is not similar to uj , the algorithm for selecting
similar contents is utilized. As this algorithm also selects
the contents with the minimum number of appearance
times in a sensitive set, it can also guarantee a 1

Dss
ratio

on the total number of published contents. Therefore, the
overall efficiency ratio is 1

Ddp·Dss
.

The degree of a user in the dependent graph could be
relatively small when the threshold δ for similarity inceases,
and each content generally correlates with a limited size of
sensitive information. Therefore, according to Theorem 2,
the ratio bound could be small in real-world scenarios.

Finally, PBCP utilizes the existence of fairness to improve
effectiveness, which removes some tuples in the sensitive
sets during the Current Level Publication. In this case, a tar-
get user only needs to serve the users with higher priorities.
Therefore, when all the users are processed, the target user
can be selfish and only concerns its own publication.

6 DISCUSSION

In this section, we first introduce the applicability of our
framework. The composition of sensitive sets are then dis-
cussed. Furthermore, different definitions of priority levels
are discussed.

6.1 Extensibility of The Framework

Although our framework is designed for the one-time con-
tent publication, it could be easily extended for the dynamic
scenarios. We can periodically run the algorithm to publish

the newly uploaded contents, while preserving both existing
and newly emerged sensitive information. They underlying
reason is that no sensitive sets will de revealed in our
framework. The previous existing sensitive set will still be
sensitive, and the newly emerged sensitive set will not be
disclosed as the new contents have not been published yet.
Meanwhile, our framework can also be extended to online
social networks where users may post their ratings in the
contents. One simple extension is to consider the common
publishing of contents as the same content and similar
rating for that content. In this approach, our algorithm can
be applied directly to the system, and also distinguishes
between the like and the dislike.

6.2 Applicability of The Sensitive Set

Our definition of privacy can be utilized for multiple cate-
gories of privacy preservations, ranging from the existence
of sensitive contents to the popular differential privacy. For
example, when sensitive information is directly included in
some contents, a system can utilize our framework to extract
all the sensitive contents, and a sensitive set is composed
of all such contents. As a second instance, when sensitive
information is measurable, like locations, and some contents
are close to the sensitive value, a sensitive set is composed
of all the contents within a range of the sensitive value, or
the combinations of such contents can be used to improve
the confidence for the existence of the sensitive value.

Our definition of privacy can also be utilized for the
attacks via inferring functions or statistical results, where
contents from all users are considered as the input. This
principle is achieved by discovering for a target user the
combination of contents, the output of which in the inferring
functions or statistical results leads to the disclosure of sensi-
tive information. All such combinations form a sensitive set
for the target user. Meanwhile, our definition is also similar
to differential privacy with the assumption that adversaries
know all the contents except for the target user. Finally,
our definition of privacy could also be extended for the
attacks on binary attributes. In this case, a sensitive set could
be simplified to one principle, i.e., balance the number of
published contents related to each value of the attribute.

However, our definition of privacy is limited to the num-
ber of contents generated by a user. Even though multiple
techniques like paralleling or pruning can be utilized and
most users only have moderate numbers of contents, it
is still time consuming for users with a large number of
contents. Therefore, how to efficiently derive a sensitive set
is still an unsolved problem. Further study is still needed
regarding this issue.

6.3 Priority Levels

There could be numerous definitions for priority levels. Our
framework is not limited to any specific definition. Instead,
our work could actually take priority level as an input,
which mainly determines the assignment of layers in the
dependent graph. Therefore, our framework can determine
priority according to privacy preference, the willingness in
serving other users, the centrality of users, the number of
contents owned by users, etc.
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The first two methods consider the subjective attitudes
of users, which make data publication more controllable for
individuals. However, these methods may lead to poor per-
formance for data publication in some cases, since they are
less correlated with the structure of an OSN. Furthermore,
users could be unqualified in accurately determining priva-
cy preference, which may further limits the performance.

The third and the fourth methods take the structure of
a network into consideration. Therefore, they can achieve
better performance on data publication when properly de-
fined. However, priority is in fact passively determined for
each user, which is based on a user’s role in an OSN. This
is sometimes considered to be inappropriate as users are the
subjects of data publication.

Generally, it is also an open problem to determine a
proper priority level for each user, which balances both user
satisfaction and system performance. This is another our
future work.

7 EVALUATION

7.1 System Settings

We evaluate the performance of the proposed algorithm to-
wards a real world dataset published by Yelp [34], which is
an OSN system where users share their experiences on local
businesses. More specifically, we focus on the reviewers in
Charlotte, NC with more than 30 reviews. For each review,
we utilize the first 3 tags in the category of the business to
form a set, which serve as the identification of the review.
The tags could be ”restaurant”, ”Italian food”, ”overnight”,
etc.

We also randomly generate sensitive set SSi for each
user. Firstly, the number of tuples in SSi is achieved by
multiplying the number of contents by privacy factor αj .
The various privacy factors refer to different privacy pref-
erences. Generally, a larger αj indicates more tuples in SSi,
and also a lower priority level for the user.

We compare the proposed algorithm with a baseline
local maximum publication mechanism. In this mechanism,
each user locally determines her published contents. A user
always selects the one that appears the minimum number of
times in SSi within the remaining contents, until publishing
any content will lead to a total publication of at least
one tuple in SSi. Two metrics are considered: the ratio of
served users and the ratio of published contents. The first
metric could directly evaluate the performance of the two
algorithms, while the second metric can evaluate the utility
of knowledge in an OSN.

7.2 Performance for The Whole Community

In this part, we evaluate the ratio of the successfully served
users, as well as the published contents for all users. The
evaluation results could validate the general performance
of the proposed algorithm for a whole network. All users
are randomly assigned with 4 priority levels. The sensitive
sets are composed of tuples each including two contents
randomly picked from a user, i.e., two contents cannot be
published simultaneously. The values of α are 1, 1.5, 2, and
2.5 for each level. We further assume δ = 3, which means
two users are considered as similar when they have no

fewer than three common contents. This assumption could
make a balance between the size of similar users and the
recommended results. Finally, we set γ = 0.5, which is the
threshold for successful publication.

In our first group of experiments, we validate the per-
formance with different scales of sensitive sets. Therefore,
we introduce a parameter called general privacy preference,
denoted as β. Then the sizes of sensitive sets in each level are
βKi, 1.5βKi, 2βKi, and 2.5βKi, where Ki is the number of
contents for a target user. The results are shown in Fig.1 and
Fig.2

As we can see, PBCP can averagely serve 60% more users
compared with the baseline method. This is because when
users locally publish their contents, some users cannot be
covered since their correlated users do not cooperate. PBCP
can properly utilize the correlations to serve users with
higher priorities. Furthermore, as the general privacy prefer-
ence increases from 0.125 to 1.5, both algorithms suffer poor
performance, which is due to the fact that constraints from
the sensitive sets are over-stringent. In this case, all users
tend to be selfish on the publication, and the performance
will obviously be limited. Actually, the constraints are still
tight even when the general privacy preference is relatively
small. The underlying reason is that the existence of sensi-
tive sets limits the total number of published contents. As
a consequence, the number of diverse contents for all users
is also limited. Meanwhile, we also find in Fig.2 that the
number of published contents is comparable with the local
maximum method, which indicates our strategy for content
selection also achieves local optimization. Therefore, our
algorithm will guarantee the publication of each user, while
achieving qualified recommended results simultaneously.

The second group of experiments considers the impact
of parameter γ, which is the threshold for the successful
coverage of a user. As users have different expectations on
service quality, this threshold may also vary. The general
privacy preference β is 0.5, and γ changes from 0.5 to 0.9.
The results are shown in Fig.3 and Fig.4.

As is shown, our algorithm can always outperforms the
local maximum method, even if γ = 0.9. However, the
performance for both algorithms degrades significantly as
γ increases. The underlying reason is that more contents
should be published for each served user, which significant-
ly decreases the number of published diverse contents for
the remaining users. This in turns leads to the degradation
of the global performance. Furthermore, the published ratio
in Fig.4 also partially decreases, which means more contents
are published to cover other users, instead of the local
maximum number of contents.

The third group of experiment evaluates the perfor-
mance of PBCP under different values of δ, which means
users have different requests for similarity users. The thresh-
old for similarity ranges from 1 to 5, We set γ = 0.5 and
β = 0.5. The results are shown in Fig.5 and Fig.6.

First of all, the performance of PBCP slightly upgrades
as δ increases. The underlying reason is that a larger δ leads
to fewer correlations among users. Then a larger number of
users do not have diverse contents, and they are always
considered to be successful. Meanwhile, the number of
published contents in PBCP also approaches that of the
baseline algorithm in Fig.5, which means our algorithm
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Fig. 1: Ratio of served users under various priva-
cy preferences.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
0.1

0.2

0.3

0.4

0.5

0.6

R
at

io
 o

f P
ub

lis
he

d 
C

on
te

nt
s

 

 

General Privacy Preference

 PCBP
 Baseline algorithm

Fig. 2: Ratio of published contents under various
privacy preferences.
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Fig. 3: Ratio of served users under various cover-
age requests.
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Fig. 4: Ratio of published contents under various
coverage requests.
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Fig. 5: Ratio of served users under various simi-
larity requests.
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Fig. 6: Ratio of published contents under various
similarity requests.

achieves local maximum.

7.3 Performance for Heterogeneous Users

In this part, we investigate the performance of PBCP for d-
ifferent users in OSNs. The evaluation can bring knowledge
on the detailed and fine-grained performance of a social
network system. Our settings are as follows: general privacy
preference β = 0.5, thresholds for coverage and similarity
are γ = 0.5 and δ = 3, and the remaining settings are the
same as the previous group of experiments.

We first evaluate the performance for users with hetero-
geneous links in the original dependent graph. Generally,
the links in the dependent graph refer to the number of
similar users. The users are divided into groups according to
the numbers of links: [2, 4], [4, 6], [6, 8], [8, 10], [10, +∞]. We

investigate in Fig.7 and Fig.8 whether the increasing number
of correlated users can lead to a higher coverage.

As shown in Fig.7, the performance remains approxi-
mately stable with the increase of the number of links. It
is because the number of diverse contents also increases,
which is shown in Fig.8. Therefore, the increase on the num-
ber of links will not significantly contribute to the replicas
of the diverse contents. It is believed that as the number
of links keeps increasing, the number of diverse contents
will converge, and the performance will improve. However,
the considered OSN is sparse and has a large number of
contents, which limit the appearance of the convergence.

The second evaluation considers the ratios of successful
served users with different priority levels. We can observe
from Fig.9 that PBCP serves much more users with higher
priority levels, which is twice more than that of the local
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Fig. 7: Ratio of served users under various links.
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Fig. 8: Number of diverse contents under various
links.

maximum method for the first two priory levels. The results
indicate that PBCP can guarantee a better performance on
fairness among users. Meanwhile, PBCP achieves a compa-
rable performance for lower priority levels. One reason is
that when a user publishes and covers diverse contents for
high-priority users, a high-priority user may also in return
contribute to the coverage for low-priority users.

The last evaluation considers users with different num-
ber of contents, and the results are presented in Fig.10 and
Fig.11. The users are divided into groups by the number
of contents: [30, 39], [40, 49], [50, 59], [60, 69], [70, +∞].
As we can see in Fig.10, the ratio of the served users
changes slightly among different groups of users. In this
case, although the increase of the number of contents can
provide more correlated users, it also causes the increase of
the number of diverse contents. As all users in each group
are diverse in their priorities, the ratio of the served users
will not be significantly changed.

8 CONCLUSION

As the scale of OSNs keeps growing, the threats and the con-
cerns on sensitive information are more pervasive than ever,
which severely thwarts the participation of users as well as
limits the promotion of OSN-based services. This paper con-
siders a novel problem where users in OSNs publish their
contents for services like content-based recommendation
considering both privacy and fairness. A novel framework is
proposed, where the privacy concern is presented as a series
of sensitive sets, and users are served according to their
priority levels. Then a corresponding algorithm is proposed
to determine the contents to be published for each user,
which also strictly follows the constraints for privacy preser-
vation and guarantees fairness among users. The theoretical
analysis is performed to demonstrate the effectiveness of the
algorithm, and the evaluations towards a real-world dataset
are carried out to validate the performance of the algorithm.
We will consider how to integrate the social links into our
framework in future work, which is also an essential part of
online social networks.
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