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In hydraulic fracturing, higher fracturing fluid injection rates can trigger increased stress, thereby creat-
ing more microseismic events; particularly, simultaneously occurring multiple microseismic events can
reduce measurement errors. This suggests a new state and output estimation scheme that utilizes the
dependence between the fracturing fluid injection rate (i.e., manipulated input) and measurement errors.
Motivated by this, we propose a novel control framework for measurement uncertainty reduction while
achieving the original control task of proppant bank height control in hydraulic fracturing. Initially, using
the simulation data from the high-fidelity model of hydraulic fracturing, a reduced-order model is con-
structed to design a Kalman filter. Then, a model-based feedback control system is proposed to regulate
the uniformity of proppant bank height along the optimal fracture length and achieve accurate state and
output estimation by manipulating the fracturing fluid pumping schedule that includes the fracturing
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fluid injection rate and proppant concentration at the wellbore.
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1. Introduction

Unconventional resources, generally oil or natural gas resources,
are found in ultra low-permeability rock formations, and require
specialized extraction techniques such as hydraulic fracturing and
horizontal drilling to obtain oil and gas from shale rock forma-
tions (Economides et al., 1998; Economides and Nolte, 2000; Bhat-
tacharya and Nikolaou, 2013). Specifically, in hydraulic fracturing
highly pressurized fracturing fluids are pumped into shale for-
mations to create fractures. Proppant (e.g., sand, alumina, or zir-
conia) carried by the injected fracturing fluid into the fractures
will hold them open after the hydraulic pressure is removed from
the well. After forcefully injecting proppant into fractures and re-
covering wastewater back, oil and gas will flow more freely to-
wards the well through the created propped fractures (Howard and
Fast, 1970).

In hydraulic fracturing, it is important to create fractures
with a desired geometry to maximize the oil and gas ex-
traction from unconventional oil and gas reservoirs. To deter-
mine the optimal fracture geometry in conventional oil and
gas reservoirs, unified fracture design (UFD) was proposed by
Economides et al. (2002) for a given amount of proppant to be
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injected. Recently, Bhattacharya et al. (2012) extended UFD to un-
conventional oil and gas reservoirs using rock formation proper-
ties and the injected amount of proppant. However, in practice,
during the planning stage of hydraulic fracturing, the available
information regarding rock formation is very limited. Therefore,
the use of computationally extensive nonlinear optimization al-
gorithms and complex reservoir simulations (Boulis et al., 2013;
Wilson and Durlofsky, 2013; Yu and Sepehrnoori, 2013; Ma et al.,
2013) to determine the optimal fracture geometry in unconven-
tional oil and gas reservoirs may not be possible at the plan-
ning stage. To overcome these limitations, recently Liu and Valké
(2017) proposed a section-based optimization method by assuming
infinity-conductive fractures, which implies that there is no pres-
sure drop inside fractures during the oil and gas production stage,
and a constant wellbore pressure is maintained in order to maxi-
mize the dimensionless productivity index.

Recently, several efforts have been made to achieve the de-
sired fracture geometry by developing real-time feedback con-
trol systems for hydraulic fracturing to regulate suspended prop-
pant concentration for high-permeability reservoirs and proppant
bank height for low-permeability reservoirs (Gu and Hoo, 2014;
Narasingam et al., 2017; 2018; Sidhu et al., 2018a; 2018b; Yang
et al., 2017; Siddhamshetty et al.,, 2017; 2018a; 2018b; 2019). In
these studies, unmeasurable output variables (e.g., average frac-
ture width) and states were estimated using Kalman filters for
the purpose of controller design using available measurements. In
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Reservoir

Fig. 1. Schematic of how MSM works.

hydraulic fracturing, among a variety of available measurement
technologies, microseismic monitoring (MSM) is the most com-
monly used one to determine the geometry and location of created
hydraulic fractures because it provides the most comprehensive
picture of hydraulic fracture growth (Maxwell et al., 2010; Cipolla
et al,, 2011; 2012).

The principles of MSM are as follows: energy is released due
to the cracks propagated in a shale rock formation. This microseis-
mic energy will travel away from the cracks in the form of seis-
mic waves through the surrounding rock formation as shown in
Fig. 1 (Clarkson et al., 2012). These seismic waves will temporar-
ily deform the surrounding rock formation when they travel and
can be classified into two types: primary (P-) waves, which are
the fast propagating waves and secondary (S-) waves, which are
the relatively slow propagating shear waves. These microseismic
events are then picked up by arrays of accelerometers or three-
component geophones which are placed at a nearby monitoring
well. Then, the distance between the microseismic event location
and the geophone is determined based on the difference in ar-
rival times between primary and secondary waves and a previ-
ously calibrated seismic-wave velocity model. Using three or more
geophones to detect the same microseismic event location will al-
low us to determine the location of created fractures in the three-
dimensional (3D) space. In general, the measurement uncertainty
associated with geophones is very high due to the remote nature
of hydraulic fracturing taking place in an underground environ-
ment, placing multiple sensors and drilling monitoring wells are
required to reduce measurement uncertainty, which is often very
expensive.

However, unlike other industrial applications, in hydraulic frac-
turing the occurrence of measurement depends on the fracturing
fluid injection rate at the wellbore (Maxwell et al., 2010). More
microseismic events can take place due to increased stress trig-
gered by higher fracturing fluid injection rates. Therefore, creating
more microseismic events can reduce measurement errors using
MSM. Based on this, Sun et al. (2016) proposed an idea of reduc-
ing measurement uncertainty for state and output estimation by

manipulating the fracturing fluid injection rate. However, they did
not consider regulating the optimal fracture geometry, which can
be done by manipulating the same variable. Motivated by this, we
propose to develop a model-based feedback control system to re-
duce the measurement uncertainty while at the same time accom-
plishing the original control task of achieving the desired fracture
geometry at the end of hydraulic fracturing. In this regard, a con-
troller is formulated to minimize the estimation error covariance
(uncertainty reduction) as well as the deviation of fracture geome-
try from its target (set-point tracking).

This paper is organized as follows: in Section 2, we explain the
problem statement, and describe the Kalman filter and the rela-
tionship between the manipulated input and measurement error
covariance. A dynamic model of hydraulic fracturing is described
in Section 3. In Section 4, we present the section-based optimiza-
tion method to obtain the optimal configuration of fractures and
wells, and the optimal fracture geometry in unconventional oil
and gas reservoirs. In Section 5, we present the development of a
reduced-order model (ROM) using the simulation data generated
from the dynamic model of hydraulic fracturing, which is then
used to develop a Kalman filter for state and output estimation.
Next, we introduce a novel real-time model-based feedback con-
trol system. The paper concludes with closed-loop simulation re-
sults to analyze the performance of the proposed control scheme
for simultaneous measurement uncertainty reduction and set-point
tracking.

2. Problem statement

In hydraulic fracturing, it is important to achieve a uniform
proppant bank height across the optimal fracture length at the end
of the process, which will maximize the oil and gas production
rates from shale rock formations. In order to obtain the optimal
fracture geometry, we propose to design a model-based feedback
control system. In the controller, we can estimate unmeasurable
states through state estimators such as Kalman filter by utilizing
the measurement data available from MSM.
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Consider the following state-space representation of a discrete
time linear model:

X(tgy1) = Ax(t) + Bu(ty) + w(ty) (1a)

y(t) = Hx(ty) + v(te) (1b)
where the input, state, and output variables are represented using
u(ty), x(t), and y(t;), respectively. The random process noise, w(t),
and measurement noise, v(t;), are assumed to be derived from a
Gaussian distribution with zero mean and covariances Q and R, re-
spectively.

w(ty) ~N(0.Q) (2a)

v(ty) ~ N(0O,R) (2b)

A Kalman filter consists of two steps: prediction and measure-
ment update steps. Combining these two steps, the formulations
for a Kalman filter are presented as follows:

R(ty 1) = AR(ti) + Bu(t) + M(t) Um () — (6)) (3a)
M(t) = P(t)HT (R(ty,) + HP(t,)HT) ! (3b)
P(tiy1) = (I = M(t)H)P(t) (30)
E(ty) = HP(t)HT +R (3d)

where the notation () denotes the estimated variables, M(t;) is
the Kalman filter gain, P(t;) and E(t;) denote the covariances of the
state and output estimation errors, respectively, and the available
measurement from the system is denoted using ym(t;).

In general, the process and measurement noise information
within a Kalman filter is assumed to be known a priori. However,
in some systems like hydraulic fracturing, the noise covariance ma-
trices depend on the manipulated input as follows:

Qte) = fw(u(ty)) (4a)
R(t) = fu(u(te)) (4b)

where the nonlinear functions fy(-) and f,(-) capture the depen-
dences of covariance matrices on the manipulated input.

In hydraulic fracturing, the occurrence of measurements (i.e.,
microseismic events) depends on the fracturing fluid injection rate
at the wellbore which is an input to the process (Maxwell et al.,
2010). More microseismic events will be generated simultaneously
due to increased stress and pore pressure triggered by higher frac-
turing fluid injection rates. The measurement error covariance of
simultaneously generated microseismic events can be determined
by R(ty) = Rgingte/N(ty) where Rgjnge is the error covariance of in-
dividual measurement and N is the total number of microseismic
events per a unit time period. Since N depends on the fracturing
fluid injection rate, the measurement error covariance depends on
fracturing fluid injection rate at the wellbore which is also the in-
put to the hydraulic fracturing process. Therefore, we have an extra
degree of freedom to reduce the measurement uncertainty associ-
ated with MSM; otherwise, a high measurement error may lead to
incorrect state and output estimation and thereby to a poor con-
troller performance. Therefore, by utilizing this unique dependence
of the MSM measurement error on the manipulated input, it is de-
sirable to design a controller to achieve uncertainty reduction as
well as set-point tracking.

3. Modeling of hydraulic fracturing

The hydraulic fracturing process model considers fracture prop-
agation, proppant transport, and proppant bank formation.

i %

Fig. 2. PKN model.

3.1. Modeling of fracture propagation

In this work, we considered Perkins, Kern, and Nordgren (PKN)
model to describe the propagation of a fracture. According to PKN
model, fracture propagation exhibits a bi-wing planar shape, which
is mirror symmetric with respect to the horizontal wellbore; there-
fore we model only one of the fracture wings as shown in Fig. 2.
Fracture propagation takes place if the fracturing fluid pressure
distribution inside fractures is larger than the minimum principal
stress in the rock formation and much higher than the fluid pres-
sure inside formation pores; therefore, in order to describe frac-
ture propagation, fluid mechanics and fracture mechanics have to
be considered simultaneously. In regard to fluid mechanics, we use
the lubrication theory to compute the local fracturing fluid flow
rate along the fracture propagation direction, Qy, for an incom-
pressible Newtonian fluid, which is given below (Nordgren, 1972;
Economides and Nolte, 2000):

3
néiw dp (5)
uodx

where the net pressure, which is obtained by subtracting the min-
imum principal stress of rock formation from the fluid pressure, is
denoted by P, H is the height of fracture which is taken as constant
in this work, W is the maximum fracture width which is repre-
sented by the minor axis of elliptical fracture as shown in Fig. 2,
x represents the fracture propagation direction, and the effective
viscosity of fracturing fluid is denoted using u.

Fracture mechanics is considered using the following elastic-
ity equation, which gives the relationship between the maximum
width of elliptical fracture and the net pressure inside the fracture
(Sneddon and Elliot, 1946; Gudmundsson, 1983):

2PH(1 - 1?)
W=—"%— (©)

where the Poisson ratio and Young’s modulus of formation are de-
noted by v and E, respectively.

The injected fracturing fluid will further propagate the fracture
into the rock formation, while some of the injected fracturing fluid
will leak-off into the surrounding porous rock formation. The con-
servation of fracturing fluid mass is given by (Nordgren, 1972):

DA 0Q
E-FW—%HU_O (7)

where the fracture cross-sectional area is given by A=mrWH/4
(Nordgren, 1972), t is the current time, and U is the leak-off rate
of fracturing fluid into the porous rock formation which is obtained
by Carter’s leak-off model (Howard and Fast, 1957; Economides and
Nolte, 2000). Essentially, we can obtain the spatio-temporal pro-
files of fracture width, W(x, t), and length, L(t), by solving Eqs. (5)-
(7).

Q= —
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3.2. Modeling of proppant transport and bank formation

During the hydraulic fracturing process, the injected proppant
will be carried by the fracturing fluid and settle toward the bottom
of fracture because of the gravitational force. The proppant volume
concentration, C, inside the fracture can be obtained by the follow-
ing proppant mass balance equation (Adachi et al., 2007):

a(\g\;C) +V . (WCV,) =0 (8)
C(0,t) =Co(t) and C(x,0) =0 (9)

where the vector differential operator is denoted using V, the net
velocity of proppant particle is denoted by V), and the boundary
condition needed to solve this equation is given by the proppant
concentration injected at the wellbore, Cy(t).

By considering the effect of proppant concentration on terminal
settling velocity, the settling velocity of proppant is computed by
(Daneshy, 1978):

v (=0 (P = pr)ed?
s = Tqp182C 1811

where the densities of proppant particle and fracturing fluid are
denoted by ps and py, respectively, the gravitational acceleration
constant is denoted by g, and d is the proppant particle diame-
ter. The settling of proppant will lead to the formation of proppant
bank at the fracture bottom, and the proppant bank height, &, is
given by (Novotny, 1977; Gu and Hoo, 2014):

(1- ) 2O

where the porosity of proppant bank is denoted by ¢. In uncon-
ventional oil and gas reservoirs, because of the use of slickwater
which is a low-viscosity fracturing fluid, a significant amount of
proppant will be settled, and the formed proppant bank will grow
to an equilibrium height at which the rate of proppant washout
due to shear force is equal to the rate of gravitational proppant
settling. Please refer to Siddhamshetty et al. (2017) for more details
regarding how to determine the equilibrium height of proppant
bank formation. Essentially, we can obtain the spatio-temporal pro-
files of suspended proppant concentration, C(x, t), and proppant
bank height, §(x, t), by solving Egs. (8)-(11).

(10)

—CV,W, 8(x0)=0 (11)

4. Optimal configuration of fractures and wells in
unconventional oil and gas reservoirs

In this section, we use the section-based optimization method
proposed by Liu and Valké (2017) to determine the optimal num-
ber of wells, n., number of fractures per each well, n,, and half-
length of fracture, x;, as this configuration will maximize the pro-
ductivity of unconventional shale formations for given amounts of
fracturing resources. In this work, we fixed the total amount of
proppant available for injection as Mprop = 2.38 x 107 kg, and the
resultant optimal values obtained by the section-based optimiza-
tion method were n. =6, n, =55, and Xp= 120 m. Please refer to
Liu and Valké (2017) for more details regarding the section-based
optimization method.

In unconventional reservoirs, because of the use of slickwa-
ter which is a low-viscosity fracturing fluid, the proppant settles
quickly forming a proppant bank, which will eventually reach an
equilibrium height, heq. It is very important to achieve this equi-
librium height over the required fracture half-length, x;, which can
be translated into achieving the following average fracture width
at the end of the hydraulic fracturing process:

M
prop, frac
Wavg.targer = —zppheqxf(l _ f) (12)

where the total amount of proppant injected to create one frac-
ture is My, frac = 72000 kg, the proppant particle density is pp =
2650 kg/m3, the porosity of proppant bank is ¢ = 0.61, the equi-
librium height is heq =54 m for the considered fracturing fluid
flow conditions, and the calculated average fracture width at the
end of the hydraulic fracturing process is Wayg targer = 5.37 mm. It
is very important to achieve this target average fracture width (set-
point for controller design) as it will lead to the optimal fracture
geometry for the maximum oil and gas production. However, the
measurement of average fracture width is not directly available.
Thus, we have to utilize the available measurement of fracture
length to estimate the average fracture width using a Kalman filter.
In the following section, we will develop a model-based feedback
controller to obtain the desired average fracture width at the end
of the hydraulic fracturing process and simultaneously reduce the
estimation error of average fracture width.

5. Model-based control systems for simultaneous uncertainty
reduction and set-point tracking in hydraulic fracturing

In this section, we first construct a ROM of hydraulic fracturing
process using the simulation data from the high-fidelity model de-
scribed in Section 3. MSM is the only reliable measurement tech-
nique available during the hydraulic fracturing process, through
which we can obtain the real-time measurement of fracture length
(Maxwell et al, 2010). Utilizing this available measurement of
fracture length and the ROM, we will develop a Kalman filter to
predict the average fracture width. As mentioned earlier, the esti-
mation error depends on the measurement noise which is a func-
tion of the fracturing fluid injection rate. Based on this, we de-
velop a model predictive controller (MPC) to compute the optimal
pumping schedule that will allow us to achieve the desired average
fracture width at the end of the hydraulic fracturing process and
simultaneously reduce the estimation error associated with the
average fracture width.

5.1. Development of ROM

Due to the infinite-dimensional nature of the model de-
scribed using Eqs. (5)-(11), multi-variable output error state-space
(MOESP) algorithm is used to obtain a linear time-invariant state-
space model describing fracture propagation and proppant trans-
port phenomena in hydraulic fracturing, which is represented in
the following form:

X(tiy1) = Ax(ty) + Bu(ty) (13a)

y(te) = Hx (&) (13b)

where the manipulated input variables, u(t,) = [Qxo (). Co(t)]T,
are the injected fracturing fluid flow rate and proppant concentra-
tion into the fracture at the wellbore, the output variables, y(t;) =
[Wavg (i), L(t,)]T, are the average fracture width and length, and
x(t;) represents the system states. In this work we used a 3
order state-space model, and the obtained A, B, and H matrices
using MOESP algorithm are given in Eq. (14). We have used the
open-loop simulation data generated from the high-fidelity pro-
cess model to obtain a linear time-invariant state-space model of
the hydraulic fracturing process. The training input was designed
by taking into account the ranges of allowed input profile (i.e., the
minimum and maximum allowable flow rate and proppant concen-
tration). Fig. 3 shows the comparison between the estimated and
the actual average fracture width and fracture length with time.
It is observed that the estimated average fracture width and frac-
ture length quickly converge to the true values obtained from the
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Fig. 3. Comparison between the true values and the estimates of average fracture width and fracture length.

high-fidelity process model.

0.9996 1.2434e — 04 —2.3447e — 04
A=| 2.010e—04 0.9998 1.8187e — 04 (14a)
| —6.0175¢ — 04 2.8465¢ — 04 0.9996
C8.4973¢ — 04  —2.0869¢ — 05
B=|-7.2948 —04 3.1820e — 05 (14b)
0.0011 3.6069¢ — 05
3448  -89.7 1.1
H= |:1288.5 5491 —1759.7] (140)

Remark 1. We can also use closed-loop identification methods
to obtain a reduced order model as described in Forssell and
Ljung (1999) and Kheradmandi and Mhaskar (2018).

Remark 2. In practice, the only reliable measurement during the
hydraulic fracturing process is the fracture length. Using this mea-
surement (i.e., ym () = [L(t;)]), the average fracture width is esti-
mated through a Kalman filter as described in Section 2.

5.2. Uncertainty reduction

In hydraulic fracturing due to the use of MSM technology, the
occurrence of measurement depends on the fracturing fluid in-
jection rate at the wellbore. Higher flow rates are likely to trig-
ger more simultaneous microseismic events because of increased
stress and pore pressure resulting from higher fracturing fluid in-
jection rates. The total number of microseismic events per a unit

time period, N, is given below:

N(ty) = fn(Qxo(ty)) (15)

In this work, we assume that two consecutive microseismic
events may occur at the same location and time with a same mea-
surement uncertainty (Sun et al., 2016). The measurement error co-
variance of simultaneously generated microseismic events can be
determined by:

R(tk) = Rsingle/N(tk) (16)

where Rgjng. is the error covariance of individual measurement.
In practice, Rgjyge is the error band of single microseismic event
uncertainty. By combining Eqs. (15) and (16), the relationship be-
tween the fracturing fluid flow rate, Qyo(t;), and measurement er-
ror covariance, R(t;), is given below:

Jo(Quo(t)) = Rsingle/ v (Quo (£e)) (17)

Because the covariance of a vector sequence is a matrix, we use the
trace (the sum of eigenvalues) of a covariance matrix to evaluate
the degree of measurement uncertainty.

5.3. MPC formulations

As indicated by Egs. (15)-(17), by manipulating the fracturing
fluid injection rate, the measurement covariance error and thereby
output estimation error can be adjusted as shown in Section 2.
Within this regard, a novel MPC is developed to minimize the
squared deviation of the average fracture width at the end of the
hydraulic fracturing process from its set-point, and the trace value
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of the covariance of output estimation error from its desired value,
which is given below:

9
c l’l‘lilg (Wavg(tf) - Wavg,turget)2 +Qc Z(tr(E (t) — Esp)2
O i=
(18a)
st Lity) =Lty) (18b)
Kalman filter, Eq. (3) (18c)
Csrage,k—l+m = stage.k+m <2 PPGA (]Sd)
Qmin < Qstage,k+m < Qmax (18e)
Ryinge (ti) = 10,000 + 5000sin(2/(207t;.)) (18f)
fn(Quo(te)) = No + 10(Qstage.k — Go)/do (18g)
R(ty) = fr(Quo(t)) = Ryingle (tr) / fn (Quo () (18h)
m=1,...,9-k (18i)
9
A Z 2Qstage,kcstage<k = Mprop,frac (lSj)
k=1

where Q. is the weighted norm, the target average fracture width
at the end of the hydraulic fracturing process is denoted using
Wavg, target, the average fracture width estimated by the Kalman fil-
ter of Eq. (18c) is given by Waug(tk), tr(E(t,)) is the trace of the
output estimation error covariance matrix, Esp is the desired trace
value, Ny = 10 is the number of nominal microseismic events at
the fracturing fluid injection rate of qy = 0.035 m3/s, the total pro-
cess operation time is given by t;, the period of each sampling time
is A, the current time is denoted by t;, the measurements avail-
able using MSM is the fracture length, L(t;), and Csggek and Qgrggek
are the manipulated input variables at the k' pumping stage. The
schematic diagram of the proposed MPC is presented in Fig. 4.

In the optimization problem, the only available measurement
is the fracture length (Eq. (18b)) and this measurement is used
within the Kalman filter to estimate the average fracture width
(Eqg. (18c)), and the constraints on proppant concentration and frac-
turing fluid flow rate are considered (Eqgs. (18d)-(18e)). The prop-
pant concentration unit is taken as (PPGA), which is 1 pound of the
proppant added to one gallon of fracturing fluid. The total amount
of proppant injected is constrained using Eq. (18]j). The trace of the
output estimation error covariance, tr(E(ty)), is given by the Kalman
filter using Eq. (3).

Remark 3. The proposed method can be easily extended to ac-
count for system nonlinearities by adopting extended Kalman filter
techniques, which uses linearized models. By using the input de-
pendent measurement error covariance relationship and extended
Kalman filter, we can use the proposed MPC framework for mea-
surement uncertainty reduction while achieving the original con-
trol task for nonlinear systems.

Remark 4. There is no desired threshold value on output estima-
tion error covariance and further reducing the error covariance is
always beneficial to achieve a better control performance.

6. Closed-loop simulation results under the proposed MPC

In this section, the closed-loop simulation results are presented
to demonstrate the performance of the proposed MPC. The high-
fidelity model presented in Section 3 was utilized to simulate a
hydraulic fracturing process, and the input/output data generated
from this model was used to develop a ROM of the process. This
ROM was then used to design a Kalman filter for state and output
estimation, and subsequently a MPC was designed. In Table 1, the
parameter values considered in the high-fidelity process model are
provided. The desired average fracture width was Wayg targer = 5.37
mm. The pad time of t, = 800 s was used. The proposed MPC and
the Kalman filter were initialized at t =tp. In the proposed MPC,
A and t; values were chosen to be 500 s and 5300 s, respectively,
implying that the fracturing fluid pumping schedule consists of 9
stages with the duration of 500 s for each pumping stage. We as-
sumed that the measurement of fracture length, L(t; ), was available
at the beginning of each pumping stage (Eq. (18b)). This real-time
measurement was then used to predict the unmeasurable state,
average fracture width Wuvg, via the Kalman filter; then, the out-
put error covariance was predicted. The MPC computed the control
input to reduce the measurement uncertainty and simultaneously
drive the average fracture width to a desired value at the end of
the hydraulic fracturing process.

Table 1
Model parameters used for the simulation.

Parameter Symbol  Value
formation Young’s modulus E 0.3 x 10" Pa
formation Poisson ratio v 0.2
reservoir thickness H; 60 m
proppant particle density Psd 2648 kg/m3
fracture height H 60 m

pure fluid density 05 1000 kg/m3
viscosity " 0.005 Pa-s
settled proppant bank porosity ¢ 0.61
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Fig. 5. The fixed pumping schedule used in the first case.
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In this study we examined two cases, where in the first case we
considered a fixed fracturing fluid pumping schedule with a con-
stant flow rate and pre-defined proppant concentration profile, and
in the second case, the flow rate and proppant concentration were
manipulated using the proposed MPC. With the pumping schedule
used in the first case (Fig. 5), a discrepancy between the predicted
and actual average fracture widths was observed (Fig. 6). The trace
of output error covariance, tr(E), is presented in Fig. 7. As shown
in Fig. 8, we were not able to achieve the required average fracture
width using the fixed fracturing fluid pumping schedule.

In Fig. 9, on the other hand, the average fracture width esti-
mated by the proposed MPC is close to the true value. The pump-
ing schedule obtained by the proposed MPC is shown in Fig. 10.
In Fig. 11, it is observed that the proposed MPC can effectively re-
duce the trace of output error covariance, tr(E). In unconventional
reservoirs, because of the use of slickwater which is a low-viscosity
fracturing fluid, the proppant settles quickly forming a proppant
bank, which will eventually reach an equilibrium height, heq. With
the amounts of resources (e.g., water, proppant and so on) con-
sidered in this work, it is very important to achieve this equilib-
rium height over the required fracture half-length, x; = 120 m,
and the desired average fracture width, Waygtarger = 5.37 mm,
at the end of hydraulic fracturing process. Using a fixed fractur-
ing fluid pumping schedule, we were not able to achieve the re-
quired average fracture width as shown in Fig. 8, and the proppant

—y
Ey
[=]
o

1300 - J

T
!

1200

1100

T
!

1000

T
!

900 - 1

800 - 1

700 - 1

600 - 1

500 - 1

Trace of output estimation error covariance, tr(E)

400 . . . . .
0 1000 2000 3000 4000 5000 6000

time (s)

Fig. 7. Trace of output error covariance under the fixed pumping schedule.
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Fig. 8. Average fracture width profile under the fixed pumping schedule compared
to its target.

bank height is uniform only for the first 87 m of fracture length
as shown in Fig. 12 which is less than the optimal fracture length,
and thus, it affects the overall production rate. However, using the
proposed MPC, we were able to achieve the desired average frac-
ture width at the end of the process as shown in Fig. 13, and the
resultant proppant bank height is uniform across the optimal frac-
ture length, X = 120 m, as shown in Fig. 14; we have marked the
point in Fig. 14 to represent the fracture length covered with the
uniform proppant bank height. The fluctuations in Fig. 13 under
the proposed MPC is due to the variation in the injected fracturing
fluid flow rate as shown in Fig. 10. The growth of average frac-
ture width depends on the interplay between the injected fractur-
ing fluid flow rate and the fracturing fluid leak-off rate into the
surrounding porous rock formation. When the fracturing fluid flow
rate is dominant it will lead to an increase in the average fracture
width; otherwise, it will lead to a decrease in the average fracture
width if the fracturing fluid flow rate is less dominant. To demon-
strate the proposed MPC’s performance, we further extended the
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Fig. 12. Proppant bank height at the end of the hydraulic fracturing process under
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Fig. 13. Average fracture width profile under the proposed MPC.
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total simulation time from 5300 s to 6300 s. Since the output al-
ready reached the set-point value, the proposed MPC system tried
to maintain the flow rate at its lower bound to decrease the varia-
tion in the average fracture width from its set-point value. Because
of the constant flow rate in the last three stages (from 4800 s to
6300 s) as shown in Fig. 15, we did not observe any fluctuations
in the average fracture width (Fig. 16), which is similar to the case
with fixed pumping schedule (Fig. 17).

We studied the effect of a plant-model mismatch in the Young’s
modulus, E, by performing the closed-loop simulations by varying
the Young’s modulus +/-10% from its nominal value. Using the pro-
posed MPC, the average fracture width at the end of the process is
close to the desired value as shown in Fig. 18 even when there is a
mismatch in E. The performance of the closed-loop system can be
further improved when there is a plant-model mismatch by con-
sidering offset-free approaches (Wallace et al., 2016).

Comparing the above simulation results for the two cases, it is
evident that using the proposed MPC, the output estimation er-
ror associated with the average fracture width can be greatly re-
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Fig. 17. Average fracture width profile under the fixed pumping schedule after ex-
tending simulation time.
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duced by taking advantage of the relationship between the fractur-
ing fluid injection rate and the frequency of microseismic events;
as a result of the accurate estimation of the average fracture width,
the desired fracture geometry was also achieved by the proposed
MPC. Considering the inaccurate nature of the microseismic sen-
sors, it is very important to accurately estimate states and unmea-
surable output variables during the hydraulic fracturing process.

7. Conclusions

In this work, we designed a novel MPC framework to simul-
taneously reduce the measurement uncertainty in hydraulic frac-
turing and to achieve the desired average fracture width at the
end of the process. The proposed MPC was designed by taking
advantage of the relationship between the fracturing fluid injec-
tion rate and measurement noise covariance in MSM technique;
the most widely used measurement technique for a comprehensive
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understanding of fracture geometry. To this end, we initially con-
structed a ROM using the simulation data generated from the
high-fidelity process model, which was then used to develop a
Kalman filter for state and output estimation. Utilizing the ROM
and Kalman filter, we developed a real-time MPC system to com-
pute the pumping schedule that reduces the measurement uncer-
tainty while at the same time accomplishing the original task of
achieving the desired average fracture width, which will lead to
the optimal fracture geometry at the end of the process in uncon-
ventional oil and gas reservoirs.
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