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Abstract—The increasing adoption of inertia-less power
sources raises concerns with respect to the ability of the power
grid of the future in resisting large disturbances. In this paper,
we propose a method that leverages fast-acting energy storage to
stabilize generators when subject to contingencies. This is done by
a cooperative control protocol capable of coordinating the control
actions of neighboring control agents. The goals of this controller
is achieving rotor speed synchronism between nearby generators
and limiting the rotor angular frequency deviation from nominal
values. The distributed protocol is tested using IEEE 39-bus test
system implemented in MATLAB/Simulink. The results show that
the designed controller can increase the critical clearing time of
the system when compared to classical power system stabilizers
and a parametric feedback linearization method that leverages
energy storage systems.

Index Terms—Cooperative control, distributed control, dis-
tributed energy storage, power system stability, transient stability.

I. INTRODUCTION

The increasing presence of renewable sources of electric
energy connected to the power grid is disrupting the current
paradigm of power systems. Not only it represents a change
in the relations between utilities, ISOs, electricity producers
and consumers, but also it is speeding up the need for
grid modernization. A significant amount of newly installed
power generation sources is power-electronics interfaced. The
flexibility of inverters is yet to be fully harnessed, but its short-
comings can be already felt. Transient stability, which is the
ability of a power system to resist large disturbances, hugely
relies on the inertia of synchronous generators. However,
the increasing deployment of low-inertia power generation,
especially from solar and wind power, is displacing classical
high-inertia generators, such as nuclear, coal and gas power
plants, thus raising concerns with respect to the stability of
smart grids. The reduction of inertia harms the ability of the
grid to withstand large contingencies, such as the loss of a
large generator or an abrupt load change. Given this reduction
in transient stability margins, the next generation of smart grid
technology must enhance its stabilizing mechanisms.

One candidate solution, Distributed Energy Storage Systems
(DESS), such as flywheels and grid-connected batteries, are
currently being deployed to perform frequency regulation and
load following [1], but their potential for grid stabilization

remains unused. Failing to stabilize a generator triggers pro-
tection equipment that disconnects it from the grid. The loss
of a generating unit has a huge effect on the load flows of
the power grid that can overload power lines, then triggering
complex cascading failures [2].

We consider three different control paradigms for large
and distributed dynamical systems: centralized, distributed and
decentralized [3]. Centralized schemes use the knowledge
of all system states to actuate, while decentralized schemes
only require local measurements to function. Distributed (or
cooperative) schemes are a hybrid of the former and latter,
requiring information from both local and neighboring states,
thus partial system knowledge. With respect to the stability
of the smart grid, one can say that distributed controllers
are more robust to physical and communication failures than
their centralized counterparts [3]. Additionally, centralized
architectures inherently have single point of failure and they
also might be susceptible to failure under islanding, when the
power system is split into two or more disconnected com-
ponents. Distributed control’s performance is limited because
it only uses limited information from local and neighboring
sources, however its efficiency can be improved by coordinat-
ing between agents. An example of a very robust distributed
system is the internet. In [4], a decentralized Feedback Lin-
earization Control (FBLC) is introduced as an improvement
over classical linear constant-gain PSS controllers. In [5] a
Parametric Feedback Linearization (PFL) is introduced for
stabilization of the smart grid. It is considered that generator
units are equipped with PMUs, a controller with access to
PMU data from neighboring generators and a fast-acting DESS
actuated by a parametric FBLC controller. One limitation of
this solution is the requirement of the precise knowledge of the
nonlinear component to be canceled demanded by the FBLC.
Previously, the authors have developed robust controllers with
time-delay compensation considering decentralized [6] and
distributed paradigms [7] for transient stability enhancement,
also resilient to cyber-attacks and errors in measurements [8].

While transient stability depends on maintaining synchro-
nism between synchronous machines [9], these techniques
focus on local or neighboring information, such as local
rotor speed and local or neighboring voltage angles, which
are a very limited measure of synchronism of a generator



with respect to other machines in the system. Moreover, the
dynamic models considered in previous works [5]–[8] assume
that the power injected by a DESS in a generator node is
completely absorbed by the local machine, thus including this
term in the swing equation directly.

In this paper, we propose to approach the problem of
transient stability with a focus on maintaining synchronism
between neighboring synchronous machines. We do so by
proposing a consensus-based controller to increase the tran-
sient stability margins of smart grids. This multi-agent control
protocol coordinates the actions between agents by leveraging
the rotor speeds of local and neighboring machines to actuate
a DESS connected to the local generator. Another advantage
of this paper with respect to previously developed works
[5]–[8] is that the proposed control scheme does not require
measurements of rotor angles, which are hard to estimate [10].
The main contributions of this paper are twofold:

1) present improved mathematical models that describe the
dynamics of the power grid when DESS are connected
to the generator buses and

2) propose a novel consensus-based distributed control pro-
tocol for the actuation of DESS.

This paper is organized as follows. Section II introduces the
architecture of the power grid and its mathematical model. In
Section III, the proposed consensus protocol is presented. We
present numerical results in Section IV, respectively. Finally,
the conclusions of this work are presented in Section V.

II. ARCHITECTURE OF THE DISTRIBUTED CONTROLLER

The phenomenon of transient stability is studied during the
first few swings. For the sake of simplicity, we consider the
simplified second-order differential equation (1) [4] to describe
the electromechanical oscillations of a synchronous generator.

δ̇i = ∆ωi

Mi · ˙∆ωi = −Di∆ωi + Pm,i − Pe,i
(1)

where δi is the rotor angle, ∆ωi is the deviation of rotor
angular frequency from its nominal value, Mi is the machine
inertia constant, Di is a damping constant, Pm,i is the me-
chanical power input from the prime mover and Pe,i is the
electrical output power of the i-th generator. We consider
that each generator has a fast-acting DESS connected to it,
as shown in Fig. 1. This figure also shows the differences
between terminal voltage magnitudes and angles, |V b| and δb

respectively, and the machine internal counterparts, |V | and
δ, which are the ones we consider during transient stability
studies. Previous works [5]–[8] model the effect of the power
injection from the DESS, Ps,i by adding this term directly to
the the swing equation (1). This model, however, implicitly
considers that all the power injected by the DESS is absorbed
by the synchronous machine, which is an approximation. An
example is shown in Fig. 2, which illustrates the absolute
values of susceptances of the Kron-reduced model of IEEE
39-bus system. This reduction is performed by linearizing all

Fig. 1. Structure of each agent showing DESS and synchronous generator
connected to the same bus.

loads and reducing the bus admittance matrix from a 39-by-39
(number of buses) to a reduced 10-by-10 model. The resulting
reduced susceptance matrix is shown in Fig. 2.

Fig. 2. Per unit absolute values of the susceptance taken from the Kron-
reduced admittance bus of the IEEE 39-bus test system showing the electric
coupling between generator-connected buses.

The dark spots in Fig. 2 indicate high susceptance between
generator terminals. We can identify in this example that
strong electrical couplings between neighboring agents do
exist and they should be considered in a stabilizing scheme,
which will be shown in II-A.

A. Mathematical Description of the Grid Considering DESS

The power exchanges between each agent and other agents
and loads are modeled by power flow equations. The power
injected to the i-th bus of a power grid can be calculated as:

Pi = |V bi |
2
Gi,i+

|V bi |
∑
j∈Ni

|V bj |
(
Gi,j cos(δbi − δbj) +Bi,j sin(δbi − δbj)

) (2)

where Pi is the power injected by the i-th bus, δbi is the
generator-connected bus‘ voltage angle and its voltage magni-
tude is defined as |V bi |. Ni is the set of all buses connected to
the i-th bus (excluding i), Gi,j and Bi,j are the conductance
and susceptance, respectively, between buses i and j. We
consider the case where we have performed a Kron reduction
of the power grid, therefore the number of buses is equal to



the number of generators and the matrices G and B repre-
sent respectively the equivalent conductance and susceptance
between buses. Furthermore, we can alternatively calculate Pi
from Ps,i and Pe,i by applying Kirchhoff‘s current law to the
i-th node, i.e. Pi = Pe,i+Ps,i, as shown in fig. 1. To model the
relation between the machine internal voltage angles, δi and
the machine terminal, or equivalently generator bus-connected,
voltage angles, δbi , we consider a simple transient model for
the generator [9]. If we neglect the resistance of the generator
and assume it has a round rotor, we can describe Pe,i as (3).

Pe,i = |Vi||V bi | sin(δi − δbi )X ′
−1
d,i (3)

where X ′d,i is the transient direct axis reactance of the machine
and |Vi| is its equivalent internal voltage.

Now we want to obtain a compact representation for all
generators. For a system with Nm generators, we define the
vector of rotor angles as δ = [δ1, δ2, ..., δNm]T , the vector of
bus voltage angles as δb = [δb1, δ

b
2, ..., δ

b
Nm]T , rotor angular

speeds as ∆ω = [∆ω1,∆ω2, ...,∆ωNm]T , mechanical power
as Pm = [Pm,1, Pm,2, ..., Pm,Nm]T , bus power injection as
P = [P1, P2, ..., PNm]T , the power output of the synchronous
machines as Pe = [Pe,1, Pe,2, ..., Pe,Nm]T , DESS power
injection as Ps = [Ps,1, Ps,2, ..., Ps,Nm]T and the matrices for
machine inertia constants as M = diag{M1,M2, ...,MNm},
and damping constants as D = diag{D1, D2, ..., DNm}. We
can then obtain the dynamic model for the entire grid as:

δ̇ = ∆ω

∆̇ω = M−1 (−D∆ω + Pm −Pe)
(4)

To simplify the analysis, it is possible to linearize (4) consid-
ering constant voltages |Vb| and |V|. The equations of the
dynamic system are linearized at an initial steady-state point
of operation given by δb,0 and δ0.

∆δb = δb − δb,0,∆δ = δ − δ0 (5)

It is also possible to linearize P, Pe and Ps as follows:

P̃ = P0 +∇δbP∆δb (6)

P̃e = P0
e +∇δPe∆δ +∇δbPe∆δb (7)

Ps = P0
s + ∆Ps (8)

where ∇δPe = [ d
dδ1

Pe
d
dδ2

Pe . . .
d

dδNm
Pe] is the Nm-by-

Nm Jacobian matrix of Pe for derivatives with respect to the
angles δ, and similarly ∇δbPe is the Jacobian matrix of Pe

for derivatives with respect to the angles δb and ∇δbP is the
Jacobian matrix of P for derivatives with respect to the angles
δb, all calculated at the operation point. Given that in steady
state P0

e = P0 −P0
s , we can solve for ∆δb.

∆δb = − (∇δbPe −∇δbP)
−1

(∇δPe∆δ + ∆Ps) (9)

Additionally, if (9) is replaced into (7), we can obtain (10).

P̃e =P0
e +∇δPe∆δ−
∇δbPe (∇δbPe −∇δbP)

−1
(∇δPe∆δ + ∆Ps)

(10)

Assuming that the dynamics of the prime mover are slow, we
can consider Pm constant and Pm = P0

e . Then we have (11).

∆̇δ = ∆ω

∆̇ω = M−1 (−D∆ω −K∆δ∆δ + KPs∆Ps)
(11)

where K∆δ = ∇δPe − ∇δbPe (∇δbPe −∇δbP)
−1∇δPe

and KPs = ∇δbPe (∇δbPe −∇δbP)
−1. We can rewrite (11)

as:
ẋ = Aox + Bou (12)

where x = [∆δT ,∆ωT ]T and u = [0T ,∆Ps
T ]T with

matrices Ao and Bo given by (13).

Ao =

[
0 I

−M−1K∆δ −M−1D

]
,Bo =

[
0

M−1KPs

]
(13)

where 0 is a Nm-by-Nm matrix of zeros and I is a Nm-by-
Nm identity matrix.

III. COOPERATIVE CONTROL PROTOCOL

In this paper, we support that the stabilization of the power
grid after a large disturbance must focus on maintaining
synchronism between generators. Therefore we propose a
cooperative control strategy to stabilize the system. Distributed
control is capable of a higher level of system-wide awareness
than decentralized control schemes and lower communication
requirements than centralized controllers. This control protocol
is designed with two objectives in mind:

1) Maintain synchronism between neighboring agents,
2) Minimize the rotor speed deviation.

The first goal is due to the nature of the problem of transient
stability, that is related to synchronism of synchronous gener-
ators. The second goal has to do with the fact that achieving
synchronism is not enough because generators are required
to operate with rotor speed close to the nominal values. If a
generator experiences large rotor angle frequency deviations,
protection functions such as overspeed, overfrequency and
underfrequency might actuate, thus causing an undesirable
disconnection of the unit from the grid [11]. Given the
linear representation of the system (11) we can now design
a cooperative protocol to stabilize the power grid. First we
define the local, el,i and neighboring, ed,i error signals as:

el,i = ∆ωi, ed,i =
∑
j∈Ni

(∆ωi −∆ωj) (14)

where Ni is the set of agents that are neighbors of the i-th
generator, i.e., synchronous machines that transmit their rotor
speed deviation to DESS controller i. The control protocol
should be capable of minimizing the differences between rotor
angular frequencies of nearby generators (goal 1), which are
represented by ed,i, and the deviation of the each rotor speed
from nominal (goal 2), defined by el,i. Therefore, we propose
a simple proportional-integral (PI) controller to minimize both
errors and achieve zero-error in steady-state. The control
protocol is defined as (15).

ui = −(kpel,i+kcped,i+

∫ t

0

[kiel,i(τ) + kcied,i(τ)] dτ) (15)



where ui is the i-th control signal, kp, ki, kcp and kci are
positive control gains. For simplicity, we consider that all
controllers have the same gains. We assume that the dynamics
of DESS are very fast, so power is available instantly when
required by the controller, i.e., Ps,i = ui. Another design
requirement of the protocol is defining the topology of the
communications network. The communication links between
agents are represented by the Nm-by-Nm adjacency matrix
Ad, where nonzero ai,j elements represent that there is link
that transmits information from node i to node j. In this paper,
all the communication links are two-way, therefore Ad is
symmetric. Dg is the corresponding degree matrix, which is a
diagonal matrix whose main-diagonal elements are the sum of
the corresponding rows of Ad, and L is the Laplacian matrix,
obtained by L = Dg −Ad.

A. Closed-loop Dynamics

The linear control protocol, (15), along with the description
of the communications network can be combined with (12) to
obtain the closed-loop equations. To simplify this task, first
we solve the integral terms in (15).∫ t

0

el,i(τ)dτ = δi − δ0i = ∆δi (16)

Now, if we replace (16) and (14) into (15), we can have a
differential representation of the system that only depends on
state variables ∆δ and ∆ω.

∆Ps = −(kpI∆ω + kiI∆δ + kcpL∆ω + kciL∆δ) (17)

Replacing (17) in (12) we obtain a closed loop system of the
form ẋ = Acx where Ac is defined as (18).

Ac =

[
0 I

−A2,1
c −A2,2

c

]
(18)

A2,1
c = M−1 [K∆δ + KPs (kiI + kciL)] (19)

A2,2
c = M−1 [D + KPs (kpI + kpiL)] (20)

We can verify that, given a choice of L, kp, ki, kcp and kci,
the closed-loop system is stable, under the aforementioned
assumptions, by calculating the eigenvalues of (18).

IV. NUMERICAL RESULTS

We evaluate the performance of the cooperative controller
by carrying out simulations in the IEEE 39-bus test system
developed in MATLAB/Simulink [12]. The power system
stabilizers implemented in [12] are disabled unless otherwise
noted. We consider that the communication links connect each
agent to two generators with strong electrical connection (see
Fig. 2), as depicted in Fig. 3.

In order to take into account the limited power availability
of storage, the maximum power output of each DESS is set
to 10% of the power output of the local generator unit (Pm,i).
We assume that enough energy is available for stabilization
purposes due to the short time-frame of the simulation. The
controller was implemented with a sampling period of 2/60 s.

Comm. link

Fig. 3. Structure of the 39 bus tests system and the communication links
between agents.

The control gains were selected as kp = 100/(2π60), ki = 3,
kcp = 30/(2π60) and kci = 15. The ability of the controller
to guarantee transient stability is tested for a solid three-phase
fault applied bus 17 in line 16-17, 0.5 s after the simulation
starts. The fault is cleared by opening circuit breakers 100 ms
after the fault occurs, unless otherwise stated. The system in
open loop is unstable when this fault is applied (see Fig. 6 for
eigenvalues of open loop system). When in such conditions,
the cooperative control responds as shown in Fig. 4, where
we can see the evolution of rotor angles and speeds towards a
post-disturbance stable operating point after the second swing.
The stabilization time is defined as the time between fault
inception and the time when the speed of all generators to
is returned to the synchronous frequency of 60 Hz within
a tolerance of 0.05 Hz, i.e., the range from 59.95 Hz and
60.05 Hz. These limits are seen as horizontal dashed lines
in the rotor speed plot of Fig. 4. This stabilization criterion is
inspired by the Frequency Trigger Levels of 0.05 Hz deviation
by North American Electric Reliability Corporation [13].

Fig. 4. Plots of generator rotor angles (top) and speeds (bottom) showing the
response of the closed-loop system using the proposed cooperative technique.

We compare the performance of our method to a Multi-
band Power System Stabilizer (MB-PSS) as implemented
in [12] and to the PFL controller [5] with gains α = 1



and β = 0. Since the goal is to verify the ability of the
controller to increase the transient stability margins when
subject to a fault, we evaluate the capacity of each controller to
improve the critical clearing time. That is done by performing
multiple simulations for increasing fault clearing times and
then obtaining the critical clearing time for each method.
Additionally, the ability of the control scheme for stabilizing
the system quickly is evaluated, as shown in Fig. 5. The cases
when the control scheme failed to stabilize the system were
omitted from Fig. 5.

The critical clearing time for MB-PSS was 0.235 s and for
PFL, 0.26 s. The proposed distributed method was capable
of extending the critical clearing time of the aforementioned
decentralized protocols by 35 ms and 10 ms, respectively,
achieving 0.27 s. Additionally, the stabilization times obtained
by employing the cooperative protocol were smaller in all
cases than the MB-PSS and in most cases than PFL. The co-
operative controller was especially faster in stabilizing the grid
than the PFL in cases where both methods were approaching
their limits, when PFL was more than 2 s slower. These results
shows that not only our cooperative control can outperform
MB-PSS and PFL in terms of critical clearing time but it can
also stabilize the system in less time in the same conditions.
The mathematical model of the system was evaluated by
calculating the eigenvalues of the 39-bus system in open loop
and closed loop. The results of the analysis are shown in
Fig. 6. While the open loop system is unstable because it
eigenvalues with real part equal to zero and multiplicity equal
to two or higher, the closed-loop system has only eigenvalues
with negative real part and is therefore asymptotically stable.

V. CONCLUSION

In this paper, we presented a novel cooperative control of
DESS capable of coordinating actions of neighboring agents to
improve transient stability margins of smart grids. Moreover,
linear models that incorporate DESS in its formulation were
developed. The performance of the designed controller is
numerically validated in MATLAB/Simulink. The simulation
results show that by employing fast DESS and inter-agent
communication links, the proposed controller can achieve bet-
ter transient stability performance in terms of critical clearing
time than conventional PSS methods and the PFL method. In
addition, it was capable of achieving faster stabilization than
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Fig. 5. Comparison of clearing times after a three-phase fault in bus 17 for
all three methods.
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Fig. 6. Eigenvalues of open loop system (blue squares) and closed loop
system using the cooperative control (red crosses).

the PFL when close to the critical clearing time. These results
highlight that DESS have the potential to contribute to power
grid stability, making it more reliable and secure.
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