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Abstract
We have measured and calculated double differential cross sections for ionization of Ne and Ar
by 75 keV proton impact for a broad range of fixed projectile energy losses as a function of
scattering angle. Along with data obtained previously for lighter targets this made possible a
systematic analysis of post-collision effects between the scattered projectile and the continuum
electron in the exit channel as a function of the target ionization potential. The data are consistent
with an increasing strength of such effects with increasing ionization potential. However,
second-order effects involving the projectile—residual target ion interaction also play an
important role.
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1. Introduction

Ionization of the light targets hydrogen (atomic and mole-
cular) and helium by ion impact has been studied extensively
e.g. [1–27]. Experimental data range from total cross sections
(for a review see [1]), differential ejected electron spectra e.g.
[2–6], differential scattered projectile spectra e.g. [7–9], to
fully differential cross sections e.g. [10–16]. Until relatively
recently, theoretical studies have focused on perturbative
approaches based on either the Born series e.g. [17, 18] or
distorted wave methods e.g. [19–24]. The large mass of ionic
projectiles makes non-perturbative calculations rather chal-
lenging because a very large number of angular momentum
states of the scattered projectiles have to be accounted for.
Nevertheless, in recent years, such approaches have been
successfully implemented e.g. [25–27].

The overarching goal of such studies is to advance our
understanding of the few-body dynamics in systems consist-
ing of only a few charged particles. In perturbative approa-
ches the few-body dynamics is described by expressing the
transition amplitude in terms of first- and higher order con-
tributions. There, the projectile is treated as a perturbation to
the target system and an nth-order mechanism involves n

interactions between the projectile and the target electrons or
the target nucleus. Within such models, understanding the
few-body dynamics means accurately describing the con-
tributions from first- and the various higher-order channels.

One important higher-order mechanism which has been
studied extensively e.g. [2–4, 6–8, 10–14, 16] is known as
post-collision interaction (PCI). This process involves at least
two interactions between the projectile and the active elec-
tron: a primary interaction lifting the electron to the con-
tinuum and a secondary interaction in the outgoing part of the
collision in which both particles attract each other. This sec-
ond interaction leads to an enhanced flux of electrons with a
velocity close to the projectile velocity. However, it has been
pointed out that a further interaction, involving the target
nucleus, is required for such a focusing effect by PCI [8].
Classically, after two particles collide they will depart from
each other and they can thus only collide for a second time if
at least one of them gets redirected by a collision with a third
particle. In target ionization by charged particle impact the
third body is the residual target ion, which can either redirect
the ejected electron or the projectile. Correspondingly, there
are two leading-order interaction sequences which can lead to
PCI effects: VPe–VeT–VPe and VPe–VPT–VPe, where the
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subscripts P, e, and T stand for projectile, electron, and target
nucleus, respectively.

Experimentally, PCI effects in ion-atom collisions were
first observed in double differential electron energy spectra
[2]. A sharp peak structure at an electron energy corresp-
onding to an electron speed equal to the projectile speed,
known as the ‘cusp peak’, was observed when electron
ejection angles of 0 deg. were selected. Later, the impact of
the counteraction of this PCI-focusing that the projectile
exerts on the electron, namely a corresponding PCI-focusing
that the electron exerts on the projectile, was observed in
double differential scattered projectile spectra [6–8]. The
average scattering angle θave was measured as a function of
the ejected electron energy and found to minimize near the
cusp energy for atomic and molecular hydrogen targets. More
recently, an even more pronounced minimum was observed in
θave extracted from fully differential cross sections in p+H2

collisions when electron emission angles of 0 deg. were
selected [16]. However, for a helium target instead of a
minimum a significant increase in slope was found at the cusp
energy [6].

The difference in θave between hydrogen and helium
suggests that PCI effects are weaker in the former than in the
latter target. One difference between both species is the
ionization potential I, which for helium (24.6 eV) is sig-
nificantly larger than for molecular and atomic hydrogen
(15.4 and 13.6 eV, respectively). This raises the question
whether PCI effects tend to decrease with increasing I.
Intuitively, one might expect the exact opposite trend. The
extreme scenario of I=0 (i.e. an unbound electron) is
equivalent to the target nucleus not even being present so that
neither of the two interaction sequences leading to PCI is
active.

In this article we present a study of post-collisional
effects in ionization of Ne and Ar by 75 keV proton impact.
Along with the data obtained previously for light targets this
enabled us to analyze such effects as a function of I. At the
cusp energy it could not be conclusively determined whether
PCI becomes more or less important with increasing I.
However, for smaller ejected electron energies the data are
clearly consistent with an increasing importance of PCI with
increasing I. Furthermore, our calculations predict a sig-
nificant dependence of PCI effects on the initial target state.
However, this prediction is not fully supported by the
experimental data.

Experiment

The experiment was performed at the ion-accelerator labora-
tory of the Missouri University of Science & Technology. A
proton beam with an intrinsic energy spread of much less than
1 eV was generated using a hot cathode ion source and
extracted at an energy of 5 keV. The accelerator terminal was
at a voltage of about 70 kV so that the protons exited the
accelerator with an energy of approximately 75 keV. The
projectile beam was passed through horizontal and vertical
collimating slits with a width of 150 μm and entered the target

chamber, where it was crossed with a very cold Ne or Ar
beam from a supersonic jet. The projectiles which did not
charge exchange in the collision were selected by a switching
magnet before entering a decelerator terminal, in which an
electrostatic parallel-plate energy analyzer [28] was located.

The scattered protons were energy-analyzed as follows: a
power supply provided a high voltage of Vdec=70 kV to the
decelerator terminal. An offset power supply delivered an output
voltage Voff relative to the decelerator ground, which was con-
nected to the accelerator terminal. Therefore, the exact proton
energy after exiting the accelerator was (Vdec+Voff) e+5 keV
(where e is the elementary charge). If in the collision with the
target the projectiles suffered an energy loss of ε, the proton
energy was (Vdec+Voff) e+5 keV−ε after the target
chamber and Voff e+5 keV−ε inside the decelerator terminal.
There, the protons entered the energy analyzer, which was set
for a pass energy of 5 keV. Therefore, only projectiles for which
ε=eVoff passed through the exit slit of the analyzer and were
detected by a two-dimensional position-sensitive multi-channel
plate detector. From the position information the projectile
scattering angle θp was determined.

The recoiling target ions produced in the collision were
extracted by a weak electric field (≈6 V cm−1) and guided
onto another two-dimensional position-sensitive multi-chan-
nel plate detector, which was set in coincidence with the
projectile detector. For light target atoms or molecules the
position and time-of-flight information of the recoil ions can
be used to determine their momentum vectors, however, for
the heavier target atoms used in this experiment, especially
Ar, the momentum resolution is not sufficient. Only the
timing signal was used for the coincidence, which served to
clean the data from background resulting e.g. from collisions
with residual gas throughout the beamline. Therefore the
measured quantities were the energy loss and the scattering
angle of the projectiles, from which double differential cross
sections (DDCS) in electron energy and projectile solid angle
were obtained.

Results and discussion

In the case of the Ar target DDCS were measured for eight
different energy losses in the range 30–85 eV. In figure 1 a
subset of the data is shown for ε=30, 54, 60, and 85 eV as a
function of θp, which is given in the laboratory frame. Here,
ε=60 eV corresponds to an electron speed close to the
projectile speed. The data were normalized by setting the
integral of the DDCS over the projectile solid angle equal to
the cross sections singly differential in ejected electron
energy, which were taken from recommended values reported
in [29]. The plots of figure 1 already demonstrate that the
width of the scattering angular distribution at ε=60 eV is
substantially smaller than at the other energy losses. For
example, relative to θp=0 the DDCS drop by one order of
magnitude at θp less than 0.4 mrad for ε=60 eV, while for
the other energy losses the corresponding angle is around
0.5 mrad.
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In order to analyze the energy-loss dependence of the
DDCS more systematically we have determined for each ε the
average projectile scattering angle by

ò òq q q q= W W( ( ) ) ( ( )) ( )/DDCS d DDCS d , 1ave p p p p p

where Ωp is the projectile solid angle and dΩp=2π sinθp
dθp. In figure 2 θave is plotted as a function of the electron to
projectile speed ratio ve/vp, where ve is related to ε (in a.u.) by

e= -( ) ( )Iv 2 2e

Without any PCI effects one would expect θave to
increase with increasing ε because on average an increasing
energy transfer from the projectile to the target requires
increasingly closer collisions. Indeed, up to about
ve/vp=0.95 the data follow that trend. However, near the
matching speed, at about ve/vp=1.03, a pronounced mini-
mum is found. The dependence of θave on ve/vp closely
resembles the one observed earlier for an H2 target [8], but it
is qualitatively different compared to a He target [6]. Since I
is nearly identical for Ar and H2 (but much larger for He) this
observation is consistent with the hypothesis, expressed in the
introduction, that for a given projectile the importance of PCI
effects may strongly depend on I.

In spite of the general similarity between the Ar and H2

data there is also one important difference for ve/vp>1.1.
While for H2 θave steeply increases in this region, for Ar it
remains flat, or even has a shallow second minimum, before it
starts increasing above ve/vp>1.2. This difference can partly
be explained by the fact that in the case of Ar the electron can
be ejected from different initial states. When we determine ve

Figure 1.Double differential cross sections for ionization of Ar by 75 keV proton impact for fixed energy losses as indicated in the insets as a
function of projectile scattering angle. Dotted blue curves, first Born approximation; solid blue curves, Salin model (see text); dashed red
curves CDW-EIS model; solid red curves, CDW-EIS-PT model (see text).

Figure 2. Average scattering angle calculated with equation (1) from
the data of figure 1 as a function of the electron to projectile speed
ratio. Curves as in figure 1.
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from the energy loss using equation (2) we assume that the
electron is ejected from the 3p state, for which I=15.8 eV,
which indeed contributes about 75% to the cross section.
However, the remaining 25% is due to electron ejection from
the 3s state, with an ionization potential of 29.2 eV. In
figure 2 the matching speed for these electrons occurs at
ve/vp=1.15 calculated with the 3p ionization potential
(indicated by the arrow).

The blue dotted curves in figures 1 and 2 show the results
of calculations based on the first Born approximation (FBA).
Since the FBA does not account for any higher-order con-
tributions, it shows what one would expect if PCI effects (and
effects due to the PT interaction) were not present at all.
Indeed, here θave just monotonically increases with increasing
ve/vp. The solid blue curves show the results of a model
(which we call the Salin model) in which the FBA transition
amplitude was multiplied by the factor 1/|ve−vp| to account
for PCI effects in an ad hoc approach [30]. Since this factor
maximizes for ve−vp =0, it should considerably enhance the
DDCS compared to the FBA results near θp=0, especially at
the cusp energy. Indeed, in the Salin model the cross sections
in this angular range are increased by as much as a factor of 5
(depending on ε) compared to the FBA results. This is also
reflected in figure 2 by a much reduced θave across the entire
ve/vp range, showing that PCI effects are quite important at all
ε. Considering the simplicity of this model, it was surpris-
ingly successful in describing double differential data and the
dependence of θave on ve/vp for p+He collisions [6]. Very
good agreement was also achieved, even in magnitude, by a
more sophisticated model accounting for PCI effects in terms
of a distorted wave approach [31]. However, for the present
data for Ar major discrepancies between the Salin model and
the experimental data are quite evident. The measured cross
sections are not even qualitatively reproduced, θave is sys-
tematically overestimated for ve/vp>0.9, and no minimum
is found near ve/vp=1. Instead, only a slight change of slope
is observed around ve/vp=0.9.

The red dashed curves in figures 1 and 2 show our
continuum distorted wave—eikonal initial state (CDW-EIS)
calculations, which does not include the PT interaction.
However, PCI effects are accounted for in terms of a Cou-
lomb factor in the final-state wavefunction describing the
ejected electron in the field of the scattered projectile and by
an eikonal phase in the entrance channel. The solid red lines
represent a CDW-EIS model, which treats the PT interaction
in terms of an eikonal phase in the final-state wave function.
We refer to this model as CDW-EIS-PT. It accounts for both
interaction sequences leading to PCI effects, while in the
CDW-EIS model only the sequence VPe–VeT–VPe is included.
In both models, ionization from the initial 3s and 3p states of
Ar were considered. The CDW-EIS-based approaches
employed in our calculations refer to the post version (for
more details see [32]). The initial Ne and Ar states (both, s
and p states) are modeled employing Slater orbitals, with the
parameters computed and optimized using the Roothan–
Hartree–Fock method [33]. In the shape of the θp-dependence
of the DDCS (figure 1) considerably improved agreement
with the experimental data compared to the FBA model and

to the Salin model is quite evident. Nevertheless, significant
discrepancies remain especially at the larger energy losses.
Furthermore, the overall magnitude of the DDCS is over-
estimated by as much as a factor of 4.

Remarkably, the measured ve/vp-dependence of θave is
considerably better reproduced by the CDW-EIS than by the
CDW-EIS-PT calculations. Although the CDW-EIS-PT
model contains both PCI interaction sequences, it actually
leads to larger θave than the CDW-EIS model. One might be
tempted to take this as an indication that the VPe–VPT–VPe

sequence is not adequately described by the CDW-EIS-PT
model. However, it should be noted that there is another
possible explanation. If the VPe–VPT–VPe sequence, which
represents a 3rd-order mechanism, is important, it seems
plausible that the 2nd-order sequence VPe–VPT is even more
important. Here, one would expect that the PT interaction has
a broadening effect on the projectile angular distribution
which is not counteracted by the focusing effect of a sub-
sequent second projectile–electron interaction. Therefore, the
overestimation of θave by the CDW-EIS-PT model could be
due to an overestimation of this second-order sequence. This
explanation is supported by the observation that for
ve/vp>1.1 θave obtained from this approach is even larger
than in the FBA calculation.

Before returning to the discussion of the role of the PT
interaction after presenting the data for the Ne target, we fill
first analyze the role of ionization from the 3s state of Ar.
These contributions are included in the calculations, but yet
the theoretical ve/vp-dependence of θave shows an increase
after ve/vp=1 instead of the flat behavior observed in the
experimental data. To analyze the dependence of PCI effects
on the initial target state in more detail in figure 3 we replot
the data of figure 2 in comparison with the CDW-EIS (dashed
curves) and CDW-EIS-PT (solid curves) calculations for the
3s (blue curves) and 3p (red curves) states separately. Here,

Figure 3. Same as figure 2, but curves are: dashed blue curve, CDW-
EIS calculation for electron ejection from the 3s state; solid blue
curve, CDW-EIS-PT calculation for ejection from the 3s state;
dashed red curve, CDW-EIS calculation for electron ejection from
the 3p state; solid red curve, CDW-EIS-PT calculation for ejection
from the 3p state.
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too, no clear minimum is found for either state at the
respective matching speed. However, at least for the 3s state a
plateau near the matching speed (indicated by the arrow in
figure 3) can be seen in the CDW-EIS calculation. For the 3p
state a slight hint of such a plateau is barely visible around
ve/vp=1. In the CDW-EIS-PT such a plateau is only found
for the 3s state. Furthermore, for the 3s state θave calculated
with the CDW-EIS model is considerably smaller than for the
3p state across the entire ve/vp range. In contrast, the CDW-
EIS-PT model yields larger θave for the 3s state. These
observations suggest the following: (a) the second-order
sequence involving the PT interaction is stronger for the 3s
state, which due to the larger ionization potential is the
expected behavior. (b) Overall, in the CDW-EIS model PCI
effects are much more pronounced for the 3s state, which is in
accord with the expectation that such effects should become
stronger with increasing I.

As mentioned in the introduction, PCI effects in ion-atom
collisions were first observed in double differential ejected
electron energy spectra for emission angles of 0° [2] in the
form of the cusp peak. However, the intensity of the cusp
peak decreases rapidly with even a small departure from a 0°
emission angle and is usually not observed in cross sections
integrated over all electron emission angles. In figure 4 we
show DDCS for a fixed projectile scattering angle of θp=0
as a function of the projectile energy loss ε. Here, a peak
structure a few eV above the cusp energy (indicated by the
arrow) is visible. To the best of our knowledge, this spectrum
represents the first observation of a cusp peak in cross
sections integrated over all electron emission angles. In the
CDW-EIS model (dashed curve in figure 4) PCI does not lead
to a fully resolved cusp peak, but a pronounced ‘shoulder
structure’ is visible at about the same energy as the cusp peak
in the experimental data. In contrast, no structure at all is
found in the CDW-EIS-PT calculation. The observation that
in the CDW-EIS model the cusp structure is much less pro-
nounced than in the measured spectrum is a strong indication
that the VPe–VeT–VPe sequence is not enough to fully describe
PCI effects. The observation that the structure becomes even

weaker in the CDW-EIS-PT model reinforces the hypothesis
that the 2nd order VPe–VPT sequence is overestimated and
overshadows PCI effects due to the 3rd order VPe–VPT–VPe

sequence.
We now turn to the presentation and analysis of the data

for the Ne target. Here, too, DDCS were obtained for eight
energy losses and the cross sections are shown for ε=40, 60,
63, and 85 eV as a function of θp in figure 5, where ε=63 eV
is closest to the cusp energy. The shape of the θp-dependence
of the DDCS is very well reproduced by the CDW-EIS
calculation (dashed red curve) for ε=40 eV, but at large θp
the agreement with experiment gets worse with increasing ε.
Furthermore, as in the case of the Ar target, the inclusion of
the PT interaction (solid red curve) does not lead to any
improved agreement.

In figure 6 θave is plotted as a function of ve/vp. Without
any PCI one would expect θave to be generally larger for Ne
than for Ar because to eject the more tightly bound electrons
in Ne on average requires a closer collision. Instead, up to
about ve/vp=1 θave is actually considerably smaller. How-
ever, in contrast to Ar, only a very shallow minimum, if any
at all, is observed near the matching speed and generally θave
shows only a very weak dependence on ve/vp. This behavior
is very well reproduced by the CDW-EIS calculation, apart
from an overall overestimation of θave by about 20%. The
CDW-EIS-PT approach also reproduces the shape of the
dependence of θave on ve/vp fairly well, but here the magni-
tude is too large by about a factor of 2. For Ne neither model
seems to predict that PCI effects are particularly pronounced
at the matching speed. However, for the double differential
energy loss spectrum for θp=0, plotted in figure 7, a dif-
ferent picture emerges. In the experimental data a much
weaker cusp peak than for the Ar target is observed. The
opposite trend is found in the CDW-EIS model: the ‘shoulder
structure’ in the Ar calculation at the cusp energy is turned
into a peak structure in the Ne calculation. Even the CDW-
EIS-PT model now predicts a ‘shoulder structure’.

Along with data taken previously for H, H2 [8], and He [6]
the results presented here for Ne and Ar make possible a more
systematic analysis of the dependence of PCI effects on the
target properties. Figure 8 shows θave for ve/vp fixed at 0.7 (open
symbols) and 1 (closed symbols) as a function of the ionization
potential of these five targets. Here, θave was interpolated where
data do not exist at the corresponding exact values of ve/vp. At
ve/vp=0.7 the decreasing trend of θave with increasing I up to
22 eV shows that at least for relatively small I PCI effects
become more important with increasing bond strength of the
electrons in the initial target state. The increase of θave above
I=22 eV might be due to a reversal of this dependence of PCI
on I. However, a more likely explanation is that the broadening
effect of the 2nd order interaction sequence VPe–VPT on the
projectile angular distribution is larger than the focusing effect
of PCI for I larger than approximately 22 eV. A very different
dependence of θave on I is observed for ve/vp=1, where θave
increases monotonically. This behavior is partly due to the
broadening effect of the VPe–VPT sequence and the general
tendency (without PCI) that a larger energy transfer requires a
closer collision. However, since for ve/vp=0.7 θave actually

Figure 4. Double differential energy loss spectrum for 75 keV
p+Ar collisions and fixed scattering angle of 0. Curves as in
figure 1.
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decreases up to I=22 eV the monotonic increase for ve/vp=1
shows that here the dependence of PCI effects on I is either
significantly weaker than for ve/vp=0.7 or that they even
decrease with increasing I.

Apart from the ionization potential the various targets also
differ in the initial state wavefunction of the active electron. To
investigate potential effects of the wavefunction on PCI effects
we performed CDW-EIS-PT test calculations changing the
initial state for a given target, but keeping I unchanged by

adjusting the effective nuclear charge. In figure 9 we show the
calculated θave as a function of ve/vp for the He target in com-
parison with the experimental data. Here, the blue curve repre-
sents the test calculation with a 3p initial state and the red curve
the ‘proper’ calculation with a 1s initial state. The 3p state in the
test calculation was chosen because it mostly contributes to
ionization of Ar, where a pronounced minimum was found in
the experimental θave at ve/vp≈1. The ‘proper’ calculation is
qualitatively in very good agreement with the experimental data
as it correctly predicts the change of slope around ve/vp=1.
Quantitatively, there are some discrepancies in the region

Figure 5. Same as figure 1, but for ionization of Ne.

Figure 6. Same as figure 2, but for ionization of Ne.

Figure 7. Same as figure 4, but for ionization of Ne.
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ve/vp>1, however, they do not exceed 10% of the measured
θave. In contrast, the test calculation does not even reproduce the
experimental data qualitatively. The comparison between both
calculations shows that the CDW-EIS-PT model predicts a
significant impact of the initial state wavefunction on the width
of the DDCS. However, this model cannot explain the qualita-
tive difference between θave for the He and Ar targets in terms of
the initial state.

In figure 10, θave is plotted versus ve/vp for the Ar target
again comparing the experimental data to the ‘proper’ calc-
ulation (i.e. 3s and 3p initial states, blue curve) and a test
calculation using a 1s initial state, but keeping the ionization
potential at 15.8 eV (red curve)3. Here, too, significant dif-
ferences between both calculations are found which, however,

are mostly of quantitative nature. The test calculations shows
a slight change in slope at ve/vp≈1 not seen in the ‘proper’
calculation, but overall the shape is quite similar. Never-
theless, the differences in magnitude show that for the Ar
target, too, the CDW-EIS-PT model predicts a significant
impact of the initial state wavefunction on PCI effects.
However, the test calculation is actually closer to the exper-
imental data than the proper calculation. Therefore, the pre-
diction by theory regarding the influence of the wavefunction
are not confirmed by experiment and no conclusions regard-
ing the effect of the initial state on PCI effects can be drawn.

Conclusions

We have measured and calculated double differential cross
sections for ionization of Ne and Ar by 75 keV proton impact for
a large range of projectile energy losses. Along with data taken
previously for H, H2, and He this made possible a systematic
analysis on how PCI effects depend on the target ionization
potential. To this end, the average projectile scattering angle was
determined as a function of the ejected electron to projectile
speed ratio for each target. For all targets a mutual focusing
effect between the projectile and the electron caused by PCI was
observed. Furthermore, for the H, H2, and Ar targets (and pos-
sibly for Ne), a minimum in the average scattering was found at
ve/vp≈1, indicating that here PCI effects maximize. Signatures
of PCI were also observed, at least for the Ar target, in the
double differential electron energy spectrum if the projectile
scattering angle is fixed at 0. There, a peak structure (the so-
called cusp peak) was found at an electron energy corresponding
to ve/vp≈1. Previously, the cusp peak was not observed in any
spectra if the electron ejection angle was not fixed at 0.

The observations that the minimum in the average scat-
tering angle near ve/vp=1 becomes more pronounced with
decreasing I seems to suggest that PCI effects become
stronger with decreasing I. However, factors other than the

Figure 8. Average scattering angle calculated with equation (1) from
the data of figure 1 for fixed ve/vp as a function of the target
ionization potential. Open symbols, ve/vp=0.7; closed symbols,
ve/vp=1.

Figure 9. Same as figure 2, but for ionization of He. Curves: red
solid line, CDW-EIS-PT model using a ‘proper’ 1s initial state and
ionization potential of 24. 6 eV; blue line, CDW-EIS-PT test
calculation using a 3p initial state and ‘proper’ ionization potential of
24. 6 eV.

Figure 10. Same as figure 2, but curves are: blue solid line, CDW-
EIS-PT model using ‘proper’ 3p initial state and ionization potential
of 15.8 eV; red line, CDW-EIS-PT test calculation using a 1s initial
state and ‘proper’ ionization potential of 15.8 eV.

3 Note that this can also be viewed as a test calculation for the He target
using a proper initial state, but a modified ionization potential.
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ionization potential have to be considered. Most importantly,
apart from PCI, effects due to second-order contributions
involving the projectile—residual target ion interaction are
also expected to depend on I and to lead to an increasing
broadening of the projectile angular distribution if not com-
pensated by the focusing due to PCI. Finally, the dependence
of the strength of PCI effects on I depends on ve/vp. For
values significantly smaller than 1 our data clearly show that
PCI becomes increasingly important with increasing I.
However, the observation that the minimum of θave near
ve/vp=1 becomes more pronounced with decreasing I
shows that in this region the dependence of PCI effects on I
becomes substantially weaker and it may even be reversed.

Theoretically, data taken previously for He were repro-
duced very well [32]. However, for the heavier targets Ne and
Ar the same approach yields substantial discrepancies. Some
of the qualitative features observed in the experimental data
are found in the calculations. For example, a narrowing effect
on the projectile angular distribution by PCI and the presence
of a cusp peak in the double differential energy spectra if the
scattering angle is fixed at 0 are reproduced. However,
quantitatively large differences to the data are found, espe-
cially in the average scattering angle which is significantly
larger than in experiment. This discrepancy is probably due to
an overestimation of second-order contributions involving the
projectile—residual target ion interaction. Furthermore, the-
ory predicts a dependence of PCI effects on the initial state
which is not supported by experiment. Overall, further
theoretical developments for heavy targets are clearly needed.

From an experimental point of view it would be highly
desirable to determine the projectile energy loss and the ejected
electron energy in high resolution. This would allow to sepa-
rate ejection of the electron from different initial target states.
The CDW-EIS model, with and without PT interaction, pre-
dicts a substantially different behavior of PCI effects for s and
p states of the valence shell. Unfortunately, with our current
set-up such measurements cannot be performed because the
ejected electrons are not detected and the momentum resolution
in the recoil ions for heavy targets is not sufficient to determine
the electron energy from the conservation laws.
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