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Abstract Links between climatic forcing and wetland habi-
tats can be conceptualized using a graph-theoretical approach,
which treats wetlands as nodes to map habitat connectivity
and to define habitat networks for ecological analysis. The
first and most crucial step in creating a network model, how-
ever, is to characterize the dynamic behaviors of the nodes,
i.e., the occurrence of wetlands with ponded water, or water
bodies. For the first time, this study applies a 3-D, fully inte-
grated surface and subsurface flow model, HydroGeoSphere
(HGS), to simulate the hydrologic dynamics of wetlands in the
Prairie Pothole Region (PPR) and to characterize the resulting
habitat networks as a function of climate variability. Results
showHGS is able to simulate water movement in both surface
and subsurface domains and capture Bfill-spill^ and
coalescence/disaggregation behaviors of wetlands as they re-
spond to wet and dry climatic conditions. Our simulations for
a small representative subarea of the PPR show wetland net-
works in the PPR could easily shrink, degrade, or even col-
lapse when the climate becomes drier. This study demon-
strates the potential in applying sophisticated hydrologic
models to solve critical ecological problems and the practical

implications for water-resources management, conservation
planning and decision-making in the PPR.
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Introduction

The 750,000 km2 Prairie Pothole Region (PPR) of the north-
ern Great Plains is the breeding area for more than half of
North American migratory waterfowl due to the occurrence
of millions of closed-basin pothole lakes and wetlands
scattered across the landscape (Sloan 1972; Larson 1995).
Formed by glacial processes, these water bodies rely on rain-
fall and snowmelt for water and are highly variable in surface
area, depth, and hydroperiod. These water bodies are consid-
ered one of the most ecologically valuable freshwater re-
sources of the United States (U.S.) (Guntenspergen et al.
2006) and are sensitive to temporal fluctuations in climate.
For example, our recent studies (Zhang et al. 2009; Liu and
Schwartz 2011, 2012) have shown that numbers of water bod-
ies in South and North Dakota might fluctuate more than one
order-of-magnitude in response to the inter-annual cycling
between drought and deluge. Such variability in the hydrolog-
ic response of potholes naturally impacts productivity of wa-
terfowl dependent on these habitats and points to the extreme
risk associated with projected climate change.

There has been a recent emphasis on new strategies for
describing and evaluating the quality of wetland habitats for
wildlife. One of the most compelling approaches involves the
application of graph theory (Minor and Urban 2007) to estab-
lish links between climatic drivers and habitat connectivity
(e.g., Wright, 2010; McIntyre et al. 2014). Habitat
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connectivity is a landscape attribute critical to preserving bio-
diversity in the face of climate change. It describes the ability
of species to disperse or move between patches of suitable
habitat. For wetland-dependent species, movements between
wetlands involve a range of spatial scales, and involve activ-
ities such as foraging within wetland complexes, dispersal of
young-of-the-year from natal sites, bird migration along the
Central Flyway, dispersal to newly available habitat during
deluge and migration to drought refugia during dry times.
Such movements are critical to long-term persistence (Haig
et al. 2008) and will influence species range adjustments to
climatic shifts. Compared to continuously varying habitat
types, e.g. gradations of forest or grassland, PPR wetlands
and lakes represent spatially discrete habitat patches. Thus,
PPR landscapes are ideally suited to a graph-theoretical treat-
ment, with wetlands/lakes forming the nodes of a graph and
linkages, or edges, representing potential pathways for move-
ments among them (Fig. 1). Such a graphical approach can
rapidly quantify habitat availability, which is crucial in mon-
itoring changes in naturally dynamic landscapes like the PPR,
and is evenmore important given the unprecedented dynamics
being imposed on water resources by climate change.

To apply the graph-theoretic approach to define wetland
networks and to determine potential habitat connectivity
across landscapes, the first and most essential step is to iden-
tify nodes on the landscapes, which requires spatially explicit
information, e.g., X (longitude or UTM easting) and Y (lati-
tude or UTM northing) values for wetland centroids. Satellite
imagery has proven to be invaluable for this purpose by pro-
viding large-scale data-sets for monitoring the hydrologic
character of wetlands and lakes and patterns of change in the
PPR (e.g., Zhang et al. 2009; Wright, 2010). However, using
these kinds of data come with certain limitations, for exam-
ples, the relatively short duration of observational records,
their modest spatial resolutions, and the inability to provide
direct quantitative information with respect to water transfers
(Liu and Schwartz 2011).

Models can be used to leverage such satellite-based obser-
vations. Models provide a way to explore the behavior of hy-
drologic systems in terms of underlying processes and param-
eters and to extrapolate system behaviors backwards or for-
wards in time to evaluate historic and future stresses. As is well
known, climate varies widely over time scales of decades to
centuries (e.g., Woodhouse and Overpeck 1998; Laird et al.
2003) but the imagery available for analysis only represents
the more modern history of wetland response to climate fluc-
tuations. Studies have shown that approaches integrating
satellite-based observations of lake/wetland systems together
with hydrologic models have been particularly useful in study-
ing the longer-term behavior of water bodies in the PPR. For
example, Liu and Schwartz (2011) developed a pothole com-
plex hydrologic model (PCHM) that is capable of simulating
the hydrologic behavior of lake-wetland complexes that in-
cluded tens of thousands of water bodies. The model was ap-
plied to elucidate the behaviors of a large complex of potholes
along the Missouri Coteau in North Dakota and to describe
how water-body numbers and areas fluctuated in response to
climate variability through the twentieth century. This time
period captured decadal impacts of drought in the 1930s and
the deluge of the late 1990s. Models, moreover, have the
ability to predict how wetlands will respond to future
climatic scenarios. For instance, Wright et al. (2016) used a
spatially-explicit version of PCHM to simulate wetland net-
work dynamics under projected climate change.

Another hydrologic model that has been used successfully
in modeling pothole-type wetlands is WETSIM and its suc-
cessor, WETLANDSCAPE (or WLS; Poiani et al. 1996;
Johnson et al. 2010; Johnson and Poiani 2016). This model
provides the capability to simulate the dynamic response of
wetland complexes in terms of surface water, groundwater,
and successional vegetation dynamics. Yet, PCHM,
WETSIM, and WLS are all somewhat limited by simplifica-
tions that come along with bucket-type hydrologic models.
There are difficulties in handling spatial features of the

Fig. 1 Awetland landscape in
central North Dakota (left) and the
associated network (right) created
with a graph-theoretical approach.
Circles represent nodes (i.e.,
centroids of wetlands) and lines
represent links between nodes
that have a distance less than a
threshold value or disperse
distance of 1000 m
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wetland networks and hydrologic processes, such as the coa-
lescence of neighboring wetlands during wet periods, disag-
gregation during dry periods, and/or influence of surface-
water and groundwater movement among water bodies in
larger scale groundwater flow settings. In addition, it has been
a challenge to model Bfill-spill^ dynamics that can be impor-
tant in driving surface-water connectivity in prairie wetlands
(Shaw et al. 2012). Because the graph-theory approach re-
quires spatially explicit information on the occurrence of wet-
lands to map habitat connectivity (Fig. 1), lumped or even
semi-lumped models have obvious limitations in simulating
these types of behaviors, so important for this study. The use
of a fully distributed hydrologic model would be a natural and
ideal improvement in process representation.

Thus, the novelties in this paper include demonstra-
tions of: (1) the potential of a 3-D fully integrated surface
and subsurface flow model, HydroGeoSphere or HGS
(Therrien et al. 2010; Aquanty 2015) to simulate the hy-
drologic dynamics of pothole lakes and wetlands; and (2)
the integration of HGS modeling results into a graph the-
ory approach to demonstrate potential drought effects on
wetland habitat connectivity. Unlike the lumped models
just described which are founded on empirical equations,
HGS is capable of simulating the flow of water, above
and below the ground surface in a physically-based man-
ner that relies on coupled differential equations. The out-
put from HGS provides a spatial-temporal characterization
of the occurrence of water in the terrestrial hydrologic
cycle, measured in terms of hydraulic head in groundwa-
ter, soil moisture, stream discharge, water depths in lakes
and wetlands, evaporation/evapotranspiration, etc. In par-
ticular, the hydrologic behavior of lakes and wetlands is
determined explicitly by topographic setting (i.e., digital
elevation model or DEM) and climate. In other words,
lakes and wetlands form in irregularly shaped depressions
when hydrologic conditions favoring the accumulation of
water exist. This approach lets explicit features of the
topographic setting and land use/land cover also come
into play in characterizing the dynamics of nodes in wet-
land networks.

Our first objective was to describe and demonstrate the
application and efficacy of HGS in elucidating climate-
driven behaviors of pothole wetlands and their connections
to groundwater systems. Our second objective was to demon-
strate how HGS outputs would facilitate assessment of climat-
ic forcing on wetland habitat connectivity of areas representa-
tive of the PPR. Our particular interest in this respect was to
examine how wetland habitat networks collapse and expand
as a function of a highly variable climate in the PPR. We
expect that results and findings presented here will contribute
to a better understanding of links among climatic drivers, hab-
itat connectivity, and management of water resources and
wildlife in the PPR.

Methods

Integrated Surface and Subsurface Flow Modeling

Distributed hydrologic models have created new capabilities
for simulating hydrologic systems in a way that accommo-
dates complexity arising from processes, parameters, and sys-
tem architecture (e.g., Yu and Schwartz 1998; Kollet and
Maxwell 2006; Yu et al. 2006). Of the available models,
HGS has been successfully used in studies around the world
(e.g., Partington et al. 2013; Frei and Fleckenstein 2014; Ala-
aho et al. 2015; Hwang et al. 2015). HGS works by taking
rainfall and snowmelt, and effectively moving the resulting
water through the land-based hydrologic cycle considering
(i) processes like overland and surface-water flow, gravity-
driven groundwater flow, evaporation/evapotranspiration,
and infiltration, and (ii) storage in lakes, wetlands and ground-
water (Aquanty 2015). HGS can accommodate variability in
key parameters like precipitation, hydraulic conductivity, to-
pography, vegetation, etc.

Surface flow in HGS is simulated using the 2-D depth-
averaged diffusion-wave approximation provided by the
Saint Venant equation. For saturated/unsaturated subsurface
flow, HGS solves Richards equation in three dimensions.
The transfer of water from one domain to another, for exam-
ple, coupling surface and subsurface flows, is represented by
Darcy flux (Aquanty 2015). HGS differs from other compa-
rable models, such as GSFLOW (Markstrom et al. 2008), in
not requiring pre-defined nodes for rivers or streams, which
assumes that the extents of the surface waters would fluctuate
within the node system. HGS provides for the natural ponding
of water when the hydraulic heads are higher than the eleva-
tion of the land surface and other inflow sources to depres-
sions are sufficient to produce standing water (Aquanty 2015;
Ala-aho et al. 2015). Readers interested in a more detailed
descript ion of the model formulat ion, numerical
implementations and other features should refer to the HGS
manual (Aquanty 2015).

Study Sites and Model Setup

In this study, HGS was applied to simulate the cycling of
water within two wetland landscapes. The first was a synthe-
sized wetland landscape (SWL) with depressions of varying
sizes representing the heterogeneous wetlands of the PPR. A
hummocky topography (Fig. 2) that is representative of con-
ditions in parts of the PPR was generated using a reciprocal
distance covariance model (Huang 2012). The model domain
was square, 1000 m × 1000 m, with land-surface elevations
that range from 20.0 m to 33.8 m (Fig. 2). A plane with a
constant elevation of 0 m formed the bottom of the domain.
The domain was discretized areally by a regular, square grid
with a uniform spacing (ΔX, ΔY = 10 m) and vertically with
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10 layers. The upper five layers had a thickness of 2 m and the
lower five layers evenly divided the remaining thickness. In
total, there were 100,000 elements and 112,211 nodes.

The modeling of the synthesized landscape was designed
to examine the extent to which HGS was able to capture the
dynamics of the wetland behavior in response to climate var-
iations. Of particular interest was simulating the behavior of
ponded water in wetlands as climate became wetter and/or
drier. For simplicity, we assumed no-flow boundaries on all
four sides and the bottom of the domain. The top boundary
provides for fluxes of water to enter or leave the domain either
as specific recharge, i.e., rainfall or evapotranspiration (ET),
when drying is indicated. The initial condition for the surface
and subsurface systems assumed a water Table 2.0 m below
the land surface, and the initial water depth of surface waters
set to a value close to zero (1.0 × 10−4 m), indicating a dry
condition. The aquifer was assumed to be homogenous, with a
horizontal saturated hydraulic conductivity (or Kh) of
2.0 × 10−4 cm/s or 0.173 m/d and vertical hydraulic conduc-
tivity (or Kv) of 2.0 × 10−5 cm/s.

A second application of HGS involves the simulation of an
actual or realistic wetland landscape (RWL) in the PPR of cen-
tral North Dakota, at the site of the U.S. Geological Survey
Cottonwood Lake Study Area (Fig. 3). Detailed descriptions
of the geology, hydrology and climatology of this study area
are provided byWinter (2003) and our previous studies such as
Liu and Schwartz (2011) and Gong et al. (2015). The RWL
simulation domain had a dimension of 2500 m × 2500 m,
which was discretized by a uniform, 100 × 100 square grid.
Land-surface DEM data (1/3 arc-second or approximately 10-
m resolution) came from the National Elevation Dataset, avail-
able at http://viewer.nationalmap.gov/viewer/. As shown in
Fig. 3, the land surface across the RWL was hummocky with
elevations varying from a high of 588.7 m above sea level (m.a.
s.l.) to a low of 546.3 m.a.s.l. (Fig. 3). The base of the domain
was set at an elevation of 530 m.a.s.l. with the domain
discretized vertically into six layers. Layer thicknesses
increase from the ground surface downward. The uppermost
two layers were 1.5 m thick; the third and fourth layers were
2 m and 4 m thick, respectively; and the lowermost two layers
extended to the bottom of the domain with a ratio in thickness

of 1:1.5 (Fig. 3). In total, the model grid contained 60,000
elements and 71,407 nodes.

The focus with the second model was to explore how a
landscape and wetland complex in nature responds to extreme
climatic conditions or events. Compared to the first example
of modeling with the synthesized landscape which aimed to
test HGS’s capability in handling key hydrologic processes in
the 3D domain (e.g., surface and subsurface flows and
surface-subsurface interactions), this second case is more re-
alistic. For example, it incorporates more hydrologic complex-
ities, such as the heterogeneity of the subsurface, actual topog-
raphy for overland flow, and snowmelt. Nevertheless, we have
not attempted to build a faithful replica of the system at
Cottonwood Lake Study Area. This level of complexity is
beyond the scope of the present paper.

The boundary conditions were similar to the previous case
and the initial condition for this second demonstration was
achieved by spinning up the model with a normal climatic
condition. In both cases, the HGS model was driven by cli-
mate variables such as rainfall, ET, temperature, and snowmelt
(RWL case only) and took advantage of adaptive time
stepping to reduce execution time. An initial time step of
0.1 day was used. Depending on the modeling purposes, the
climate data used varied and are described in their respective
sections. Values of some key HGS model parameters and set-
tings are summarized in Table 1. Default values for other
necessary parameters were adapted from the HGS manual
(Aquanty 2015). Note that model parameters were not cali-
brated in this study. For convenience, abbreviations SWL and
RWL were used to represent the model settings of the synthe-
sized and realistic landscape cases, respectively.

Results

Groundwater/Surface-Water Interaction in Wetland
Systems

The SWL based simulation was performed to examine HGS’s
capability in modeling the 3-D surface and subsurface flows
and interactions. Specifically, we examined how surface water

Fig. 2 Synthesized wetland
landscape (left) and its
discretization (or domain mesh,
right) for HydroGeoSphere
simulation
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occurs or ponds on the land surface simply due to the interac-
tion between groundwater and surface water. In this case,
therefore, zero recharge (no rainfall or snowmelt), ET, or run-
off was applied to the land surface. Note that the initial
surface-water depth was close to zero, meaning that there
was no pondedwater in the depressions. The initial water table
was set to 2 m below ground surface, thus creating hy-
draulic gradients capable of moving groundwater water
from the topographic highs to depressions, thereby
forming lakes and wetlands.

Figure 4 shows the occurrence of surface water (displayed
as water depth). Note how surface-water bodies began to form
and grew through time as groundwater flowed into the depres-
sions. At the beginning of the simulation (Day 0), there was no
surface water (Fig. 4a). After 100 days, several surface-water
bodies became evident due to inflows from groundwater
(Fig. 4b). As time continued, these water bodies expanded,
while other new water bodies formed (Fig. 4c-e).

Notable features of this HGS simulation are the tendency
for nearby water bodies to coalescence and for fill-and-spill

Fig. 3 Location a, topography b,
and domain discretization c of the
wetland landscape covering the
U.S. Geological Survey
Cottonwood Lake Study Area.
The green area in panel a is the
Prairie Pothole Region of North
America

Table 1 Values of select HydroGeoSphere model parameters. SWL = synthesized wetland landscape. RWL = realistic wetland landscape

Parameter (unit) Values (SWL) Values (RWL)

Porous medium Saturated hydraulic conductivity

Kh (m/d) 0.173 a0.173; 0.173; 0.0173;
0.0173; 0.0173; 0.0173

Kv (m/d) Kh/10.0 Kh/10.0

Specific storage (1/m) 1.0 × 10−4 1.0 × 10−4

Porosity 0.25 0.25

Van Genuchten α 3.0 3.0

Van Genuchten β 2.5 2.5

Residual water saturation 0.0633 0.0633

Overland flow Manning’s n in x and y (s/m1/3) 0.2 0.2

Rill storage height (m) 0.02 0.02

Obstruction storage height (m) 0.02 0.02

Coupling length (m) 0.01 0.01

Evapotranspiration Evaporation depth (m) 0.2 0.2

Root depth (m) 1.5 1.5

Lead area index, or LAI 1.0 1.0

a The six numbers represent the K values of six vertical layers from top to bottom
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processes to accelerate this process. For example, WL1 and
WL2 were two individual wetlands on Day 200 (Fig. 4c). By
Day 400, the two water bodies have coalesced (Fig. 4d). A
detailed examination of the filling process indicates that
groundwater feeding both of the wetlands first filled the wet-
land situated at a higher elevation, i.e., WL2. Once spilling
began, the groundwater discharge to WL2 was added to topo-
graphically lower WL1, increasing the groundwater already
flowing into that water body. Once the stage was the same, the
two water-bodies have coalesced into one. WL3 and WL4
shown on the figure behave in the same way.

Because this example did not include a precipitation com-
ponent, the formation and expansion of surface-water bodies
(Fig. 4) were simply caused by their interactions with
groundwater through flux exchange. Figure 5 displays the
spatial and temporal patterns in fluxes, as estimated by HGS.
The magnitude of the fluxes depended on hydraulic conduc-
tivity and hydraulic gradient existing between the water bod-
ies and adjacent groundwater. A positive exchange flux in-
dicates that water was flowing into depressions from the
groundwater. A negative exchange flux indicates just the

opposite. At an early time (Day 50, Fig. 5a), the exchange
fluxes were large in magnitude (greater than 0.0045 m/d)
and positive, pointing to relatively large inflows of ground-
water to the major depressions. Not surprisingly, the largest
gradients were associated with the deepest depressions. With
time, fluxes became smaller as the increasing stage of the
surface-water bodies and declining water-table elevations ef-
fectively reduced the hydraulic gradients. However, the areas
over which flux was occurring increased in time due to the
increasing area of the wetland surface.

Exchange fluxes were highest near wetland perimeters,
particularly on those sides associated with highlands (e.g.,
WL1 and WL3; Fig. 5b). Near the shore, fluxes were higher
because at those locations gradients were maximized. Because
stage was constant, moving a greater distance from shore ef-
fectively reduced the hydraulic gradient. As the simulation
extended to day 400, some negative flux values began to show
up. Groundwater was not being recharged, so locally water
tables might become lower than the stage of some nearby
water body. This behavior was evident with WL5 (Fig. 5c),
where the flux was negative on the side of the water body

Fig. 4 Occurrence of surface-water bodies on the synthesized wetland landscape (1000 m × 1000 m) simulated by using HydroGeoSphere. Four
wetlands (WL1, WL2, WL3, and WL4) are denoted

Fig. 5 Spatiotemporal patterns of
groundwater and surface-water
interactions. A positive value of
the subsurface/surface exchange
flux indicates groundwater inflow
to water bodies, whereas a
negative value indicates outflow
to the groundwater. Three wet-
lands (WL1, WL3, and WL5) are
denoted
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away from the local highland. WL5 then was an example of a
flow-through lake as described by Winter (1978).

Response ofWetland Landscape to Variability in Climatic
Conditions

To explore how a wetland landscape responds to hypothetical
variability in climatic conditions, fluxes of water across the
top boundary, representing the influence of rainfall and evapo-
transpiration, were varied through a SWL simulation.
Specifically, during a 1000-day simulation, fluxes were ad-
justed to provide a pulse in rainfall, increasing from 0.0 to
0.002 m/d at Day 200 and returning back to 0.0 m/d at Day
400 (Fig. 6a). Potential evapotranspiration (PET) was as-
sumed to be a step function increasing from 0.0 to 0.004 m/
d at Day 400 and continuing to Day 1000 (Fig. 6a). As with
the previous model run, at time zero, there was no surface
water initially present, but groundwater was available to dis-
charge to the surface once the simulation started.

The continuous precipitation from Days 200 to 400 added
extra water to the domain (compared to the previous case with
zero precipitation over Days 200–400), increased the ground-
water recharge, and generated overland flow when there was
excess water, causing the land surface to become particularly
wet (Fig. 6b-d). A cross-comparison to the pattern for Day 400
in the zero-recharge case (Fig. 4d) shows more water bodies
with a greater depth and area (Fig. 6d). At the end of this
wetting period, i.e., Day 400, WL3 had become a large water
body with a maximum water depth > 3.5 m.

At Day 400, the precipitation was halted and evaporation
was turned on, to provide a drying period with persistent neg-
ative effective moisture, i.e., rainfall minus PET <0. Driven by
the drier weather, water bodies started to lose much of their
water via evaporation/evapotranspiration, and both the num-
ber of water bodies and their size declined greatly (Fig. 6e and
f). By the end of the simulation on Day 1000, there were just a
few surface-water bodies remaining in lowlands (Fig. 6f).

The shift in climatic conditions also drove changes in the
character of surface-subsurface interaction. With wetter con-
ditions, the fluxes at the ground surface were positive (right
panels, Fig. 6c and d), indicating that lakes and wetlands
gained water from the groundwater system. With drier condi-
tions, the surface fluxes in contrast turned negative (right
panels, Fig. 6e and f), indicating that wetlands not only lost
water to the atmosphere via evaporation, but to the subsurface
via leakage.

Creating Wetland Networks with Simulated
Surface-Water Occurrence

The next HGS simulation moved from the synthesized wetland
topography (Figs. 4, 5 and 6) to a more realistic representation
of an actual landscape (Fig. 3). It afforded the opportunity to

investigate landscape connectivity as a function of climatic
variability over a ten-year period, i.e., 1991–2000. Monthly
climate data, including rainfall, snow, temperature and PET,
were processed and inputted as daily records to drive the
HGS model. Rainfall, snow and temperature data were obtain-
ed from the Global Historical Climatology Network (available
at http://www1.ncdc.noaa.gov/pub/data/ghcn). PET was
calculated using the FAO Penman-Monteith method (Allen
et al. 1998; Liu and Schwartz 2011). As indicated, the model
was spun up to begin in 1991 with proper initial conditions.

Good comparability in the sizes of observed (from Landsat
satellite images, Fig. 7a) and simulated (Fig. 7b) surface-water

Fig. 6 Responses of surface waters on a synthesized wetland landscape
to variability in weather through time. Panel a displays the time series of
rainfall and potential evapotranspiration (PET) and panels b-f show the
spatiotemporal patterns of surface-water depth (left) and exchange fluxes
between surface and subsurface (right)

Wetlands (2016) 36 (Suppl 2):S287–S297 S293

http://www1.ncdc.noaa.gov/pub/data/ghcn


bodies suggested that the hydrologic model captured climate-
driven dynamics of the wetlands. In August 1992, the land-
scape was dry and with very few water bodies (left, Fig. 7a
and b), due to a drought that began in 1988. By July 1994, the
landscape had recovered from the drought and contained
many more water bodies (middle, Figs. 7a and b). The wetter
condition was brought about by an extremelymoist summer in
1993 during which there was unusually high precipitation
(over 27 cm) in July. In May 1999, more water bodies are
visible from both the satellite image (right, Fig. 7a) and from
the simulated water-depth plot (right, Fig. 7b) as a result of the
influence of continuously wet conditions.

A realistic simulation of the surface-water occurrence in
space and time (Fig. 7b) provides the necessary information
to apply graph theory in the analysis of the network. Such a
network essentially describes the potential ecological connec-
tivity among the discrete wetlands for the three different cli-
matic conditions represented during the 10-year simulation
(Fig. 7c). In this case, centroids of wetlands were located
and linked by using a dispersal distance of 500 m. In other
words, wetlands located within 500 m of each other were
connected. This distance was chosen as it represents localized
movements, e.g., for amphibians (e.g., frogs and toads,
Mushet et al. 2012) or daily foraging movements of larger

Fig. 7 Wetland habitat networks assembled using the simulated
distribution of water bodies within a 2.5 × 2.5 km area in central North
Dakota. Panel a shows Landsat satellite images of the area from August
1992 (dry climatic condition), July 1994 (wet), and May 1999 (wetter).
Panel b shows the simulated surface water (as depth) for the same

months. The resulting wetland networks are shown in Panel c. Blue
nodes are centroids of water bodies. Red lines are linkages or possible
directions of movements between the water bodies. The networks were
created by using a dispersal distance of 500 m. Three wetlands (P1, T1,
and T3) are denoted
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wetland-associated animals. Using a larger dispersal distance
would result in more wetlands being aggregated into clusters
of potentially accessible habitat.

Figure 7c shows that in 1992, the drought conditions clear-
ly affected ecological connectivity. The network itself was
comprised of a few isolated nodes and barely connected. At
a dispersal distance of 500 m, the ecological connectivity had
collapsed (left, Fig. 7c). With the drought broken by heavy
rains in summer of 1993, the water bodies quickly increased in
size and number. The result by 1994 was a much more robust
network with most water bodies well connected, except a few
in the lower-left corner. With a general continuation of wet
conditions through 1999, an increasing number of water bod-
ies were interconnected by a single, expanded network.
Indeed, ecological connectivity analyses based on the three
resulting networks indicated a 386 % increase in the number
of surface-water bodies from 1992 to 1999. The result was a
concomitant increase in the number of linkages among water
bodies during the wettest period, and a decrease in the distance
that an animal would need to travel, going from wetland to
wetland, to traverse the landscape (i.e., the coalescence dis-
tance). An animal moving through the wettest landscape
would need to travel only a third as far as one in the driest
landscape to find a waterbody. Our results shown in Fig. 7c
clearly indicate the significant impact that climate-driven var-
iability can produce in terms of wetland habitat connectivity.

Discussion and Conclusions

The HGS model provides an alternative approach for simulat-
ing the occurrence of water bodies as a function of climate. As
the results in Fig. 7 demonstrate, this information can form the
basis for an examination of the hydrologic function of prairie
pothole lake/wetland complexes. With HGS, we have been
able to capture some of the complex behaviors of wetlands
and lakes as the outcome of key hydrologic processes.
Examples include time varying rainfall and evapotranspira-
tion, overland and groundwater flows, surface water and

groundwater interactions, and limnological complexities relat-
ed to inter-connection of surface-water bodies. For example,
Bfill-spill^ behaviors can lead to rapid changes in water level
adjustments to the surface-water connectivity in the prairie
wetland region (Shaw et al. 2012). The fine-grained, hum-
mocky character of the topography in some parts of the PPR
has made describing the fill-spill processes especially chal-
lenging in relation to prairie lake and wetland complexes.
HGS is able to simulate such complexity by virtue of its dis-
tributed, physically-rigorous approach in modeling the water
cycle. The lumped model approaches developed in our previ-
ous studies (e.g., Liu and Schwartz 2011) could not represent
the coalescence and disaggregation behaviors associated with
surface-water complexes.

Results from this study imply that contributions from sur-
face water and groundwater are essential for lakes and wet-
lands to maintain standing water in their basins, especially
during drier summer months and inter-annual drought condi-
tions. Lakes and wetlands in lowlands have the potential to
gain some amounts of water via groundwater discharge, and
commonly demonstrate resistance to drought. Water gained
from groundwater inflows during dry periods can offset strong
evaporative losses to some extent (Fig. 4). Thus, water-body
storage can be maintained for some time even with significant
evaporation (Figs. 6e-f).

The fully integrated treatment of surface and subsurface
water in HGS facilitates the accurate quantification of the
interaction and flux exchange between those domains. One
finding of particular interest is that the mode of interaction
between surface waters and groundwaters could switch as a
response to changes in climatic conditions. For example, pos-
itive exchange fluxes (lakes/wetlands gaining water from sub-
surface) tended to occur with wet conditions; whereas nega-
tive exchange fluxes were found when conditions became
drier (right panels, Fig. 6).

To illustrate the possibilities for the flux reversals between
groundwater and surface water, we have plotted results from
HGS (SWL) as a vertical cross-section. Figure 8 shows the
hydraulic head distribution, patterns of groundwater flow, and

Fig. 8 Cross-sectional profiles
(extracted at X = 350 m) showing
the distribution of hydrologic
heads (left) and saturation (right)
for the case represented in Fig. 6.
The flow lines were generated
based on the heads shown in the
cross sections and may not be
exactly as the flow lines in the 3-
D domain
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water saturation along a north-south cross-section at
X = 350 m and passing through WL3. In the wetting process
(Fig. 8a-b), both water table (top boundary of the red-colored
saturation zone) and surface-water level (e.g., head value at
WL3) rose and groundwater flows discharged at WL3. In
other words, WL3 was a Bgaining^ wetland that received
groundwater discharge. When climate became very dry
(Fig. 8c), the water table to the right of WL3 fell to a level
that was lower than the stage for WL3. This lowering caused
some groundwater to flow laterally, away from WL3 towards
the right (Fig. 8c). In this setting then, WL3 became a Bflow-
through^ water body which gained water from aquifer on the
left side and lost water to the right.

To the best of our knowledge, this study represents the first
example where the results of 3-D hydrologic modeling have
been linked with graph theory to ascertain the effects of
drought and deluge on ecological connectivity. Our network
analysis based on the HGS results illustrated broad differences
in network connectivity, ranging from near total fragmentation
of wetlands to strong ecological connectivity, as the climate
varied from drought to deluge. These preliminary results
clearly suggest that wetland habitats in the PPR are sensitive
to climate variability and that in the future drying beyond
historical norms could be a critical threat to wetland habitat
connectivity. An obvious next step in research is the use of
climate models to assess how the networks might change over
the rest of the century. Such results provide new information
and understanding of the ecohydrology of complex wetland
systems and have important implications for regional scale
conservation planning and decision-making in the PPR.

The use of distributed water-cycle models in assessing wet-
land habitat connectivity presents a new direction in the ap-
plication of such models. In conducting our studies, however,
some limitations or challenges are worth noting. HGS does
not have a graphical user interface (GUI) and has a relatively
steep learning curve. Due to the complex array of coupled
processes that models like HGS incorporate, model execution
time and calibration are problematic. For example, our simu-
lations were performed with a paralleled version of HGS,
running on a quad-core desktop PC (3.4 GHz CPU, 16 GB
RAM). A single 10-year simulation of the RWL case took
nearly 20 days to execute. This long simulation time could
be related to the large number of nodes (71,407 in total), the
complexity of surface/subsurface hydrologic processes being
simulated (Frei and Fleckenstein 2014), and/or poor optimi-
zation of parameters controlling the matrix solver in the code.
The more serious limitation comes with the inability to prop-
erly calibrate the model, which of necessity requires multiple
(tens, hundreds to even thousands) model runs. Thus, rigorous
calibration of our realistic case study was not possible.

A second challenge related to execution times comes with
the need to define an appropriate set of initial conditions for a
simulation. The usual approach is to Bspin-up^ the model,

essentially providing the model state variables through simu-
lation. Recent studies suggest that a hydrologic system in a
low permeability, arid setting could require spin-up times that
are long, perhaps decades or more (e.g., Ajami et al. 2014;
Gong et al. 2015). Besides the uncertainty in not knowing the
length of spin-up required, there is the computational burden
associated with the spin-up time. In this study, several weeks
were required to find an initial condition for the RWL case.
Note as well that each change in model parameter during a
calibration requires yet a new spin-up.

Not surprisingly, a rigorous, spatially distributed model
carries with it an enormous burden in required data. In most
cases, unsaturated zone parameters are non-existent in study
areas. The situation is often better for the groundwater param-
eters, but commonly there are insufficient data to characterize
spatial variability. Lakes in particular pose special problems
because there is no good way to remotely establish bathyme-
try and hydraulic parameters in bottom sediments. In our sim-
ulations, for example, we found that errors in water-depth
estimation obviously affected ecological connectivity. For ex-
ample, the coalescence of wetland P1 with two neighboring
wetlands (T1 and T3) in 1999 (Fig. 7a) was not captured by
our simulated water-depth results (Fig. 7b).

In summary, integrated fully 3-D modeling with HGS has
contributed to characterizing and understanding the dynamics
of wetland habitat connectivity in the PPR. The model is able
to capture complex surface and subsurface hydrologic pro-
cesses, as well as surface-water and groundwater interactions.
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