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Efficient exciton dissociation into mobile charge carries a crucial factor underscoring the perfor-
mance of organic polymer-based bulk-heterojunction photovoltaic devices. In this paper, we compute
the energies of charge-transfer (CT) states of the model donor-acceptor lattice system with varying
degrees of structural disorder to investigate how fluctuations in the material properties affect electron-
hole separation. We also demonstrate how proper statistical treatment of the CT energies recovers the
experimentally observed “hot” and “cold” exciton dissociation pathways. Using a quantum mechan-
ical model for a model heterojunction interface, we recover experimental values for the open-circuit
voltage at 50 and 100 meV of site-energy disorder. We find that energetic and conformational disor-
der generally facilitates charge transfer; however, due to excess energy supplied by photoexcitation,
highly energetic electron-hole pairs can dissociate in unfavorable directions, potentially never con-
tributing to the photocurrent while “cold” excitons follow the free energy curve defined at the operating
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temperature of the device. Published by AIP Publishing. https://doi.org/10.1063/1.5050506

. INTRODUCTION

Abundance of sunlight on the surface of the earth strongly
favors solar cells as the replacement of fossil fuels as a pri-
mary energy resource. We are particularly interested in organic
photovoltaic devices (OPVs) that have attracted consider-
able attention due to their promising electronic properties,
cost effectiveness, and customizability.!~ However, the lack
of complete understanding of physical processes that guide
current generation in morphologically complex OPVs has
stymied their full potential on a commercial scale. Figure 1
outlines the elementary steps of energy transfer and charge
generation following photo-excitation in a donor-acceptor
system.

Successful dissociation of electron-hole pairs separated
by the donor-acceptor boundary [charge-transfer (CT) states]
into free charge carriers is especially puzzling since it requires
an electron and a hole to overcome the strong electro-
static attraction under seemingly unfavorable conditions. More
specifically, we consider an electron free when the strength of
the Coulombic interaction that binds it to the hole is compa-
rable with thermal fluctuations of the material. This condition
can be expressed in the following way:

2

< kgT, (1)
dreper

where e is the electron charge, € is vacuum permittivity, €

is the dielectric constant of the material, and r is the distance

between an electron and a hole. Due to the low dielectric con-

stant (¢ = 2—4) of organic materials typically used in OPVs,
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an electron finds itself with a 0.5 eV barrier to surmount, cor-
responding to the Coulomb capture radius of 15-28 nm. It is
highly improbable that charges would be able to move this
distance before recombining; however, it has been observed
that free charge carriers can be formed at separations of 4 nm
on the femtosecond time scales.>°

The apparent disparity between the simple energetic esti-
mate and the experimental evidence stems from the neglect of
entropic effects in the estimate provided by Eq. (1). Durrant
and Clarke have pointed out that an electron can take various
possible paths to decouple from the hole and reach the free
carrier state.” The electron-hole density of states depends not
only on the energy of the pair but also on the magnitude of
charge separation because the farther an electron and a hole
travel from each other, the greater is the number of possi-
ble dissociation paths that can be taken to achieve a given
separation. Consequently, energetic considerations alone do
not offer a complete picture of the charge dissociation, and to
gain a better understanding of the process, one should com-
pute the (Helmholtz) free energy as a function of electron/hole
separation distance, r,

F(r)y=U(r)—TS(r) = U(r) — kgr In Q(r), 2)

where Q(r) is the number of equivalent electron/hole states
with separation r, T is the absolute temperature, kp is the
Boltzmann constant, U(r) is the electron-hole interaction
potential, and S is the entropy of the electronic degrees of
freedom.

In an ordered material, dimensionality is a key factor that
determines the relevance of the entropy term. Gregg argues
that a w-electron confined to move along a single quasi-one-
dimensional polymer chain has only one defined path and
consequently the electronic entropy is exactly zero. Moreover,
for thin-films (2-D) and fullerene-based acceptors (3-D), the

Published by AIP Publishing.
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FIG. 1. Schematic diagram of exciton dissociation and formation of free
charges in bulk-heterojunction OPVs. Photoexcitation produces an exciton
(1) in the donor, the acceptor or at the interface between them. Excitons
created in the donor phase diffuse toward the interface (2) where energetic
offset forces them to dissociate and separate apart, ideally, becoming free
charges (3).

number of electron/hole configurations available to the sys-
tem with a given electron/hole separation radius scales with
the surface area

Qo (r/r)" 1, A3)

where r, is the unit length and d is the dimensionality of the
system. Consequently, the entropy,

S=(d-1)In(r/r,),

can become energetically comparable to the Coulombic energy
of the electron-hole pair in two and three dimensions.®° This
estimate, however, is only valid for the scenarios with an
immobile hole. Allowing the hole to move adds additional
degrees of freedom and increases the number of available elec-
tronic states further emphasizing the importance of entropic
contribution.

Generally speaking, organic semiconductors are disor-
dered and amorphous systems. Besides dimensionality, the
free energy needs to reflect a non-uniform landscape of donor
and acceptor energies, as well as the finite lifetime of the
CT state that can eliminate a sizable fraction of the possible
dissociation routes.®

Entropy and free energy are state functions, and to employ
them, we need to be certain that the system we are study-
ing is in equilibrium. Burke et al. argue that this is the case
for organic photo-excited materials since post-dissociation
electron-hole encounters do not result in an immediate recom-
bination. Instead, electrons and holes meet and separate sev-
eral times before, eventually, recombining. A faster rate of
separation leads to a rapid equilibrium between interfacial
charge-transfer states and free carrier species. This equilibrium
condition then implies an equality between the chemical poten-
tial and the open-circuit voltage, gV oc, of the photo-voltaic
device.!”

This equality, therefore, establishes a crucial connec-
tion between theoretical and laboratory investigations of the
current generation in OPVs. Burke and colleagues arrive at
the following expression for the V¢ from the canonical
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ensemble:

2
o qfNoL

Voc = Ecr — =L — kT log| L2~ ), 4

aVoc = Ecr = 5 Og(TCTJsc) 4)

where f is the volume fraction of the device that is mixed or
interfacial, L is the thickness of the solar cell, Jgc is the short-
circuit current of the cell, g is the electric charge, and Ny is
the density of the electronic states in the device. Most impor-
tantly, Eq. (4) includes the necessary dependence of gV oc,
and therefore of F, on the average energy of the CT state,
Ecr, and disorder in the CT energies, expressed through stan-
dard deviation, o7, and the lifetime of the CT-state, T¢cr.'0
Nonetheless, this expression is composed of variables that
refer to the entire device making Eq. (4) computationally
inapplicable.

Following Clarke and Gregg’s work, Hood and Kassal
have shown that the change in the free energy better reflects the
energy landscape that an electron and a hole traverse because
entropic considerations lower the energy barrier needed for
an electron to become a free charge carrier. Additional dis-
sociation paths and energetic disorder make the Coulombic
interaction comparable to thermal fluctuations, so it no longer
defines how far an electron and a hole can separate. Hood
and Kassal model a bulk-heterojunction as an ensemble of
energetically disordered hexagonal lattices and compute the
electronic density of states as a function of the electron-hole
separation for each. Under the assumption of electronic equi-
librium, authors then compute the entropy and the free energy
in the following way:’

F = —(kT InZ) 5)

where Z is the partition function that describes specific energy
states and the bracket (- - - ) denotes a statistical average over
realizations of the disordered lattice. Both Egs. (4) and (5)
are derived in the canonical ensemble and carry the same
information. However, the latter approach is far more suit-
able for connecting to microscopic details such as energetic
and structural disorder.

There are, however, a few drawbacks of the Hood-Kassal
model. The electrons and holes are not permitted to cross from
one domain to the other, and a hole is restricted to move
only perpendicular to the interface under the assumption of
translational symmetry. The model includes the electrostatic
potential, but does not take into account important quan-
tum effects such as delocalization, mixing between excitonic
and charge-transfer configurations, and electronic exchange
effects.

In this work, we use a fully quantum mechanical model of
the electronic states of a bulk-heterojunction interface to inves-
tigate how the presence of disorder in OPVs influences the free
energy of an electron as it separates away from the interface
into the free carrier phase, taking into account Coulombic and
exchange interactions, lattice vibrations, and electron-phonon
couplings. In addition, we examine the role of bandwidth and
interfacial driving forces in determining the dissociation free
energy of an electron/hole pair. Our model combines quantum
and statistical treatments of a system with the large number
of parameters and all possible electron-hole configurations
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to give results that provide a unifying picture linking various
proposed mechanisms for charge separation.

Il. METHODS

A. Model Hamiltonian

The region of donor-acceptor interface of an OPV is gen-
eralized to the square lattice system, where each site is char-
acterized by a valence energy and a conduction band energy
coupled to two phonon modes associated with lattice vibra-
tions. We have used this model extensively to study photo-
induced processes in organic polymer semiconductors.!'~!7
The model is described by the following system-plus-bath
Hamiltonian:'®!°

H = Hel + Hel—ph + th

= > (Faun + Ven)m)@| + > (ZF“‘“)qa,u|m><n|
mn Gapu

mn,a,u

1 20,2 2
+3 HZ O ogs + Alapger) + Py ©)

where electron-hole configurations In) = lh;e;) whereby a hole
in a valence orbital on site i and an electron in a conduction
orbital on site j form the basis for the Hamiltonian. We have
published the details and parameterization of the model pre-
viously and, we briefly review its salient features. The term
F'mn describes the single-particle motion for a non-interacting
electron/hole pair. In its simplest form for configurations
n) = |h;e;) and Im) = lhie;), it is given by

Fun = f5 S + 13 Sjts @)

where f¢ and f" have the meaning of localized energy lev-
els and transfer integrals for conduction band electrons and
valence band holes. In the absence of disorder, these quanti-
ties obey charge-conjugation symmetry with f# = —f¢ and
we assume that only the nearest neighbors on the 2D lattice
are coupled by these terms (f; ;+1 = ). The donor and acceptor
domains are differentiated by imposing an energetic off-set,
AE, in the site-energies at the domain boundary as sketched in
Fig. 2. Vinn describes spin-dependent two-particle Coulombic
and exchange interactions for each configuration, as well as
interactions between different singlet geminate electron-hole
pairs. For the case of singlet excitations,

Vmn = —(hiej|Vhiej) + 2(hje;i|Vhie;). ®)
We assume that the inter-unit overlap of the primitive site-basis
functions is small and that three types of integrals contribute to
this interaction, each with well known meaning and long-range
behavior.!? First, an electron and a hole on site separated by a
distance r will experience a long-range Coulomb attraction of
the Mataga-type
Jo
hiejlvlhie;) = ————, 9

(hiejlv|hie;) T4 ry/mm &)
a short range exchange term which decays exponentially with
electron/hole separation

J. Chem. Phys. 149, 244123 (2018)
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FIG. 2. Schematic representation of the lattice model and conduction and
valence band energies associated with each site. Donor and acceptor phases
are distinguished by lowering the acceptor site energies by AE. ¢ is the hopping
parameter controlling electron and hole’s movement between the neighboring
sites. Disorder is introduced into the model by modifying energy of each site
by some value randomly drawn from a Gaussian distribution with variance
SE. lh17e33), lhaeie), and Ihjge ) are examples of CT, “flipped” CT, and an
“intraphase” CT configurations, respectively.

(hjeilv|hiej) = K, exp(=rij/r,). (10)

Second, because differential overlap between an electron and
a hole sitting on the same site is substantial, we include the
transition dipole-dipole coupling between singlet geminate
electron hole pairs,

D()
(rijlro)?’

where Jy and K¢ indicate Coulombic and exchange interac-
tions between an electron and a hole on the same site. Dy is a
dipole moment of an electron-hole pair located on site i. The
parameters for our model are included in the supplementary
material. It is important to note that these terms carry infor-
mation pertaining to the spatial disorder in our model. While
the model can treat singlet or triplet states, we are analyzing
post-photoexcitation charge-transfer states and will only focus
on singlets in this study.

The phonon term, H ph» assigns to each lattice site a high
and a low frequency vibrational mode described by a local har-
monic oscillator with weak nearest-neighbor coupling. These
terms are determined from spectroscopic Huang-Rhys param-
eters typifying organic conjugated polymer systems. Such
contributions modulate both the on-site bandgap as well as
the site-to-site hopping integrals.

For a given phonon configuration, the eigenstates of
the Hamiltonian in Eq. (6) are linear combinations of all
configurations allowed on a particular lattice

(Hor + Ho—pn(1g)) Y5y = Ex({q))|P5 (12)

(hieilv|hjej) = (11)
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with the kth eigenstate defined as |Pky = 2ij cg. |hie;). We con-
struct a 10 site x 10 site lattice with a donor-acceptor energy
offset of AE =0.5 eV, the transfer energy between nearest sites
set to r = 0.536 €V, and lattice constant ¢ = 1 nm in all direc-
tions. We deliberately choose a higher value for the hopping
parameter (previously calculated to represent polymer intra-
chain transfer energy'®) to allow an electron and a hole easy
passage throughout the lattice and to insure that nothing but
the presence of disorder inhibits or facilitates electron/hole
dissociation.

Once we obtain eigenvalues of the system Hamiltonian
and the corresponding electron-hole separations, we compute
average and free energies of the e-h pair as a function of
the average electron/hole separation for a given state. This is
accomplished by binning each state according to its eigenen-
ergy and the expectation value of r,, as described in Sec. II B.
Since the full CI approach for the 10 x 10 lattice results in 10
000 eigenstates for each realization with 90% of the eigenval-
ues lying well above the range for UV and visible excitation,
we impose an energy cutoff of 3.1 eV for our sampling. Fur-
thermore, to avoid issues with the finite lattice size, we consider
only e/h separations up to 5 a, where a is the lattice constant
as defined above.

B. Eigenstate analysis

In order to analyze the resulting states, we map a config-
uration with a hole on site i and an electron on site j onto a
lattice in the Cartesian plane to compute electron-hole sepa-

ration rj = \J(xi = xj)2 + (i = )%, where (x;, yi) and (x;, ;)
are site-wise coordinates of a hole and an electron, respec-
tively. We define operator R such that th,-ej) = r;|h;ep to
compute the expected e-h separation (R) for kth eigenstate
IPkY of Flel + I:Iel_ph and to match it to the corresponding
eigenvalue

(R = (PHRIPY) = 3 1ok, (13)
ij
ok
ij
Ih;e;) to the electron-hole separation of the kth eigenstate [Pk,
Removing any restriction on where on the lattice an elec-
tron and a hole can be located gives us a more detailed model of
the system but comes at a disadvantage because now in addition
to the charge-transfer states defined above, we need to consider
“flipped” CT states with holes in the acceptor and electrons in
the donor, as well as states with both particles located in the
same phase. To clarify the nature of each eigenstate, we also
define a dipole operator as I3|n> = Plh,-ej) = sgn(i—j)erih;e;),
where e is the elementary charge and sgn(i — j) ensures that
the dipole is correctly defined as pointing from an electron on
site ¢; to a hole on site A;

where |p’i‘j| =c cg. represents a contribution of configuration

@Iprwy  (¥IZy ;P lhey)
B e
_ Zysenli - j)lpjlery
e

= > s -pleklry.  (4)

7

(RY)Y =
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We emphasize the difference between the dipole moment
computed in Eq. (14) and the transition dipole moment often
calculated in relation to charge-transfer states. The transition
dipole moment is the off-diagonal element of the dipole opera-
tor P and gives the likelihood of the electron transition between
two different states ['P¢) and I'P?). We are computing the
diagonal elements of the said operator which correspond to
the electric dipole moment of the charge distribution of the
k-th state ¥%). Site localization of an electron and a hole
of basis configurations allow us to compute the total elec-
tric dipole moment, and therefore the dipole size, of each
eigenstate as the sum of dipole moments of classical charged
pairs.

Figure 2 illustrates some of the possible configurations
of the system to explain the difference between (R) and (Rp).
The configuration |hyse16) will have the same e-h separation as
the charge-transfer configuration 1h17¢e23); however, its dipole
is reversed since the spatial position of the electron and hole
have been swapped. In addition, it is important to realize that
for each configuration lh;e;), there is a configuration |h;e;);
however, | p;;| does not have to be equal to |pj;l. Excitonic con-
figurations such as lh;e;) do not contribute to the polarization of
the system since the electron and hole reside on the same site,
and hence r;; =0. Kets |h17e23), lhae ), and |hgeq ) represent
CT, “flipped” CT, and “intraphase” CT configurations, respec-
tively. By examining the relationship between the eigenvalues
of Flel +H el-ph and distances (R) or (Rp), we can determine
what changes in model parameters facilitate formation of free
charges.

C. Disorder and energy calculations

To model disorder, we introduce fluctuations into the
lattice parameters and create 1000 versions (realizations)
of the lattice, each time randomly drawing the values of
these parameters from a Gaussian distribution. The variance
of the said distribution represents the amount of disorder
in the chosen parameter. Our main concern in this work
is disorder in the band energies of each site, 0E, but we
also look into fluctuations in the hopping parameter, o¢, and
the site position, (dx, dy). Each realization yields a set of
eigenstates of the system. Combined together, eigenstates
from all realizations produce more detailed energy-separation
and energy-dipole spectra. Figure 3 shows a typical result
from our simulations. Energy-dipole and energy separation
spectra throught this paper are visualized as non-weighted
log-scaled probability distributions, where the contours and
colors indicate the density of electronic states at a given
energy and with a given electron/hole separation [Fig. 3(a)]
or dipole size [Fig. 3(b)] according to the definitions given
above.

To compute the average energy, E, as a function of (R) or
(Rp), we divide the distribution into intervals of equal width,
OR, and average N, eigenvalues that fall into the ith interval to
obtain E(R;) = Zj.v "E;j(R)/Nj;;, where R; is the center of the ith
interval. This approach, however, assumes that all of the states
are equally probable. Diagonalizing the Hamiltonian returns
only the values of all possible energy levels, and it is the oper-
ating temperature of the device that determines the probability
weight of each state. Therefore, the proper thermodynamic
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FIG. 3. Probability distributions of CT
energies of the system as a function of
electron-hole separation, (R), and dipole
size, (Rp). The color map is scaled
such with blue and red correspond-
ing to the lowest and highest densities,
respectively. The sign of the dipole size
depends on the orientation of the CT
dipole: if an electron is in the accep-
tor phase and a hole is in the donor,
the dipole size is positive, otherwise it

(R>)a (RD)’a
I —
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energy of the system for a specific e-h separation should be
computed as follows: 2’

N EiePEi

E(R; e A
E®) = s

; (15)
where 8 = 1/kgT and e PEi is a thermal probability weight
of an eigenstate with energy E;. We compute the free energy
on each interval from the partition function to take into the
account not only the thermal probability weight of each state,
but also the change in entropy of the system due to the presence
of disorder

F(R) = —kT'In ( Z ePEW®). (16)
J

We incorporate the averaged influence of the vibrational
degrees of freedom on the electronic states through the cou-
pling term, H;_p;,. As a consequence, without time-dependent
nuclear motion, the spatial part of each eigenstate and the
geometry of the corresponding charge distribution will not
change in time. In order to increase the distance between
charges, an electron-hole pair with separation R; needs to
transfer to a state with separation R; > R;. Connecting the
most likely states that can be occupied at each interval, we
obtain the expected energy paths. Even though the distri-
bution of CT states is very broad and some e-h pairs can
potentially dissociate through any other sequence of states,
expected energy curves E(R), (E(R)), and F(R) allow us to
understand how different parameters of the system influence
dissociation of the majority of e-h pairs, without investigat-
ing numerous individual space-time trajectories. We choose
the interval width to be SR = 0.1 a so that the averaged
energy converges within 1000 realizations to within a 10 meV
threshold.

lll. RESULTS AND DISCUSSION

We first consider the case in which the on-site disorder
is small compared to the energy gap, 0E = 10 meV. The
density plot in Fig. 3(a) shows a very broad distribution of

-6 -4 -2 0

> 4 ’6 takes on negative values. Distributions
are computed for systems with 6E = 10
meV.
1077 1072

e-h energies and separations, with the energy of an electron-
hole pair generally increasing as charges move farther apart.
Figure 3(b) adds important detail to identifying the nature
of the states by introducing a general sense of the state’s
direction through the dipole moment. The negative value of
(Rp) indicates that configurations pointing from the acceptor
to the donor contribute the most to a particular state of the
system.

The densest region of both distributions corresponds to the
inversion point, where an electron and a hole of the charge-
transfer state trade places. In Fig. 3(a), this point is accom-
panied by an increase in the density of states around (5.5 a,
5 eV) and is followed by a sharp rise in energy for larger val-
ues of (R). We can interpret this as additional kinetic energy
allowing an electron and a hole to traverse the lattice indepen-
dently of the phases. However, it is also an artifact of using a
system of a finite size. When a hole resides at the interface,
the maximum distance an electron can separate is limited by
the length of the acceptor region. As energy increases, more
and more states that have achieved farthest possible separa-
tion accumulate increasing the density of states at (R) ~ 5.5 a.
Eventually, the e-A pair has enough energy to transfer to the
state where a hole can move into the acceptor and an electron
moves into the donor to maximize the distance between them.
While this computational artifact would be greatly reduced by
the the simulation of a larger lattice, it is still important to
consider since constrained acceptor regions do occur in the
morphologically complex OPVs. Figure S2 of supplementary
material shows density of states as a function of (R) and (Rp)
to ensure that the regions of greatest density match.

Figures 4(a) and 4(b) show that the energy-separation and
energy-dipole distributions become smoother as site energies
of the lattice become more disordered. Increasing S E narrows
the region above 1.5 eV and pushes the corresponding CT
states toward greater electron-hole separations and smaller
dipole sizes. In Sec. II B, we discussed that each eigenstate of
our model Hamiltonian combines energetic contributions from
different types of configurations. Larger values of (R) imply
greater contributions from all farther separated configurations,
while, associated declining (Rp) indicates that a considerable
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FIG. 4. Effect of site-energy disorder on the state energy distributions and thermodynamic and free energies of the system. Each panel shows charge distribution
computed for specific values of site-energetic disorder 6E. The color map is the same as in Fig. 3. The blue curve represents thermodynamic energy in the high
temperature regime as a function of electron-hole separation, E; the dashed red curve is thermodynamic energy at 298 K, (E); the purple curve is the free energy
at 298 K, F White islands in each plot are plotting artifacts and do not carry any information.

fraction of these configurations are “flipped.” At the same time,
disorder broadens the lower region of both distributions and
fills the gaps with new CT states, including states with higher
values of both (R) and (Rp). Such states would have the most
charge-transfer character since they are predominantly com-
posed of configurations with a hole in the donor and an electron
in the acceptor.

Plotting E(R) and (E(R)) over distributions shows how
these curves highlight trends and features of the higher and
lower energy regions, respectively. Physically, E describes the
thermodynamic energy of the system in the high temperature
limit (8 — 0). Since all states in this regime are equally prob-
able, parts of the distribution with the greater density of states
have greater influence on the value of E. On the other hand, at
T =298 K, ePEt > ¢PEi where E; > 1.5 eV and low-
est energy states determine (E) and F at every interval. Even
though these states are not as numerous, their contribution,
when thermally weighted, is far greater and any shift in their
energy will be immediately reflected on the graphs. Despite
E(R) requiring temperatures that would be impractical for
OPVs, we believe that both energy curves play very impor-
tant roles in the charge separation. While the system cannot
place an exciton in a more energetic CT state at 7 = 298 K,
the photons illuminating the device have a sufficient amount
of energy (for visible light, hv = 1.7-3.0 eV) to realize any
of the possible states of the system. After a photoexcita-
tion, however, an electron-hole pair finds itself in the sys-
tem equilibrated at 298 K, where F describes the energies
of most probable states. Therefore, if the exciton does not
dissociate into free charge carriers fast enough, it will relax
to a lower CT state on the F curve and follow that path
toward the polaron state. Based on the characteristics described

above, we argue that the graphs of high temperature ther-
modynamic energy (E) and 298 K free energy (F) curves
correspond to the two experimentally observed mechanisms
of charge separation: the direct ultra-fast charge transfer and
the slower charge dissociation mediated by intermediate CT
states.”!

There is currently a lack of consensus regarding which
pathway contributes the most to device performance. Investi-
gations carried by Provencher et al. indicate that “hot” excitons
can become charge carriers right away without the relaxation
and lead to very high quantum efficiencies, while the effec-
tiveness of electron transfer through the lower states heavily
depends on the type of the blend used and the morphology
of the device.”” Savoie et al. showed that the rapid charge
dissociation of the “hot” exciton is facilitated by the high den-
sity of acceptor states.”> On the other hand, Vandewal e al.
observed that the internal quantum efficiency in various photo-
voltaic blends is independent of whether the initial excited state
is CT (the lowest charge-transfer state) or any higher lying
CT state. Measurements indicate that the very energetic states
contribute little to the generation of free charges because they
relax within the CT manifold before they can achieve greater
separations.”*

A proper statistical treatment allows us to recover both
dissociation paths. While it has been suggested that the actual
dissociation is a non-equilibrium process,”> we do not look
into the dynamics of individual charge transfers, but consider
two thermodynamic regimes that are available to the excitons
before and after relaxation. Ultra-fast “hot” electron-hole pairs
can hop along the high energy curve without dissipating much
energy, whilst the “cold” excitons travel along the equilibrated
post-relaxation path.
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We combine the associated energy curves for different
values of 0E in Fig. 5 to analyze the effect of increasing disor-
der on “hot” and “cold” excitons in greater detail. Variations
in site-energies remove fluctuations from the average energy
curve, E((R)), but steepen its gradient, increasing the overall
energy needed to move an electron and a hole apart from 1 eV
to2eV.

A. “Hot” exciton paths

In Fig. 5(b), the average energy for 1 a < (Rp) < 2 a
corresponds to the densest region of the CT state distribution
and does not change with disorder because additional lower
energy states do not provide enough leverage. However, new
states that appear below 1.5 eV do reduce E({Rp)) for other
values of (Rp). Increased E produces deeper minimum for
(Rp) < 1 a, butremoves any fluctuations from the energy curve
for (Rp) > 2 aimplying that greater disorder makes it harder for
more energetic excitons to separate from each other, but once
they are over the barrier, the energy path becomes unobstructed
and steep, strongly favoring farther dissociation of an electron-
hole pair.

The effect of disorder on “hot” excitons therefore is not
straightforward. On one hand, the initial energy needed for the
charges to separate increases at least two-fold with increasing
OE, but on the other hand in the low disorder case, an e-h
pair encounters a path with many energy barriers, especially
at greater values of (Rp). To overcome these obstacles, an
exciton will either have to dissociate through other states that
are not on E((Rp)) or tunnel through the barriers to farther-
separated states, in both cases decreasing the probability of the
dissociation.

The average energy as the function of the absolute
electron-hole separation, E((R)), [Fig. 5(a)] also shows that an
electron and a hole can separate to greater distances in the high
temperature regime; however, the mismatch between E((R))
and E({Rp)) and the associated densities of states at large val-
ues of (R) and (Rp) suggests that only a fraction of the states
actually represents far-separated or long-range charge transfer
states. As mentioned earlier, all possible electron-hole config-
urations contribute to the wavefunction of each state and as
the energy of the exciton increases, so does the intraphase and
flipped CT contributions. If we consider the entire distribution
from Fig. 3, we can see “hot” excitons that dissociate into free
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charge carriers but never reach electrodes as the hole and the
electron are in the opposite phases.

In previous studies, long-range CT (LCT) states have been
associated with “hot” excitons;2® however, our simulations
show that since “hot” and “cold” paths are just different ther-
modynamic regimes, these states are available to low energy
electron-hole pairs as well. In fact, as disorder increases, the
region of the energy-dipole distribution composed of these
states ((Rp) > 4 a) narrows toward lower energy values.

B. “Cold” exciton paths

Free energy curves represent “cold” dissociation through
lowest energy states. Our calculations of F((R)) and F({Rp))
for different values of dF reveal important aspects of the
electron-hole separation, inaccessible to point-charge approx-
imations. The energetic offset between donor and acceptor site
energies divides all configurations into four types based on the
location of an electron and a hole with respect to the interface
(donor or acceptor intraphase CT, CT, and flipped CT states).
We can characterize each eigenstate in the same way since
in our model, the configurations that contribute the most to
a particular state define its energy and separation. For exam-
ple, states with 2.1 a < (R) < 2.7aand 0.9 a < (Rp) < 1.9
a are predominantly composed of configurations with similar
small separations. Among these configurations, the number
of electron-hole CTs is significantly less than the number of
intraphase configurations with the same separation. Therefore,
states that fall into these intervals of (R) and (Rp) can also be
classified as intraphase and the lowest energy electron-pairs
dissociate as charges would if they were in a single material
phase.

As an electron and a hole move farther apart, the
eigenstates they occupy become more influenced by farther-
separated charge-transfer configurations. Due to the energetic
offset, AE, CT configurations have lower energy then donor
intraphase configurations of the same electron-hole distance.
Consequently, once the character of an exciton changes from
intraphase to charge-transfer, it begins to follow a new lower
free energy path. Both intraphase and charge-transfer segments
of the free energy curves are essentially energetically shifted
Coulombic potentials, and transfer of an exciton from the more
to the less energetic path produces the minimum we see at
(Ry=2.9aand (Rp)=2.4a.

w 6E = 10 meV
w 6E =50 meV
= 6E =100 meV
u 6E =200 meV

FIG. 5. Average (points) and free
energy (solid) curves at different values
of site-energy disorder SE. Shaded
pink region represents the range of
experimental values for open-circuit

voltage with the average indicated by
the dashed black line.
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Figures 5(a) and 5(b) show that increasing site energy dis-
order significantly lowers the free energy, reducing Coulombic
barriers in both segments of the curves and widening the
minimum. Greater 0E therefore has a mixed effect on the
dissociation. While it reduces the attractive force between an
electron and a hole, it also increases the size of the potential
trap for CT states.

Overall similar shape and behavior of free energy curves,
F((R)) and F({Rp)) indicate that the major contribution to
these states comes from configurations with positive dipole
moments. We explain this prevalence of the dipole orienta-
tion in the lower energy states by the presence of an internal
potential difference, V oc, which drives charges apart. In the
Introduction of this paper, we talk about the equality of the
free energy and the open-circuit voltage of the device (¢Voc
for correct units.) The pink region of Fig. 5 corresponds to
the range of experimental values of the open-circuit voltage
obtained from different types of OPVs with disorder rang-
ing from 60 to 104 meV.'” We can see that F curves for
oE =10, 50, and 100 meV, apart from the energetic minimum,
agree with the experimental data very well. We believe this
agreement to be a crucial result not only because it validates
the importance of the lower CT dissociation pathway, but also
because it establishes a strong connection between theoretical
models and experimental findings. Looking at the results of
our calculations from the perspective of a open circuit volt-
age, we note that too much disorder will negatively impact
the device performance. While most of the barriers inhibiting
charge transfer completely disappear, the free energy curves
decrease below the experimental range, leading to the drop of
Voc and efficiency.

To better understand all aspects of disorder in OPVs, we
perform simulations of systems where we randomly modify
values of the hopping integral (6¢) and site coordinates (dx,
0y). We start with the same reference system as for the 0F
calculations. Figure 6(a) shows that fluctuations in the hop-
ping parameter have little effect on the E({(Rp)) because “hot”
excitons have sufficient kinetic energy to traverse the lattice
with ease regardless of the values of the hopping term. The
effect of 67 = 0.05 eV on free energy is similar to the changes
associated with E = 150-200 meV. While a greater increase
in the hopping disorder should facilitate the movement of an

(a)Variation in Hopping Parameter

3.0 3.0
m 6t=0.05eV
r: m 6t=0.1eV
2.5 s 6t=0.15 eV 2.5
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electron and a hole through the lattice and there are a number
of energetically low highly separated states, too much disor-
der significantly decreases the free energy and therefore the
open-circuit voltage, leading to a poor device performance.
In addition, larger values of the hopping disorder widen and
shift the free energy minimum, creating unfavorable energy
gradient.

Previous studies relate disorder in electronic parameters
of the OPVs to structural fluctuations in materials,?”-*® which
we model by introducing disorder (dx, dy) into the x and y
coordinates of each site. [In our simulations dx = dy, and we
will refer to (6x, dy) as o0x.] Unlike 6F and ot, these fluc-
tuations directly affect Coulombic and exchange interactions
that depend on site-to-site distances. Figure 6(b) shows that £
does not respond to the increase in 6x confirming that more
energetic CT states or “hot” excitons can avoid Coulombic
attraction after they overcome the initial barrier. However, for
low laying states with the dipole size less the 3 a, greater
values of ox significantly lower the free energy. We explain
this by noting that electrostatic interactions are much more
sensitive to changes in the charge-to-charge distances when
charges are close to each other, therefore the disorder param-
eter ox has more influence at smaller (Rp). Since the sec-
ond Coulombic barrier occurs farther and is reinforced by
the interface energy, increasing disorder does not have any
effect for 6x = 0.05 a and 6x = 0.10 a, and actually enlarges
the barrier for 6x = 0.15 a, opposing the efficient charge
dissociation.

In addition to the study of disorder, we compute the energy
curves for the systems with systematically increasing the driv-
ing force, represented as the energetic offset (Fig. 7). AE is
closely related to the open-circuit voltage of an OPV and pro-
motes charge dissociation at the interface helping an electron
and a hole to overcome the electrostatic binding, but whether
it has the desired effect is still debated.”®** Our calculations
show that increasing the energetic offset between two phases
clearly extends the maximum possible electron-hole separa-
tion from 1 a at no offset to more than 4 a at AE =0.9 eV. We
also show that unlike other studied parameters, greater val-
ues of the offset can shift the entire distribution toward larger
values of (Rp). In the absence of the energetic offset, increas-
ing site-energy disorder lowers the Coulombic interaction and

(b)Variation in Site Coordinate

= 6x=0.05a
m&=01a
m & =015a

FIG. 6. The effect of hopping (a) and
site coordinate (b) disorder on the
electron-hole separation. Average and
free energies are compared against
experimental results. The inset in (b)
shows full range of the free energy at

0.15 a of site coordinate disorder.
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2
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FIG. 7. Distributions of CT energies and dipole sizes for systems with increasing values of donor-acceptor energetic offset, AE. Thermodynamic (blue) and free
(red) energy curves outline the most probably energetic paths for exciton dissociation.

free energy of the system but barely extends the overall charge
separation, indicating that non-zero AE is necessary for the
efficient charge dissociation to take place.

The downside of a large offset is manifested in the shift
of the energetic minimum that can potentially trap an exciton
at farther separations. As was mentioned earlier, the minimum
occurs when the eigenstate of an electron-hole pair becomes
predominantly a charge-transfer state. For intraphase elec-
trons and holes, their Coulombic attraction is reduced by the
energy difference between conduction and valence bands. The
offset between the donor and the acceptor brings the conduc-
tion orbitals closer to the donor valence orbitals in terms of
their energy. Therefore, even though 6F favors the charge
separation across the interface, an electron feels stronger elec-
trostatic attraction toward the donor hole in a charge-transfer
state.

IV. CONCLUSIONS

Recent studies have proposed that the dimensionality and
disorder of organic photovoltaic materials ensure the suc-
cessful charge separation despite strong Coulombic attraction
between particles. We use the quantum mechanical lattice
model'®!9 to explore the effect of disorder on charge dissoci-
ation and therefore on the performance of an OPV device. Our
approach allows us to incorporate different forms of disorder
by introducing fluctuations into the lattice parameters such
as site energies, site-to-site transfer energies, and the site’s
physical location.

We compute eigenstates of the disordered system in the
basis set of all electron-hole configurations of the correspond-
ing lattice. The knowledge of each state’s configurational
composition allows us to compute their expected electron-hole
separations and dipole sizes. The dipole size of an exciton rep-
resents the accurate distance between charges and the expected
separation shows how much charge transfer character each
state has. Matching state energies to the respective expected
separations and dipole sizes produces two broad state distribu-
tions that can support numerous possible exciton dissociation
paths, upholding the need for entropic considerations and free
energy calculations.

The thermodynamic energy in the high temperature limit
and the free energy at 298 K, computed as functions of the
electron-hole distance, form the most probable energetic paths
for excitons to dissociate through and resemble “hot” and

“cold” dissociation mechanisms often discussed in the litera-
ture.”?431-3* Thermodynamic energies of “hot” excitons show
that while a lot of states have large expected separations, only
handful actually correspond to far-separated CT states. Higher
energies enable greater contributions of intraphase and flipped
configurations that reduce the dipole size of a state and in
many cases force electrons into the donor and holes into the
acceptor regions, potentially removing them from the current
generation.

Free energy outlines the “cold” dissociation path through
the lowest energy CT states, however it turns out to be not
as straightforward as expected from point charge estimations.
Intraphase configurations with small electron-hole distances
contributing the most to the states describing an electron and a
hole are not far from each other, while long-range CT states are
composed of highly separated charge-transfer configurations.
The long-range states exhibit lower Coulombic energy due
to the energetic offset between donor and acceptor regions.
As a “cold” exciton dissociates along the free energy path,
it first experiences the Coulombic attraction as an intraphase
electron-pair. Once the charge transfer character of the states
that make up the free energy curve reaches a certain point, an
exciton’s energy will drop to the one that describes dissociation
of the charges separated by the interface. The transition results
in a minimum in the free energy that can act as a trap for the
dissociating excitons.

Increase in the site energy disorder has mixed effects
on the “hot” and “cold” energy paths. Disorder increases the
height of the initial energy barrier that highly energetic exci-
tons need to overcome as they separate. At the same time, once
the “hot” electron-hole pair is over the said barrier, greater dis-
order is beneficial for further separation as it makes the energy
gradient steeper in the direction of separation and by removing
any traps or additional barriers from the path. “Cold” exci-
tons see the reduction in both intraphase and charge transfer
Coulombic barriers as disorder increases due to the additional
lower energy states. However, this decrease is accompanied
by the widening of the energetic minimum that can act as
a trap region for the charges. Transfer energy disorder has
similar effect on the energy curves as the large values of site
energy disorder, while disorder in site locations reduces only
the first Coulombic energy peak of the free energy because the
electrostatic attraction is more sensitive to the close range vari-
ations. Increasing energetic offset between donor and acceptor
regions favors electron’s initial separation across the interface;
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however, it leads to stronger Coulombic attraction between the
charges.

Apart from the minimum, the free energies for systems
with 50, 100, and 150 meV of site-energy fluctuations are
consistent with the values of open-circuit voltage (¢V o) mea-
sured in OPV devices with similar amounts of disorder.'*3
Voc is one of the key parameters defining the performance of
a solar cell and its connection allows us to establish a direct
link between experimental and theoretical studies. Too much
disorder of any kind greatly lowers the free energy and there-
fore reduces the open-circuit voltage and the efficiency of the
device.

Computational cost-effectiveness and the general trans-
ferable set of parameters make our model a suitable tool to
investigate the effects of molecular orientation, morphology,
and dimensionality whose importance has been greatly empha-
sized in the literature.%>**%3° A proper and self-consistent
statistical treatment of the CT states leads to the correct under-
standing of the process of charge separation. By equating the
free energy and the open-circuit voltage of the device, we
establish a crucial connection between model predictions and
experimental findings.

SUPPLEMENTARY MATERIAL

We provide a listing of all parameters used in our model
in the supplementary material.
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