ERGODIC CONTROL OF A CLASS OF JUMP DIFFUSIONS
WITH FINITE LEVY MEASURES AND ROUGH KERNELS
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Abstract. We study the ergodic control problem for a class of jump diffusions in R%, which are
controlled through the drift with bounded controls. The Lévy measure is finite, but has no particular
structure—it can be anisotropic and singular. Moreover, there is no blanket ergodicity assumption
for the controlled process. Unstable behavior is ‘discouraged’ by the running cost which satisfies a
mild coercive hypothesis, often referred in the literature as a near-monotone condition. We first study
the problem in its weak formulation as an optimization problem on the space of infinitesimal ergodic
occupation measures, and derive the Hamilton—Jacobi-Bellman equation under minimal assumptions
on the parameters, including verification of optimality results, using only analytical arguments. We
also examine the regularity of invariant measures. Then, we address the jump diffusion model, and
obtain a complete characterization of optimality.
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1. Introduction. Optimal control of jump diffusions has recently attracted
much attention from the control community, primarily due to its applicability to
queueing networks, mathematical finance [17], image processing [24], etc. Many re-
sults for the discounted problem are available in [8], including the game theoretic
setting, and different applications are discussed. However, studies of the ergodic con-
trol problem are rather scarce. Ergodic control of reflected jump diffusions over a
bounded domain can be found in [35]. The ergodic control problem in R? is stud-
ied in [36], albeit under very strong blanket stability assumptions. We should also
mention here the treatment of the impulse control problem in [7, 18, 33].

Our work in this paper is motivated from ergodic control problems for multiclass
stochastic networks in the Halfin—-Whitt regime, under service interruptions. For this
model, the pure jump process driving the limiting queueing process is compound Pois-
son (see Theorem 3.2 in [4]), with a Lévy measure that is anisotropic, and in general,
singular with respect to the Lebesgue measure. In fact, the jumps are biased towards a
given direction, and thus the Lévy measure has no symmetry whatsoever. We assume
that the running cost is coercive, also known as near-monotone (see (2.2)), and do not
impose any blanket stability hypotheses on the controlled jump diffusion. We treat a
general class of jump diffusions which is abstracted from diffusion approximations of
stochastic networks, and whose controlled infinitesimal generator has the form
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Here, z is a control parameter that lives in a compact metric space Z, and v(z, dy)
is a nonnegative finite Borel measure on R? for each z, while x — v(z,A) is a
Borel measurable function for each Borel set A. We let K + = denote the Minkowski
summation /subtraction for K C R% and x € RY. Throughout the paper, we assume
that d > 2. The coefficients of A are assumed to satisfy the following.
(A1) (a) The matrix a = [a¥/] is symmetric, positive definite, and locally Lips-
chitz continuous. The drift b: R¢ x Z — R? is continuous.
(b) The map

v (flx+y) = f(@) = Ly <y (y, V(@) v(z,dy)
is continuous and bounded for all f € C?(R%), the space of functions having
compact support and continuous second order partial derivatives.
(b) The map z + p(x) := v(x, R?) is locally bounded.
(c) the map z + v(x, K — x) is bounded on R? for any fixed compact set K C R%.
We compare (Al) to the following weaker hypothesis.
(A1") Assume part (a) of (A1), but part (b) is replaced by:
(i) The map x ~ 7(z) == v(x, R?) is locally bounded.
(ii) the map z + v(z, K — x) is bounded on R? for any fixed compact set K C R

The structural assumption on the coefficients in (Al) is in effect by default
throughout the paper. However, Assuming (A1’) only, we establish existence and
uniqueness of solutions to the ergodic HJB equation in Theorem 3.3. Note that under
(A1), the operator A in (1.1) maps C?(R?) to bounded Borel measurable functions
in R? x Z, while under (A1) it maps the same space to continuous and bounded
functions. Continuity is essential for the standard convex analytic argument which
shows the existence of an optimal stationary Markov control, and this is the only
place where the stronger hypothesis (A1) need be used (see Theorem 2.3).

On the other hand, concerning solutions to the martingale problem associated
with A, fairly general results can be found in [29]. It can be seen from these results
that the kernel v may be rough enough so as not to satisfy (Al), yet the martingale
problem has a solution. If this is the case, then even though we cannot follow the
convex analytic argument [9], the existence of an optimal stationary Markov control
could be asserted from the HJB equation. If, for example, the solution of the HJB
is inf-compact, or if the drift b has at most linear growth, then a control which is a
measurable selector from the minimizer renders the process ergodic, and it is standard
to show that it is optimal. Therefore, we mention at various places how the weaker
hypotheses of (A1") can be used to establish the results.

The generator A in (1.1) covers a variety of models of jump diffusions which
appear in the literature [5, 13, 20, 22, 44]. Note also that the ‘jump rate’ v(z) =
v(z,R%) is allowed to be state dependent as in [34]. The hypotheses in (A1) are quite
general, and do not imply the existence of a controlled process with generator A.
Our main goal in this paper is to establish general results for ergodic control of jump
diffusions governed for this class of operators. To accomplish this, we first state the
ergodic control problem for the operator A as a convex optimization problem over
the set of infinitesimal ergodic occupation measures. We then proceed to study the
ergodic Hamilton—Jacobi-Bellman (HJB) equation via analytical methods, without
assuming that the martingale problem for A is well posed. This of course precludes
arguments that utilize stochastic representations of solutions of elliptic equations.
Later, in section 4, we specialize these results to a fairly general model of controlled
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jump diffusions with finite Lévy measure.

It is well known that the standard method of deriving the ergodic HJB on R? is
based on the vanishing discount approach, and relies crucially on structural properties
that permit uniform estimates for the gradient (e.g., viscous equations in R?), or the
Harnack property. Recent work on nonlocal equations has resulted in important
regularity results [6, 10, 15, 16] that should prove very valuable in studying control
problems. However, most of this work concerns Lévy jump processes whose kernel
has a ‘nice’ density resembling that of a fractional Laplacian. For the problem at
hand, even though the Lévy measure v(z,-) is finite, and there is a nondegenerate
Wiener process component, the Lévy measure is anisotropic, and could be singular
[4, Section 3.2]. As a result, there is no hope for the Harnack property for positive
solutions to hold as the following example shows.

Ezample 1.1. Consider an operator A in R?, with a the identity matrix, b = (3, 0),
and v(z,-) a Dirac mass at ¥ = (3,0). Let f. € C*(R?), with € € (0,1), be defined in
polar coordinates by

2 4
fe(r,0) == —log(r) Lp>ep + (% - St ia— log(e)) Licey-

This function is used in [40, p. 111] to exhibit a family of positive superharmonic
functions for the Laplacian that violates the Harnack property. Let u. be a function
which agrees with f. on the unit ball B; centered at 0, and takes the value

ue(";vé) = (;iz - 45L42 + fe(fvé)) ]l{F<e}

on the unit ball By (Z) centered at Z, when expressed in polar coordinates (7, 5) which
are centered at Z. Let u. take any nonnegative value elsewhere in R2. Then u, is
nonnegative on R? and satisfies Au. = 0 in B. However, % = —log(e), and

thus the family violates the Harnack property for A.

Under the general hypotheses of (A1), even if the operator A is the generator of a
Markov process, the process might not be regular, or, in case it is positive recurrent,
the mean hitting times to an open ball might not be locally bounded. In the latter
case, it is futile to search for solutions to the ergodic HJB equation, even in a viscosity
sense. In section 3, we add two hypotheses to address these pathologies. The first
(see (H1)), is the Feller-Has'minskii criterion for a diffusion process with generator
A to be regular (or conservative, or non-explosive), which requires that the equation
Au — v = 0 has no bounded positive solutions on R?. This property is equivalent to
regularity, and it is clear from the proof of this equivalence in [27, Theorem 4.1] that
the equation can be replaced by Au—au = 0 for a > 0. The second hypothesis, (H2),
states that under some stationary Markov control there exists a nonnegative solution
V to the Lyapunov equation AV < Clg — R, where R is the running cost, B is a ball,
and C' is a constant. We relax (H2), after imposing additional assumptions on v, and
establish solutions of the Poisson equation and the HIB (see Theorems 3.6 and 3.8).

The paper is organized as follows. In subsection 1.1 we summarize the notation
we use. Section 2 states the ergodic control problem, in a weak sense, as a convex
optimization problem over the set of infinitesimal ergodic occupation measures for the
operator A, and shows that optimality is attained. Regularity properties of infinites-
imal invariant measures are in subsection 2.3. Section 3 is devoted to the study of
the HIB equation under (H1)—(H2) mentioned above. In Section 4 we study a class
of jump diffusions, which is abstracted from the limiting diffusions encountered in
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stochastic networks under service interruptions.

1.1. Notation. The standard Euclidean norm in R? is denoted by |- |, and (-, -)
denotes the inner product. Given two real numbers a and b, the minimum (maximum)
is denoted by a Ab (a V b), respectively. The closure, boundary, complement, and the
indicator function of a set A C R are denoted by A, OA, A, and 1 4, respectively.
We denote by T(A) the first exit time of the process X from a set A C R?, defined by
T(A) = inf {t > 0: X; ¢ A}. The open ball of radius R in R¢, centered at the origin,
is denoted by Bg, and we let Tg = T(Bg), and T = ©(B%). The Borel o-field of
a topological space F is denoted by B(F), and P(F) denotes the set of probability
measures on ‘B(E).

For a domain @ C R%, the space C*(Q) (C*(Q)), k > 0, refers to the class of all
real-valued functions on @ whose partial derivatives up to order k (of any order) exist
and are continuous, while C¥(Q) (CF(Q)) denote the subsets of C*(Q), consisting of
functions that have compact support (whose partial derivatives are bounded in Q).
The space LP(Q), p € [1,00), stands for the Banach space of (equivalence classes of)
measurable functions f satisfying fQ|f(:17)|p dz < oo, and L*°(Q) is the Banach space
of functions that are essentially bounded in ). We denote the usual norm on this
space by || f|lzr(q), p € [1,00]. The standard Sobolev space of functions on @ whose
generalized derivatives up to order k are in LP(Q), equipped with its natural norm, is
denoted by WFP(Q), k > 0, p > 1. In general, if X is a space of real-valued functions
on @, X consists of all functions f such that fe € X for every ¢ € C°(Q). In this

manner we obtain, for example, the space WIQO”C’ (Q).

We adopt the notation 9; = % and 0;; = % for 7,5 € {1,...,d}, and we
k2 2 J
often use the standard summation rule that repeated subscripts and superscripts are

summed from 1 through d.

2. The convex analytic formulation. Define £: C?(R%) — C(R? x Z) by

Lu(z, z) = a (2)du(x) + b (z, 2)du(z)
with b(z, 2) = b(2, 2) + [y L{y1<13v(z, dy), and let

Tu(z) = /]Rd (u(:z: +y) — u(x)) v(z,dy),

provided that the integral is finite. Thus Au(z, z) = Lu(z, z) + Zu(z). With z € Z
treated as a parameter, we define £, u(x) := Lu(z, z), and A, u(x) = Au(z, z).

Let B(R?, Z) denote the set of Borel measurable maps v: R — Z. Such a map
v is called a stationary Markov control, and we use the symbol U, to denote this
class of controls. For v € gy, we use the simplified notation b, (z) := b(x, v(x)), and
define A,, R, and g, analogously.

We augment the class Ugm by adopting the well known relazed control framework
[2, Section 2.3]. According to this relaxation, controls take values in P(Z), the latter
denoting the set of probability measures on Z under the Prokhorov topology. Thus, a
control v € Vg, may be viewed as a kernel on P(Z) x R?, which we write as v(dz|x).
We extend the definition of b and R, without changing the notation, that is, we let
by(x) = [, b(z,z) v(dz|x), and analogously for R,. We endow Usm with the topology
that renders it a compact metric space, referred to as the topology of Markov controls
[2, Section 2.4]. A control is said to be precise if it is a measurable map from R? to
Z, that is, if it agrees with the definition in the preceding paragraph. It is easy to see
that this relaxation preserves (Al).
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2.1. The ergodic control problem for the operator A. We fix a count-
able dense subset C of C3(R?) consisting of functions with compact supports. Here,
C2(R%) denotes the Banach space of functions f: R — R that are twice continuously
differentiable and their derivatives up to second order vanish at infinity.

DEFINITION 2.1. A probability measure pi, € P(R?), v € Vg, is called infinites-
imally invariant under A, if

(2.1) /R Auf(@) po(dz) =0 Vfee.

If such a u, exists, then we say that v is a stable control, and define the (infinitesi-
mal) ergodic occupation measure 7, € P(R? x Z) by m,(dx,dz) == p,(dz) v(dz|z).
We denote by Bssm, M, and G, the sets of stable controls, infinitesimal invariant
probability measures, and ergodic occupation measures, respectively.

Remark 2.2. In Definition 2.1 we select C as the function space, deviating from
common practice, where this is selected as C3°(R?), the space of smooth functions
vanishing at infinity. In general, there is no uniqueness of solutions to (2.1) [43].
For the relation between infinitesimally invariant measures and invariant probability
measures for diffusions we refer the reader to [14]. Note also, that as shown in [19],
in order to assert that pu, is an invariant probability measure for a Markov process
with generator A,, it suffices to verify (2.1) for a dense subclass of the domain of A,
consisting of functions such that the martingale problem is well posed.

It follows from Definition 2.1 that 7w € P(R¢x Z) is an ergodic occupation measure
if and only if [;., 5 A-f(z) m(dz,dz) = 0 for all f € €. It is also easy to show that
the set of ergodic occupation measures G is a closed and convex subset of P(R? x Z)
(see [2, Lemma 3.2.3]).

Let R: R? x Z — R, be a continuous function, which we refer to as the running
cost function. The ergodic control problem for A seeks to minimize 7(R) = [Rdm
over T € G. Thus, the optimization problem is an infinite dimensional LP. We define

= inf (R
27 reg R,
and assume, of course, that this is finite. Also for v € Ygm, we let g, = m,(R), and
we say that v is optimal if o, = 9. We seek to obtain a full characterization of optimal
controls via the study of the dual problem, and this leads to the HJB equation. For
more details on this LP formulation see Section 4 in [9].

2.2. Well posedness of the control problem. We impose a structural as-
sumption on the running cost which renders the optimization problem well posed.
We say that a function h: R? x Z — Ry is coercive relative to a constant ¢ € R, if
there exists a constant e > 0, such that the set {x € R?: inf,cz h(z,2) < ¢+ ¢} is
bounded (or empty).

Throughout the paper, we assume that the running cost is coercive relative to g,
and we fix a ball B, and a constant e, such that R(x, z) > o + 2¢, on BS. Naturally,
this property depends on p, but note that, since p < oo, it is always satisfied if the
running cost is inf-compact on R¢ x Z. Coerciveness of R relative to o is also known
as near-momnotonicity in the literature, and it is often written as B

2.2 liminf inf R .
(2.2) im inf inf (y,2) > 0
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We state the following theorem, which follows easily by mimicking the proofs of
Lemma 3.2.11 and Theorem 3.4.5 in [2], since the map (z, z) — Af(z, ) is continuous
and bounded for each f € C**(R?) by (Al).

THEOREM 2.3. The map 7 — 7(R) attains its minimum in G.

2.3. Regularity properties of infinitesimal invariant measures. In this
section we establish regularity properties of the densities of infinitesimal invariant
probability measures. Recall the notation #(z) = v(z,R?) introduced in (A1). We
say that v is translation invariant if v(z,-) does not depend on z, in which case we
denote it simply as v(dy). We need the following definition.

DEFINITION 2.4. We decompose A, = L. —i—f, with

L.ou(z) = Lou(z) —v(z)u(x), and Zu(z) = /}Rd u(z + y) v(z,dy) .

THEOREM 2.5. Every u € M has a density ¢ = ¢[u] which belongs to L} (RY)
for any p € [1, ﬁ), and is strictly positive. In addition, if v is translation invariant

and has compact support, then, for any 3 € (0,1), there exists a constant C = C (3, R),
such that

(2.3) [b(z) —d(y)| < Clz—y|°  Va,y€Bkg.

Proof. As shown in [11, Theorem 2.1], if in some domain Q@ C R¢, a probability
measure p satisfies

(2.4) / @0y fdu < Csup (If|+|V]) YV €CE(Q)
Q Q

for some constant C, then £ has a density which belongs to Li, .(Q) for every p € [1,d’),
where d’ = 5% It is straightforward to verify, using only (A1’), that a bound of the
form (2.4) holds for any p € M on any bounded domain Q. It follows that the density
¢ of pis in L (R?) for any p € [1,d’), and that it is a generalized solution to the

loc
equation

(2.5) Z /]R ) (a7 (2)0;d(x) + (950" () — bi (2)) b(2)) i f (z) dz

- [ ree@rade == [ [ fetpuiody) o) d,
RA RA R4
for f € C>*(R%). By (2.5), ¢ is a supersolution to

(2.6)  Lyd(x) = 0i(a” ()9 () + (907 (@) = by (2)) b(x)) — P(2)d(x) = 0.

Therefore, by the estimate for supersolutions in [23, Theorem 8.18], we deduce that
¢ € L (R?) for any p € [1, d%‘lQ), and that it is strictly positive. Note that this

loc
theorem assumes that the supersolution is in Wi;i(]Rd), but this is unnecessary. The
theorem is valid for functions in Wllo’f (R) for any p > 1, as seen from the results in
Section 5.5 of [37], or one can use the mollifying technique in [2, Theorem 5.3.4] to
show this.

Now suppose that v is translation invariant and has compact support. Let

Id(z) = [ &(z—y)v(dy).
Rd
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Then (2.5) takes the form L% (z) = —Zd(z). The operator L satisfies the hypotheses
of Theorem 5.5.5" in [37], which asserts that ¢ satisfies

(2.7) [llwrasry < &P, R) (IZ0llr(Bor) + 1l (Bary) VP> 1,

with ¢ = ¢(p) = ddTpp, and a constant x(p, R) that depends also on d, 7, and the
bounds in (A1”). Without loss of generality, suppose that v is supported on a ball
Bpr,. By Minkowski’s integral inequality we have

(2.8) 12l Lr(B2r) < PNllLr(Bonsns) -

On the other hand, by the Sobolev embedding theorem, WY4(Bg) — L"(Bg) is a

continuous embedding for ¢ < r < qudq and ¢ < d, and WH4(Bg) — C%"(Bpg) is

compact for r < 1 — % and g > d. Therefore, starting say from p = d%dl, we deduce
by repeated applications of (2.7)—(2.8), and Sobolev embedding, that ¢ € Wll(;g (R9)
for any ¢ > 1, which implies (2.3). |

Remark 2.6. Consider a jump diffusion with 0 = /2, b(z) = 21z, (z), and
v(z,dy) = 0_,, where d_, denotes the Dirac mass at —z. Then 4 = A — 1 + Jy.
It can be easily verified that the diffusion is geometrically ergodic by employing the
Lyapunov function V(z) = |z|?. The density of the invariant measure ¢ satisfies

[ @)@+ [0f = 10) foran g ecxm),

and thus it is a solution of —Ad+¢d = & (viewed in the sense of distributions D’(R%)).
However, as shown in [42], every positive solution ¢ of this equation, which vanishes
at infinity, satisfies ¢(z) ~ I'(z) as © — 0, where I" denotes the fundamental solution
of —A in R®. Thus the density of the invariant measure in the vicinity of = 0 is
not any better than what is claimed in the first step in the proof, which shows that
it belongs to L (R?) for p < ;%. One can select the jumps to induce multiple
such singularities, and generate very pathological examples. Thus, in general, the
hypothesis that v is translation invariant cannot be relaxed in Theorem 2.5, unless

we assume that v has a suitable density as shown in Corollary 2.8 below.

DEFINITION 2.7. We say that v has locally compact support if there exists an
increasing map v: (0,00) = (0,00) such that v(x,x + ny(R)) =0 for all x € Br. Let
A(R) == R+~(R). It follows from this definition that Bs(g) contains the support of
v for all x € Bpg.

COROLLARY 2.8. Assume that v has locally compact support, and that it has a
density ¢, € LP* (RY) for some p; > satisfying the following: for some py €

loc

(1,3%). it holds that

1

p;—1
/ (/ Iwm(y)“dy> dz < oo, i=1,2, VR>0.
Byr)y \Y B3 (r)

Then (2.3) holds.

d
27
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Proof. Note that

/]Rd< » [z +y)va(y) dy>¢(x)dx = /}Rd f(z)(/Rd baey(y) (2 — 1) dy)dz

= [ ([ e otra)as,

Therefore, Id) f]Rd Ya(x — a) d(a) da. By the Minkowski integral inequality and
the Holder 1nequahty7 we obtain

s = (], i) )

l/p
< / |h(a)|</ [tha(z — a)l? dz) da
B'y(R) Br
/(p—1) (r=1)/p
< [hllze (B, ry) (/ (/ [Va(z — a)|? dz> da)
Byry \/Br
<

(r-1)/p
P/(p—1)
larco ([ ol da)
By(m)

Therefore, the map Zh is a linear mapping from LPt(Bygy) U LP?(B,(g)) into
LP1(BRr) U LP2(Bpr) and satisfies

”h”L”i(B-Y(R))
tPi

|{z € Br: [Ih(z)| >t}| < C

for some constant C, for all h € LPi(Bg), ¢ = 1,2. Here, |A| denotes the Lebesgue
measure of a set A. Thus, by the Marcinkiewicz interpolation theorem, it extends to
a bounded linear map from LP(B,(gy) into LP(Bg) for any p € (p1,p2). The result
then follows as in the proof of Theorem 2.5. O

Remark 2.9. Tt is evident from Corollary 2.8 that if v has locally compact support
and a density 1, € LP(R?) for some p > g, such that = — |[¢z | Lr(ga) is locally
bounded, then the density of an infinitesimal invariant measure is Holder continuous.

3. The HJB equations. We first discuss the relationship between infinitesimal
invariant probability measures and Foster—Lyapunov equations. Next, we derive the
a-discounted HJB equation, and proceed to study the ergodic HJB equation using
the vanishing discount approach. The treatment is analytical, and we refrain from
using any stochastic representations of solutions. We state hypothesis (H1) which was
discussed in section 1.

(H1) For any v € Yy, and a > 0, the equation A,u — au = 0 has no bounded
positive solution u € W2(R4).

loc
3.1. On the Foster—Lyapunov equation. Consider the hypothesis:

(H2) There exist ¥ € Ysm, a nonnegative V € C?(R?), and a positive constant
Ko such that

(3.1) AV(z) < kolg, (z) — Ry(z) VaeR?,

where without loss of generality, and in the interest of notational simplicity, we use
the same ball B, as the one introduced in subsection 2.2.
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On the other hand, g is finite if and only if

(H3) There exist © € Vegm, and a probability measure p; which solves (2.1), and
/L{)(SR{)) = ffR{, d,LL{, < OQ.

For continuous diffusions, equivalence of (H2) and (H3) is a celebrated result of
Has'minskii [28]. It is pretty straightforward to show, using probabilistic arguments,
that (H2)= (H3), and this is in fact true for a large class of Markov processes. An
analytical argument for continuous diffusions can be found in the work of Bogachev
and Rockner [12], under the hypothesis that R is inf-compact. The argument offered
by Has'minskil in the proof that (H3) = (H2) relies crucially on the Harnack property,
and therefore is not applicable for the jump diffusions considered here. In the context
of general Markov processes, existence of a solution to (3.1) is related to the f-
regularity of the process. For recent work on this, see [30].

In some sense, (H2) is a very mild assumption, since in any application one
would first need to establish that o is finite, and the natural venue for this is via
the Foster-Lyapunov equation in (3.1). A typical example is when v is translation
invariant, a has sublinear growth, and for some 6 € [1,2], fRd|y\91/(dy) < 00, Ry
grows at most as |x\2(9_1), and there exist a positive definite symmetric matrix .5,
and positive constants ¢y and ¢; such that (b (), Sx) < cg —c1]x|?. Then (3.1) holds
with V(z) = (z, Sz)*?. For other examples, see [4, Corollary 5.1].

Consider the class of v that are either translation invariant and have compact
support, or satisfy the hypotheses of Corollary 2.8, and denote it by 91y for conve-
nience. For v € My, we bridge the gap between (H2) and (H3) in Theorem 3.6 by
establishing the existence of a solution to the Poisson equation, and thus showing
that (H3)= (H2), albeit for a function V € W P(R%). This however is enough to
relax (H2) in asserting the existence of a solution to the ergodic HIB for v € 9,
(Theorem 3.8). Moreover, the proof of Theorem 3.8 contains an analytical argument
which shows that (H2) = (H3), provided that v € My, and Ry is inf-compact.

We need the following simple assertion.

LEMMA 3.1. Let p, be an infinitesimal invariant measure under v € Ygsm. Then
(2.1) holds for all o € WiP(R?) N C(RY), p > d. In addition, if p € WP, p > d, is
inf-compact, and such that A,p € L?OC(IRd), and is nonpositive a.e. on the complement

of some ball B C R?, then p, (| A,¢p|) < oo.

Proof. In the interest of simplicity, we drop the explicit dependence on v in the
notation. Suppose ¢ € Wi;f(]Rd) NC(RY), p > d. Let p be a symmetric nonnegative
mollifier supported on the unit ball centered at the origin, and for € > 0, let p.(z) =

r~4p(£), and @, == pe * @, where ‘+” denotes convolution. Then, u(Ap.) = 0 by (2.1).

Since 0;;p. converges to J;;¢ as € \, 0 in LP(Bg) for any p > 1 and R > 0, and since
_d_
w has a density ¢ € L' (R?) by Theorem 2.5, it follows by Holder’s inequality that

loc
f]Rd |a™|0;j0—0ijpe| du — 0 as € \, 0. Also, since ;¢ — ;. converges uniformly to 0,
and in view of (A1) (b) and (c), we obtain u(bd;p.) — u(b'dip), and u(Tw.) — w(Zy)
as € \, 0. This shows that u(Ag) = 0.

We now turn to the second statement of the lemma. Let y be a concave C2(R%)
function such that x(z) = z for z < 0, and x(x) = 1 for x > 2. Then x’ and —x"”
are nonnegative on (0,1). Define xz(z) = R+ x(z — R) for R > 0, and observe that
Xgr(¢) — R — 1 is compactly supported by construction. We have

(32) Axr(p) = Xr(e) Ap + xr(©) (Ve,aVe) — (Xr(©)Te — Ixr(p)) -

Note that the second and third terms on the right-hand side of (3.2) are nonpositive.
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Also, since ¢ € WP(R%) and A, € LE_(RY), then Ly and Ty are both in L¢ (R4),

loc loc loc

and hence are locally integrable with respect to . Let B be the ball with the stated
property and select any R such that Bg O B. Therefore, integrating (3.2) with respect
to p and applying (2.1), and using also the nonpositivity of Ap on B¢, we obtain

/Asodu*/ Xr(p) [Ap|dp > 0.
B R\ B

Hence, letting R — oo, we obtain

/ | Ap|dp S/Asodu < o0
R4\B B

by monotone convergence, from which the result follows. ]

3.2. The a-discounted HJB equation. We have the following theorem.

THEOREM 3.2. Assume (H1)-(H2). For any o € (0,1), there exists a minimal
nonnegative solution V, € W2’p(Rd), for any p > 1, to the HJB equation

loc

(3.3) min [A. Vo(2) + Rz, 2)] = aVa(z).
Moreover, infra oV, < g, and this infimum is attained in the set

I, = {m e R?: jlelg R(z, 2) SQ}.

Proof. Establishing the existence of a solution is quite standard. One starts by
exhibiting a solution 1, g € W?P(Bg) N C(R?) to the Dirichlet problem
(3.4) min, ¢z [Azil)a,R(x) + R(z, z)] = atpo.r(z) x € Bp,
’ Ya,r(xz) =0 x € BY,,

for any a € (0,1) and R > 0.
We use Definition 2.4 to write A = £ + Z. Applying the well known interior
estimate in [23, Theorem 9.11], for any fixed r > 0, we obtain

0.l gy < C (108 iy + R+ E el o)

for some constant C' = C(r,p). Here, v, is a measurable selector from the minimizer
of the a-discounted HJB in (3.3). Let V := £0 4V — ), g. By (3.1) and (3.4), the
function V satisfies A;V—aV < 0 on B R, and is positive on B%. Thus it is nonnegative
on Bg by the strong maximum principle. This of course implies that 14 r < %2 +V
on RY. Thus {¢s r} is bounded in WP (B,.), uniformly in R. We then take limits as
R — oo to obtain a function V,, € WP (R?) which solves (3.3).

Let my = infra V,,. We claim that am, < p. Suppose on the contrary that
ame > 0. Let v € Yeem. Recall the function y in the proof of Lemma 3.1, and let
X(z) = —x(5 +2 — ). Note that X" > 0, and ¥’ (¢a,r)T%a,r — IX(Ya,r) < 0. Thus,
using (3.4) and repeating the calculation in (3.2) we obtain

(35) Avf((wa,R) Z >~</(7/}047R) Avwa,R Z X,(wa,R) (Oﬂpa,R - :Rv) .
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It is clear that X(1a,r) € WeP(R?) N C.(R?), for any p > 1. Hence, integrating (3.5)
with respect to p,, applying Lemma 3.1, and taking limits as R — oo, using monotone
convergence, we obtain am, < p,(aVy) < py(R,). Taking the infimum over v € Vg,
contradicts the hypothesis that am, > o, and thus proves the claim.

Recall the definition €, in subsection 2.2. Let & € Yqm be a measurable selector

from the minimizer of (3.4) and consider the Dirichlet problem

{Aqﬂﬁa,R(x) +Rs(z) = aar(z) z € Bg,

(3.6) -
Ya,r(T) = a‘l(g—i— €) x € BY

for € (0,1) and R > 0. Arguing as in the derivation of (3.4), it follows that Vo R

converges, as R — 0o, to some V, € W ’p(Rd) which solves A;V,, + Rs(z) = aV,
on RZ. Tt is straightforward to show that u = V., — V,, is nonnegative and bounded.
Indeed, since up = Yo,r —Va,r satisfies Agur —aur = 0on B and ugp = o~ Lo+eo)
on B%, an application of the strong maximum principle shows that up is nonnegative
and bounded above by a~'(p + €,) on Bgr. Continuing, since A;u — au = 0 on
RY, it follows by (H1) that u cannot be strictly positive, and, in turn, by the strong
maximum principle it has to be identically zero. Thus, given € < ¢, there exists R,
such that ming, a¢a r < o+eforall R > R,. It follows by (3.6) that wa R attains its
minimum in the set I, := {z € R : R5(z) < o+ ¢} for all R > R,, and therefore, the

same applies to V. Since € > 0 is arbitrary, we conclude that V,, attains its infimum
in the set {z € R?: Ry(x) < o} C I, and this completes the proof. 0

3.3. The ergodic HJB equation. We start with the main convergence result of
the paper which establishes solutions to the ergodic HJB via the vanishing discount
method. To guide the reader, the technique of the proof consists of writing the
operator in the form L+ I and obtaining estimates for supersolutions of the local
operator L using the results in [3, Corollary 2.2]. Recall the definition of the ball B,
in subsection 2.2.

THEOREM 3.3. Grant the hypotheses of Theorem 3.2, and let V,,, o € (0,1), be
the family of solutions in that theorem. Then, as a \, 0, V,, — V4 (0) converges in
CY"(BgR) for any r € (0,1) and R > 0, to a function V € Wi;’;(Rd) for any p > 1,
which is bounded from below in R and solves

(3.7) rzrélg [.Az V(z) + R(x, z)] = o,

with 0 = p. Also oV, (x) — o uniformly on compact sets, and V —supg_ V <V on
RY. In addition, the solution of (3.7) with o = 0 is unique in the class of functions
Ve W?of(Rd), satisfying V (0) = 0, which are bounded from below in Re. For o < 0,
there is no such solution.

Proof. Recall the definitions of B, and €, in subsection 2.2, and recall that B, is
also the ball used in (H2). Fix an arbitrary ball B C R? such that B, C B. Since
V and V,, are a supersolution and subsolution of A;u — au = —R; on B¢ by (3.1),
respectively, it is straightforward to establish using the comparison principle that the
solution V, of (3.3) satisfies

(3.8) Vo(z) < sup Vo, +V(z) VazeRe.
B

Indeed, choose any R such that B C Bgr, and with 1, r denoting the solution of
(3.4), define ¢y r(x) = supg Ya,r +V(x) — VY, r(z). Then ¢, g satisfies Astha,r <0
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on Bg \ B, and @ZA@R > 0on B U B. By the strong maximum principle, we obtain
Ya,r(x) < supg Yo,r + V(z) for £ € Bp. Since this inequality holds for all such
R >0, and 14 g converges to V,, as R — oo, uniformly on compacta, as shown in the
proof of Theorem 3.2, the inequality in (3.8) follows.

By Theorem 3.2 we have infra V,, = ming, V,, for all a € (0,1). For each
a € (0,1), we fix some point &, € ArgminV, C B,. Consider the function ¢, =
Vo — Va(Z4). Then (3.8) implies that

(3.9) ¢a(@) < lpallims + V@) VzeR?
We have
gréig [.Azgoa(x) — apq(z) + Rz, z)} = aVu(ta) < 0,
where the last inequality follows by Theorem 3.2. We claim that for each R > 0 there
exists a constant kg such that
(3.10) loallLe(Br) < KR Vae (0,1).

To prove the claim, let B = Bg, and D1, Dy be balls satisfying B € D; € Ds. Recall
Definition 2.4. For p > 0, let ||u||y:q = (fQ|u(x)| dm)l/p. Of course, this is not a norm
unless p > 1, so there is a slight abuse of notation involved in this definition. Since
V € C?(R%), hypothesis (H2) implies that ZV € L (R?), and the same of course

loc

holds for fcpa by (3.9). By the local maximum principle [23, Theorem 9.20], for any
p > 0, there exists a constant C(p) > 0 such that

p;D1 T ||I<Pa||Ld(D1) + ||vaaHLd(D1)) )

Pallz=z) < Ci(p)(llpal
and by the supersolution estimate [23, Theorem 9.22], and since ,, is nonnegative,
there exist some p > 0 and Cy > 0 such that ||¢a|[p;p, < C20|D2|”?. Combining
these inequalities, we obtain
(311)  @allz=s) < Ci(p)(C2o]Da|”* + [|Ru, I Le(py)) + CLDIT Pallacn,) -

Denote the first term on the right-hand side of (3.11) by ;. By (3.9) and (3.11) we
have

AN

[oalle(py)y < IVlie(Ds) + [l0allLe(s)
K1+ [Vl (Dy) + C1(P) 1T @allLa(p,) -

This implies that, either |[pal[r=(p,) < 2(k1+[[V||L=(D,)), in which case (3.10) holds
with this bound, or

(3.12) leallze(pay < 2C1(0) IZ pallLap,) -

If (3.12) holds, then we write Z oo = Z(1p,¢a) + f(ILDg ©a), and use the estimate

IN

I(1pgpa)(@) < [eallLe(s) (Sug v(z, D3 —$)> +I(LpgV)(®) Ve e D,
xeDy
which holds by (3.9), together with (3.11) and (3.12), to obtain

(3.13) IZ palle iy < 2C1(P) 17]l e (D) 1T Pallpacny)
+ 81]|P)| oo (py) + 1 Z(Lpg V)| oo (D)) -
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We distinguish two cases from (3.13):
Case 1. Suppose that

(3.14) IZ ¢allze(pyy < 4C10) 17l (Dy) 1T PallLa,)-

Let v, be the solution of the Dirichlet problem

Lo e — by = Lo in Dy,  and v, =@, ondDy,

with v, a measurable selector from the minimizer in (3.3). Then %), is nonnegative in
D7 by the strong maximum principle, and thus (3.14) together with [3, Corollary 2.2],
implies that for some constant Cy we have

(3.15) Ya(x) < Cytha(Ea) VeeB, Vae(0,1).
On the other hand, ¢, — v, satisfies
(3.16) Zva (Pa = Ya) — (o — o) = aVo(Ea) — Ry, in Dy,

and @, — s = 0 on dD;. Thus, by the ABP weak maximum principle [23, Theo-
rem 9.1], and since aV,(2,) < o, we obtain from (3.16) that

(3.17) [ = YallL=) < Co Vae(0,1),

for some constant C,. Equation (3.17) implies that 1, (Z4) < Cs. Combining (3.15)
and (3.17) in the standard manner, we obtain

(318) @a(x) < ||90a_wa||L°°(D1) +wa(x)
< Co + Cytha(ia) < Co(1 4 Ch) VzeB, Vae(0,1).

Case 2. Suppose that
HI<'0("||L°°(D1) < 2617l Lo (1) +2 ||I(]1D§V)||Loo(pl)'
In this case, we consider the solution z/;a of the Dirichlet problem
Zvaz/;a — oa/;a =0 in Dy, and 1;06 = o ondD;.
We have 1hq (2) < Ch tha(#a) for all z € B and « € (0,1), for some constant Cy. Also,

(3.19) Lo (00 — Vo) — a(pa —Va) = —L 0o + aVa(ia) — Ry, in Dy,

and @, — Yo =0 on dD;. By the ABP weak maximum principle, we obtain from
(3.19) that |90 — Yol L=(p,) < Cs for all a € (0,1) and for some constant C,. Thus

again we obtain (3.18) with constants C, and Cy. This establishes (3.10).
It follows by (3.10) that V, ==V, — Vo (0) = pa(x) — ¢ (0) is locally bounded,
uniformly in o € (0,1). The same applies to ZV, by (3.9) and (H2). Note that

EUQVQ —aV, = aV,(0) =R, — IV, onR<.

Thus, by the interior estimate in [23, Theorem 9.11], there exists a constant C' =
C(R,p) such that

Vel < C(ITall gy + Va0 = R, = ZVall )
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Hence {V .} is bounded in W??(Bg) for any R > 0. A standard argument then shows
that given any sequence a;, ™\ 0, {V 4, } contains a subsequence which converges in
CY"(Bp) for any r < 1 — % (see, for example, Lemma 3.5.4 in [2]). Taking limits in

(3.20) gélél [AVa(z) — aVo(z) + R(z, 2)] = aVa(0)

along this subsequence we obtain (3.7), as claimed in the statement of the theorem,
for some ¢ € R. Since limsup, o aVa(#a) < o, we have o < 9. On the other hand,
from the theory of infinite dimensional LP [1] it is well known that the value of the
dual problem cannot be smaller than the value of the primal, hence ¢ > p, and we
have equality (see also Section 4 in [9]). That V —supg_V < V on R? follows by
(3.9) with B = B,.

Suppose now that Ve WQ’d(IE{d) is bounded from below in R¢, and satisfies

loc

(3.21) min [A,V(z) +R(z,2)] = &

with g < p. Let v € Ug be an a.e. measurable selector from the minimizer of (3.21).
Using the equation AV = 0 — Ry, in lieu of (3.1) in (H2), then, as we have already
shown, the solution V' derived as the limit of V,, — V,,(0) satisfies V —supy V' < V on
R for some ball B. It is then clear that if we translate V' by an additive constant
until it first touches V' at some point from above, it has to touch it at some point
in B. Thus the function ¢ == V — V — infy (V — V) is nonnegative on R¢, satisfies
Az < 6 — o, and ¢(Z) = 0 for some & € B. By the strong maximum principle we
must have 9 = g and ¢ =0 on R

It is evident from the uniqueness of the solution, that the limit of (3.20) is in-
dependent of the subsequence «;, N\, 0 chosen. It is also clear that aV,(z) — o as
a \, 0, uniformly on compact sets. This completes the proof. o

Remark 3.4. If v is translation invariant and has compact support, and R and b
are locally Holder continuous in x, then ZV is locally Holder continuous, and thus the
solution V in Theorem 3.3 is in C>"(RY) for some r € (0, 1) by elliptic regularity [23,
Theorem 9.19].

3.3.1. Verification of optimality. We start with the necessity part.
THEOREM 3.5. Assume the hypotheses of Theorem 3.3. If v € Yesm is optimal,
then it satisfies

(3.22) b (z) 9V (z) + Ry(z) = inf [b'(z,2)0;V (z) + R(z, 2)] a.e. v € RY.

zEZ

Proof. Suppose not. Then there exists some ball B such that
(3.23)  h(z) = (bf,(m) OV (2) +Ro() = inf [b'(z,2)0,V (x) +az(x,z>}) 15(z)

is a nontrivial nonnegative function. Since 0;V,, converges uniformly to 9;V as a \ 0
on compact sets by Theorem 3.3, it follows that if we define h, as the right-hand
side of (3.23), but with V replaced by V,,, then h — h, converges to 0 a.e. in B, and
also py(Jh — ha|) = 0 as a N\, 0, since u, has a density in L} (R?) for some p > 1.
We have A,V, > aV, + hy — R, a.e. on R? by the definition of h,. Repeating the
same argument using the solution in (3.4) ¥, g instead of V' in (3.23), we deduce that
there exists ho r supported on B such that p,(|ha,r — hal) = 0 as R — oo, and
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Ava,r > Ya,r + ha,r — R, Thus, as in the derivation of (3.5) using the function
X(x) = —X(g + 2 — x), with x as defined in the proof of Lemma 3.1, we obtain

(3'24) -Avf((wa,R) Z X/('(/}a,R) Avwa,R 2 X/(wa,R) (awa,R + ha,R - :Rv) .

Hence, integrating (3.24) with respect to u.,, applying Lemma 3.1, and taking limits
as R — oo, using the property that that p,(|he,r — hal) — 0 as R — 00, we obtain
1y (Ry) > py(aVy) + iy (he). By the proof of Theorem 3.3 infra oV, — g as o \( 0.
Thus, taking limits as o \, 0, we obtain p,(h) < 0, and since p, has everywhere
positive density, this implies h = 0 a.e. ]

Concerning the sufficiency part of the verification of optimality, or in other words,
that any v € g, which satisfies (3.22) is necessarily optimal, the probabilistic
argument has a clear advantage here. With v, an a.e. measurable selector from
the minimizer of (3.22), the HJB takes the form of the Foster-Lyapunov equation
A,V = o — R,,, which shows that the controlled process is ergodic (provided that
the martingale problem has a solution under v,). It then follows by a straightforward
application of It0’s formula and Birkhoft’s ergodic theorem that v, is optimal.

3.4. On waiving hypothesis (H2). In this section we do not assume (H2).
Recall Definition 2.7. We impose additional assumptions on v to establish existence
of solutions to the Poisson equation.

THEOREM 3.6. We assume (H1) and one of the following:

(a) v =v is translation invariant and has compact support.

(b) v has locally compact support and satisfies the hypotheses of Corollary 2.8.
Let © € Ussm be such that Ry is coercive relative to g;. Then, up to an additive
constant, there exists a unique V € Wl?(;ff(]Rd) which is bounded from below in R?, and
satisfies

(3.25) A V(z)+Ro(z) =B VazeR?,
for some B = p;. For B < 03, there is no such solution.

Proof. Forn € N, let R" = nAR denote the n-truncation of the running cost. It is
clear that R™ is coercive relative to g; for all n > ;. Let ¢y, € W2=P(BR)ﬁWé’p(BR)
be the unique solution of the Dirichlet problem

A5ty p(@) + R3(2) = o p(x) € B,
ar(®) =0 x € B%.

It is clear that [|[{)" |z ra) < 2, and this is inherited by the function V™ at the limit
o, R (R%) «@ R o

R — oo. T}EJ.S, by the prgof of Theorem 3.2, V' is in Wi;g(Rd) for any p > 1, and

satisfies Ay V) + R = aV,!. Repeating the argument in the proof of Theorem 3.3,

the infimum of V' over RY is attained in a ball B, as defined in subsection 2.2

(relative to 0;), and if 7 € B, denotes a point where the infimum is attained, then

aV>(Eh) < g5. With o7 == V2 — VI (£0), we write the equation as

(3.26) Logh(z) — apl(z) = aVM(ER) — R2(z) — Tyl (z)
< 05 — R™(z) —Tel(z)  ae xeR?.

We express (3.26) in divergence form as

9; (a0l + (l;i — 170,07 — Dl < 05 — Ry — Zet,
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and apply [23, Theorem 8.18] to obtain ||<pg Kp,r for some constant

||LP(BQR(;EO)) >0
kp R, for any p € (1, i 2) Therefore, 1nfB2R (z0)\Br(z0) Po is bounded over o € (0 1)
and n > g3. Thus, we can select some x(, € Bag(x0)\ Br(x0) satisfying sup,, " (z() <
00, and repeat the procedure to show by induction that ¢7 is locally bounded in LP
for any p € (17 %2), uniformly over o € (0,1) and n > g;.

Next, we apply successively the Calderén—Zygmund estimate [23, Theorem 9.11]
to the non-divergence form of the equation in (3.26) which states that

2wy < 108N o pany + 0Va@2) = RE =T02 1o,y ) -

(1,2). If (a) holds, then

||f<pZHLp(BR($)) < v]|ogllLr(Bror, (x)) Dy the Minkowski integral inequality, where
R, is such that the support of v is contained in Bg,, while in case (b) we use the
technique in the proof of Corollary 2.8. Using the compactness of the embedding
W2P(Br) < L4(Bg) for p< g < df—%p, we choose ¢ = 2

We start with the LP estimate, say with p = ddr

to a new p = ﬁ. Continuing in this manner, in at most d — 1 steps we obtain

sup  sup |logllwer(Bgr) < 00

n>ps a€(0,1)
for any p > d and R > 0. Letting first n — 0o, and then « \, 0, along an appropriate
subsequence, we obtain a solution to (3.25) as claimed. The rest follow as in the proof
of Theorem 3.3. O

COROLLARY 3.7. Grant the hypotheses of Theorem 3.6. Then the conclusions of
Theorems 3.3 and 3.5 hold.

Proof. Note that the only place we use the assumption V € C?(R¢) in the proof of
Theorem 3.3 is to assert that ZV € LS (R%). Thus, under (a), or (b) of Theorem 3.6,

if we select © € Usem such that g5 < 0 + €, then the Poisson equation in (3.25) can
be used in lieu (H2), and the conclusions of Theorems 3.3 and 3.5 follow. |

In the next theorem, under the hypothesis that V is inf-compact, we show that
any v € Ygy satisfying (3.22) is stable by constructing a density for the associated
infinitesimal invariant measure.

THEOREM 3.8. Grant the hypotheses of Theorem 3.6, and suppose that V' is inf-
compact. Then any v € Vg satisfying (3.22) is stable and optimal.

Proof. We adapt the technique which is used in [12, Theorem 1.2] for a local
operator, to construct an infinitesimal invariant measure f,. Let /3* be the operator
n (2.6), and set Zu(x = [gau(z —y)r(dy) if v is translatmn invariant; otherwise,
under hypothesis (b) of Theorem 3. 6 we define Iu = f]Rd Vo—y(y) u(z — y)dy.
Consider the solution ¢y of the Dirichlet problem L:*d)k + Id)k =0 on Bk, with ¢
equal to a positive constant c; on Bj.

Concerning the solvability of the Dirichlet problem, note that for f € L?(By), the
problem Liu = —Zf on By, with u = ¢; on B¢, has a unique solution u € W*2(By,),
which obeys the estimate

lullvweqm < 5 (1+ lull g + 122,

for some constant x. Thus we can combine Corollary 2.8, the compactness of the

embedding W?2(Bg) — L%(Bg) for ¢ = 1, and the Leray—Schauder fixed point
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theorem to assert the existence of a solution ¢ € W?2(By,) as claimed in the pre-
ceding paragraph. The solutions ¢y are nonnegative by the weak maximum principle
[23, Theorem 8.1]. We choose the constant ¢ so that fB br(z)dz = 1.

We improve the regularity of ¢, by following the proofs of Theorem 2.5 and Corol-
lary 2.8, and show that for any n > 0, there exists N(n) € IN such that the sequence
{dx : k> N(n)} is Holder equicontinuous on the ball B,. Since [ ¢x(z)dr =1, it
follows that the sequence is bounded on each ball B,, uniformly over k¥ > N(n), and
thus by the Arzela—Ascoli theorem combined with Fatou’s lemma, converges along a
subsequence to some nonnegative, locally Holder continuous ¢ € L'(R?) uniformly on
compact sets. It is clear that ¢ is a generalized solution of (2.5). Let R = R(n) > 0 be
such that V(z) > R+ 1 on BS. It is always possible to select such R(n) in a manner
that R(n) — oo as n — oo by the assumption that V' is inf-compact. Employing the
function x (V) as in the proof of Lemma 3.1 and using (3.7), it follows that

/ Ry(z) dr(z)de < o forall k> N(n)and n € IN.
BRr(n)

This implies that fBo or(x)da > 9?:2060 for all large enough &, and the same must hold

for the limit ¢ by uniform convergence. This implies that ¢ is a nontrivial nonnegative
function, and being a generalized solution of (2.5), it satisfies [, A, f(z)d(x)dz =0
for all f € C. Thus, after normalization, ¢ is the density of an infinitesimal invariant
measure. Therefore, v € YVsspm.

Optimality of v is easily established by the argument in the proof of Lemma 3.1,
using the function xp. ]

4. A jump diffusion model. In this section, we consider a jump diffusion
process X = {X;: t > 0} in R?, d > 2, defined by the It6 equation

(4.1) dX; = b(Xs, Zy)dt + o(X;)dW; +dL;, Xo =z € R%.

Here, W = {W, t > 0} is a d-dimensional standard ‘Wiener process, and L = {Lt, t >
0} is a Lévy process such that dL; = f]Rm (X, 8) (dt d¢), where Nisa martingale
measure in R* = R™ \ {0}, m > 1, corresponding to a standard Poisson random
measure N. In other words, N (t, A) = N(t, A) — tIT1(A) with E[N (¢, A)] = tII(A) for
any A € B(R™), with IT a finite measure on R?*, and g a measurable function.

The processes W and A are defined on a complete probability space (€,F,P).
Assume that the initial condition X, Wy, and N (0, -) are mutually independent. The
control process Z = {Z;, t > 0} takes values in a compact, metrizable space Z, is -
adapted, and non-anticipative: for s < t, (Wt — W, N(t,+) — N (s, )) is independent
of

Js = the completion of o{ Xy, Z,., W,., N(r,-) : r < s} relative to (§,P).

Such a process Z is called an admissible control and we denote the set of admissible
controls by 3.

4.1. The ergodic control problem for the jump diffusion. Let R: R x
Z — R4 denote the running cost function, which is assumed to satisfy (2.2).
For an admissible control process Z € 3, we consider the ergodic cost defined by

1 T
07(x) = limsup — EZ [ / CR(Xt,Zt)dt] :
0

T—o0
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Here Ef denotes the expectation operator corresponding to the process controlled un-
der Z, with initial condition Xy = x € R?. The ergodic control problem seeks to min-

imize the ergodic cost over all admissible controls. We define ¢(z) = infzc3 0,(z).
As we show in Theorem 4.4, this infimum is realized with a stationary Markov control,
and g(x) = 0, with g as defined in subsection 2.1, so it does not depend on x.

4.2. Assumptions on the parameters and the running cost. We impose
the following set of assumptions on the data which guarantee the existence of a solution
to the Ité equation (4.1) (see, for example, [2, 22]). These replace (Al), and are
assumed throughout this section by default. In these hypotheses, C'r is a positive
constant, depending on R € (0,00). Also a :== 200’, R™ := R™ \ {0}, and || M| =
(trace MM )1/ * denotes the Hilbert-Schmidt norm of a d x k matrix M for d, k € IN.

Ib(x,Z)—b(y,2)|2+IIG(af)—G(y)||2+/ l9(x,€) — g(y, &) 11(d€)

R™
+|fR(£L’,Z)—fR(y,Z)‘2 < CR|x_y‘2 Vm,yEBR, VZGZ,

(b ) +lo@IE+ [ (o OFT) < Gl +IaP)  V(wz) R x 2,

Y a¥(@)Gi¢ > (Cr) ¢ YCER?, Va € By,
,J

The measure v in (1.1) then takes the form

v(z,A) = I({§ € R : g(x,8) € A}),

and it clearly satisfies [,.|y|*v(x,dy) < Cg|z|*>. Note that for this model 7 =
v(z,R?%) is constant. It is evident that if g(z,&) does not depend on x, then v is
translation invariant.

4.3. Existence of solutions. For any admissible control Z;, the Itd6 equation
in (4.1) has a unique strong solution [22], is right-continuous w.p.1, and is a strong
Feller process. On the other hand, if Z; is a Markov control, that is, if it takes the
form Z; = v(t, X;) for some Borel measurable function v: Ry x R%, then it follows
from the results in [25] that, under the assumptions in subsection 4.2, the diffusion

(4.2) dX, = b(Xy,v(t, X)) dt + o(Xy)dW,, Xo =z € R?

has a unique strong solution. As shown in [44], since the the Lévy measure is finite,
the solution of (4.1) can be constructed in a piecewise fashion using the solution of
(4.2) (see also [32]). It thus follows that, under a Markov control, (4.1) has a unique
strong solution. In addition, its transition probability has positive mass.

Of fundamental importance in the study of functionals of X is Itd’s formula. For
f € C?(RY) and Z, an admissible control, it holds that

t
f(Xy) = f(XO)Jr/O Af(Xs, Zs)ds + M, a.s.,
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with A as in (1.1), and
4.3) M, = / (VF(X,), o(X,) dW,)
0
) (P 0¥ ) = 1 (X)) (s, )

is a local martingale. In the lemma which follows, we show that Krylov’s extension of
the It6 formula [31, p. 122] is valid for functions f in the local Sobolev space WQ’d(IRd)

loc

satisfying A, f € L{ _(R?). This is stated for Markov controls v € Uy, which suits

loc
our framework, and proved in Appendix A. However, it can be easily extended to

admissible controls with a simple variation of the proof.
LEMMA 4.1. Let D be a smooth C1'1 domain, and T(D) = inf{t > 0: X; ¢ D}.
For any f € W24(RY) such that A,f € L _(RY), we have

loc loc

tAT(D)
(4.4) E2 [f(Xoneo)] = £(@) +E2 [ [ ascoas

fort €[0,00], x € D and v € Vg, and the right-hand side of (4.4) is finite.

Recall that, in the context of diffusions, a control v € Ygy, is called stable if the
process X under v is positive Harris recurrent. This is of course equivalent to the
existence of an invariant probability measure for X, and it follows by the Theorem
in [19] that p, is an invariant probability measure for the diffusion if and only if it is
infinitesimally invariant for the operator A in the sense of (2.1). Thus the two notions
of stable controls agree.

4.4. Existence of an optimal stationary Markov control.

~ DEFINITION 4.2. For Z € 3 and x € R, we define the mean empirical measures
{CZ, : t > 0}, and (random) empirical measures {¢Z, : t > 0}, by

4s) Gun= [ swaciiana =1 [E2][ s 2] as,

and Cﬁt as in (4.5) but without the expectation Ef, respectively, for all f € C,(R4x Z).

We let Ed denote the one-point compactification of R¢, and we view R? C Ed via
the natural imbedding. As a result, P(R? x Z) is viewed as a subset of ’P(Ed x Z).
Let G denote the closure of G in ’P(Ed x 2Z).

LEMMA 4.3. Almost surely, every limit 6 € P(Ed x Z) of Cﬁt as t — oo takes
the form ¢ = 8¢ + (1 — 8)¢" for some & € [0,1], with ¢ € G and "' ({0} x Z) = 1.
The same claim holds for the mean empirical measures, without the qualifier ‘almost
surely’.

Proof. Write ¢ = 6¢' + (1 —6)¢"” for some ¢’ € P(R? x Z), and ¢ ({co} x Z) = 1.
Recall € defined in the beginning of subsection 2.1. For f € €, applying It6’s formula,
we obtain

f(Xe) = f(Xo)

1/t 1
AR 7/ Az f(Xo)ds + =M,
t t Jo t



20 A. ARAPOSTATHIS, L. CAFFARELLI, G. PANG, AND Y. ZHENG

where M; is given in (4.3). As shown in the proof of [2, Lemma 3.4.6], we have
LUV F(XS), 0(Xs) dW,) = 0 as. as t — oo.
Define

46) = [ (7 g 9) - £0) Nids. ).

and M, analogously by replacing N(ds,d§) by II(d€)ds in (4.6). Note that the
second integral in (4.3), denoted as M, is a square integrable martingale, and takes
the form M; = My — My;. Since f is bounded on R? and IT is a finite measure,
we have (M;p); < Ci1N(t,R™), and (Ms); < Csot for some positive constants Cj
and Cy. Since (M); < (Mj); + (Ms), then by Proposition 7.1 in [41] we obtain

limsup,_, o wpt < oo a.s. For the discrete parameter square-integrable martingale

{M,, : n € IN}, it is well known that lim,,_, (1‘1\?—3‘ = 0 a.s. on the event {(M) = oo}.
Thus, we obtain

M
(4.7 lim — =0 as.
n—oo N

on the event {{M)., = co}. Since f is bounded, then for some constant C' > 0, we
have
‘Mt B Mn‘ < 9

te[n,n+1] n n n—o0

and (4.7)—(4.8) imply that lim;_,c + My — 0 a.s. on the event {(M ), = oo}

Next, we examine convergence on the event {(M)s < oo}. It is well known that
a square-integrable martingale {M,, : n € IN} with quadratic variation (M) satisfies
{M)s < 0} C {M,, — } a.s., where we write {M,, — } for the event on which (M,,)
converges to a real-valued limit [26, Theorem 2.15]. Thus (4.7) holds on the event
{{M)s < oo}, and it then follows by (4.8) that lim; oo + M; — 0 a.s.

Thus we have shown that lim;_, %Mt — 0 a.s., and the claims of the lemma
then follow as in the proof of [2, Theorem 3.4.7]. 0

THEOREM 4.4. There exists an optimal control v € Vs for the ergodic problem.
In addition, every stationary Markov optimal control v, is in Vssm, and is pathwise
optimal in somewhat stronger sense, that is, it satisfies

T—o0 T—00

T T
0 0

a.s. for any admissible control Z;.

Proof. Define ¢ := infrcg 7(R). Following the proof of [2, Theorem 3.4.5], we
have ¢ = 7, (R) for some v, € Vgsm. Also, (4.9) holds by Lemma 4.3 and the proof
in [2, Theorem 3.4.7]. a0

4.5. The ergodic HIB equation. We summarize the results in the following
theorem.

THEOREM 4.5. We assume (H2) for some 0 € Bgm. Then we have the following:
(a) There exists a unique function V € WIQD”C)(IRd), p > d, with V(0) = 0, which is
bounded from below in RY and solves min.cz [A. V(z) + R(z, 2)| = o, with
0 = 0. For o < p, there is no such solution. Moreover, if v has locally

compact support (see Definition 2.7), then V € C*(R%).
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(b) A control v € Vg is optimal if and only if it satisfies

(4.10) bl (z) 8;V(z) +Ry(x) = inf [b*(z,2)0;V (z) +R(z,2)] ae x€ R?.

zZEZ

(¢) The solution V' has the stochastic representation

Ve = g g | e -0

Proof. Under the assumptions in subsection 4.2, it is straightforward to establish
Theorem 3.2. Thus, part (a) follows from Theorem 3.3 and Remark 3.4. Using the
Itd formula in Lemma 4.1, one can readily show that any v which satisfies (4.10) is
stable and optimal. The necessity part of (b) follows by Theorem 3.5. Part (c¢) can
be established by following the proof of Lemma 3.6.9 in [2]. O

5. Concluding remarks. The results in this paper extend naturally to models
under uniform stability, in which case, of course, we do not need to assume that R is
coercive. Suppose that there exist nonnegative functions ¥ € C2(R%), and h: R? x Z,
with h > 1 and locally bounded, satisfying

(5.1) A V() < klg(e) — h(z,2) V(z,z) e R x Z,

for some constant x and a ball B C R®. In addition, suppose that either R is bounded,
or that |R| grows slower than h. Under (5.1), the jump diffusion is positive recurrent
under any stationary Markov control, and the collection of ergodic occupation mea-
sures is tight. Using W as a barrier, all the results in section 4 can be readily obtained,
and moreover, for any v € Ygp,, the Poisson equation A,® = R, — 0, has a solution
in Wi;f (R%), for any p > 1, which is unique, up to an additive constant, in the class
of functions ® which satisfy |®| < C(1 + h,) for some constant C.

We have not considered allowing the jumps to be control dependent, primarily
because this is not manifested in the queueing network model motivating this work,
but also because this would require us to introduce various assumptions on the regu-
larity of the jumps and the Lévy measure (see, for example, [36]). This, however, is
an interesting problem for future work.

In conclusion, what we aimed for in this work, was to study the ergodic control
problem for jump diffusions controlled through the drift via analytical methods, and
under minimal assumptions on the (finite) Lévy measure and the parameters.
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Appendix A. Proof of Lemma 4.1.

Proof of Lemma 4.1. The hypothesis implies that £, f and Zf are in L (R?).
Without loss of generality we may suppose that f is nonnegative. Recall the function
Xn: R — R in the proof of Lemma 3.1, which satisfies x,(z) = x for x < n and
Xn(x) =n+1forx >n+2. Let f, = xnof = xn(f), and recall (3.2). Then for any
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n > supp f, applying the It6-Krylov formula we have

tAT(D)
A1) E[fo(Xoneoy)] = F(z) +E [ / cvf<xs_>ds]

r ptAT(D)
B /O /le:L X (f(Xom + 9(Xo—,€))) TI(dS) ds]
)

LR / ), (X0 dwsﬂ

LJO
r prtAT(D) "
SB[ [ G0 o )~ (X)) A(ds.a6)

Since {X;: 0 < s <t} has countably many jumps, it follows by using the martingale
property that the fourth term on the right-hand side of (A.1) is equal to 0 (see, for
example, [38, Lemma 7.3.2]). Also, the last term on the right-hand side of (A.1) is
equal to 0 by [39, Claim 1, page 6]. It is clear that the left side of (A.1) converges to
EY [f(Xt/\T(D))] as n — 0o, while the third term on the right-hand side converges to

tAT(D) tAT(D)
w2 m| [ B —m| [ [ e e o) g as

by monotone convergence. To estimate the integral in (A.2), consider the solution
@ € W2P(D) n'Wy* (D) to the Dirichlet problem

Ayp=—h inD, p=0 in D°,

with h = ff. By [21, Theorem 3.1.22] the problem has a unique solution in W4(D)
for each h € L4(D), and satisfies

(A.3) ||<pHW21d'(D) S KD ||h||Ld(D)

for some constant xp. Now since IT(RY") is constant, we have

(A.4) Hf<p|‘Ld(D) < fp H@HLd(D)

for some constant 7p. Since A, = L, + Z, we have /31,90 =—h— ftp. Thus, invoking

the Alexandroff-Bakelman—Pucci weak maximum principle, together with (A.3) and
(A.4), we obtain

IA

s%p‘go‘ Cp |‘I<P+h’|Ld(D)

IN

Cp(1+ kpip)||hl] Lap)

for some constant C'p. This shows that for each x € D, the map h — @(z) defines a
bounded linear functional on LY(D). By the Riesz representation theorem, we have

p(z) = i Gp(z,y)h(y)dy

for some function Gp(zx,-) € L% (D) (this is nothing else but the Green’s function).
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By the Krylov-It6 formula, which can be applied since ¢ = 0 on D¢, the function
© has the stochastic representation

(A.5) ww=muwﬁwnﬂ.

Applying (A.5) as a bound to (A.2), and using Holder’s inequality, we obtain

EY { / T x ) ds} < B { / " rx) ds}

0 0

5@%@@%@@

IN

|Gp (@, {ffHLd(D)'

Lty |

Thus the integral in (A.2) is finite, and this completes the proof. d
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