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We study the ergodic properties of a class of multidimensional piece-
wise Ornstein—Uhlenbeck processes with jumps, which contains the limit of
the queueing processes arising in multiclass many-server queues with heavy-
tailed arrivals and/or asymptotically negligible service interruptions in the
Halfin—Whitt regime as special cases. In these queueing models, the Itd equa-
tions have a piecewise linear drift, and are driven by either (1) a Brownian
motion and a pure-jump Lévy process, or (2) an anisotropic Lévy process
with independent one-dimensional symmetric «-stable components or (3) an
anisotropic Lévy process as in (2) and a pure-jump Lévy process. We also
study the class of models driven by a subordinate Brownian motion, which
contains an isotropic (or rotationally invariant) «-stable Lévy process as a
special case. We identify conditions on the parameters in the drift, the Lévy
measure and/or covariance function which result in subexponential and/or ex-
ponential ergodicity. We show that these assumptions are sharp, and we iden-
tify some key necessary conditions for the process to be ergodic. In addition,
we show that for the queueing models described above with no abandonment,
the rate of convergence is polynomial, and we provide a sharp quantitative
characterization of the rate via matching upper and lower bounds.
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1. Introduction. We consider a d-dimensional stochastic differential equa-
tion (SDE) of the form

(1.1)  dX@) =b(X(1))dt + (X (2))dW (1) +dL(2), X(0)=xeR?,
where
(A1) the function b: R? — R is given by
b(x)=€— M(x — {e,x)Tv) — (e, x) v

_ 0— (M + (I' — M)ve')x, e'x >0,
- L— Mx, e'x <0,

where ¢ e RY, v € R1 satisfies (e,v) = ¢'v = 1 with e = (1,...,1) € RY,
M e R?*? is a nonsingular M-matrix such that the vector ¢’M has nonnegative
components, and I" = diag(yy, ..., yq) withy; e Ry, i=1,...,d;

(A2) {W(#)};>0 is a standard n-dimensional Brownian motion, and the covari-
ance function 6: R? — R?*" s Jocally Lipschitz and satisfies, for some constant
k>0,

o> <k(1+x?).  xeRY

(A3) {L(#)}s>0 is a d-dimensional pure-jump Lévy process specified by a drift
® € R? and Lévy measure v(dy).

In (AD—(A3), M| :=(TrMM’ )% denotes the Hilbert—Schmidt norm of ad x n
matrix M, and (-, -) stands for the inner product on R4, For a square matrix M,
Tr M stands for the trace of M, and for a vector x and a matrix M, x’ and M’ stand
for their transposes, respectively. A d x d matrix M is called an M-matrix if it can
be expressed as M = sI — N for some s > 0 and some nonnegative d x d matrix
N with the property that p(N) < s, where I and p(N) denote the d x d identity
matrix and spectral radius of N, respectively. Clearly, the matrix M is nonsingular
if p(N) <.

Such a SDE is often called a piecewise Ornstein—Uhlenbeck (O-U) process with
jumps. Recall that a Lévy measure v(dy) is a 6-finite measure on RZ =R \ {0}
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satisfying [pa(1 A |y|2)v(dy) < 00. It is well known that the SDE (1.1) admits a
unique none;plosive strong solution {X (¢)};>¢ which is a strong Markov process
and it satisfies the Cp-Feller property (see [1], Theorem 3.1, and Propositions 4.2
and 4.3). In addition, in the same reference, it is shown that the infinitesimal gener-
ator (AX, D 4x) of {X(t)};>0 (with respect to the Banach space (B}, R, Illsc))
satisfies C 3 R CD 4x and

1
A cagay f () = 5 Tr(@(0) V2 () + (b(x) + 8, V ()
(1.2)
+fRialf<x;y)v<dy>,

with V2 £ (x) denoting the Hessian of f(x). Here, D 4% By (R?) and CCZ(Rd) de-
note the domain of A%, the space of bounded Borel measurable functions and the
space of twice continuously differentiable functions with compact support, respec-
tively. In (1.2), we use the notation a(x) = (a”/ (x))1<;, j<4 := 6(x)o(x)’, and

(13) 0 f(x;y) = flx+y)— f) —1s(W{y, VL)), fecC(RY),

where B denotes the unit ball in R? centered at 0, and 1 its indicator function.

The goal of this paper is to investigate the ergodic properties of {X (¢)};>¢. This
process arises as a limit of the suitably scaled queueing processes of multiclass
many-server queueing networks with heavy-tailed (bursty) arrivals and/or asymp-
totically negligible service interruptions. In these models, if the scheduling policy
is based on a static priority assignment on the queues, then the vector v in the
limiting diffusion (1.1) corresponds a constant control, that is, an element of the
set

A={veRl: (e,v)=1}.

The process {X (¢)};>0 also arises in many-server queues with phase-type service
times, where the constant vector v corresponds to the probability distribution of
the phases.

These queueing models are described in detail in Section 4. It is important to
note that for a multiclass queueing network with independent heavy-tailed arrivals,
the process {L(#)};>0 in (1.1) is an anisotropic Lévy process consisting of indepen-
dent one-dimensional symmetric «-stable components; for a detailed description,
see Section 4.1. Such processes have a highly singular Lévy measure and lack the
regularity properties of the standard isotropic (or rotationally invariant) «-stable
d-dimensional Lévy processes. Notably, as shown in [11], the Harnack inequal-
ity, an essential tool in showing regularity of the invariant probability measure
for nondegenerate continuous diffusions, fails for SDEs driven by this anisotropic
Lévy process. In Theorem 3.1, we establish the open-set irreducibility of solutions
of (1.1) driven by an anisotropic « stable process. This is required in the results
which follow. Other than the work in [10, 11, 14], they have not been studied much.
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Under service interruptions, {L(¢)};>¢ is either a compound Poisson process (un-
der /n scaling), or an anisotropic Lévy process described above together with

a compound Poisson component (under na scaling for o € (1, 2)). In this paper,
however, we study the ergodic properties of (1.1) for a much broader class of Lévy
processes {L(t)};>0.

If the control (scheduling policy) is a function of the state of the system, then
v(x) in the diffusion limit is, in general, a Borel measurable map from R? to A.
We call such a v(x) a stationary Markov control and denote the set of such controls
by Usm. If (1.1) is driven by a Wiener process only, it follows from the results in
[25] that, under any v € gy, the diffusion has a unique strong solution. On the
other hand, as shown in [52], if the Lévy measure is finite, the solution of (1.1) can
be constructed in a piecewise fashion, and thus, in such a case we have a unique
strong solution under any v € igp. There are no such sharp results on existence
of solutions to (1.1) with a measurable drift, when this is driven by a general Lévy
process. However, the well-posedness of the martingale problem for SDEs with
measurable drifts driven by an «-stable process has been studied (see [63] and ref-
erences therein). We are not concerned with this problem in this paper, especially
since the results involving Markov controls concern only on necessary conditions,
and we clarify that whenever we state a result involving Markov controls it is im-
plied that the martingale problem is well posed. Parenthetically, we mention here
that for Markov controls that are locally Lipschitz the problem is always well posed
for the model we consider (see the discussion in the beginning of Section 5.4).

1.1. Summary of the results. Broadly speaking, the results in this paper have
two flavors. On the one hand, we present sufficient conditions under which
{X (¢)};>0 is ergodic under any constant control v € A (Theorems 3.2, 3.4(a), and
3.5), while on the other, we present necessary conditions for ergodicity under any
Markov control (Theorems 3.3, 3.4(b), Lemma 5.7 and Corollary 5.1).

It turns out that these conditions are sharp and they match. We discuss these re-
sults in the context of a many-server queueing network with heavy-tailed arrivals
and/or service interruptions, even though the results are applicable to a larger class
of SDEs. There are two important parameters involved. One concerns the heavi-
ness of the tail of the Lévy measure, and to describe this we define

(1.4) O, = {9 >0: /CB |y|9v(dy) < oo} and 6. :=sup{f € O.}.

It follows from its definition that, if bounded, ®. is an open or left-open interval,
that is, the interval (0, «) in the case of an «-stable process (isotropic or not), or it
could be an interval of the form (0, 6.]. When more than one Lévy components are
involved, ®, refers to the intersection of the individual intervals. The other param-
eter is the constant term £ in the drift which arises as the limit of the spare capacity
of the network, when driven only by a Wiener process (see (4.2)). It turns out that
this constant should be modified to account for the drift in the Lévy process. Recall
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that ¢ is the constant in the drift in (A1) (see (1.1)) and that ¢ and v(dy) are the
drift and the Lévy measure of the process {L(¢)};>0. We define

~ E-i—z9+/B yv(dy) if/%_|y|v(dy)<oo,

(1.5) £ =

L+ 9 otherwise,
and
(1.6) 0 :=—(e, M70).

We refer to ¢ as the (effective) spare capacity.

The richest and most interesting set of results concerns networks where the
abandonment rate is 0, and this corresponds to I” = 0, or more generally, when the
control gives lowest priority to queues whose abandonment rate is O (this is equiv-
alent to I"v = 0). In this scenario, we establish in Theorem 3.3 and Lemma 5.7 that
0 > 0 and 1 € O, are both necessary conditions for the state process {X (¢)};>0 to
have an invariant probability measure under some Markov control v € gn (see
also Corollary 4.1). This translates to the requirement that o > 1 if the system
has heavy-tailed arrivals, and/or 6. > 1 if there are service interruptions. If these
conditions are met, we show in Theorem 3.2 that the process is ergodic under any
constant control v € A. Moreover, we prove in Theorems 3.2 and 3.4 that conver-
gence to the invariant measure in total variation has a polynomial rate r(f) ~ t%~!
for any constant control, and by this we mean that the rate is r(r) = t% <~ for
alle € (0,6, — 1) for 6. > 1, and € =0 for 6, = 1. This is accomplished by deriv-
ing matching upper and lower bounds for convergence (see (3.8)). An interesting
related result is that the spare capacity ¢ is equal to the average idleness of the
system (idle servers) under any Markov control v satisfying I"v(x) = 0 a.e., and
such that the state process is ergodic (see Corollary 5.1).

In the context of many-server queueing networks, stability is defined as the
finiteness of the average value of the sum of the queue lengths, and this translates
into the requirement that the map x — (e, x)™ be integrable under the invariant
probability measure of the process. In turn, a necessary and sufficient condition
for this is that the invariant probability measure has a finite first absolute mo-
ment (see Remark 5.1). We refer to a control attaining this property as stabilizing.
Lemma 5.7 shows that if there is no abandonment, then no Markov control is sta-
bilizing unless 2 € ®., while under abandonment it is necessary that 1 € ®, (see
Corollary 4.1 and Theorem 3.5). This means that for a system with heavy-tailed
arrivals (resulting in an «-stable limit with « € (1, 2)), there are no stabilizing con-
trols, unless some abandonment rate is positive. On the other hand, for a system
under service interruptions and no heavy-tailed arrivals, a necessary and sufficient
condition for the existence of stabilizing controls, under no abandonment, is that
the Lévy measure has a finite second moment. If such is the case, then every con-
stant control is stabilizing by Theorem 3.2.
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Another set of results concern the case I'v # 0. Here, we show that {X (t)};>0
has an exponential rate of convergence (Theorem 3.5), and that every constant
control is stabilizing, provided 1 € ©,.

1.2. Literature review. Our work relates to the active research on Lévy-driven
(generalized) O-U processes, and the vast literature on SDEs with jumps. In [18,
23, 29, 35, 51, 57, 60], the ergodic properties of a general class of Lévy-driven
O-U processes are established using Foster—Lyapunov and coupling methods. In
all of these works, the process is governed by a linear drift function. In [47], a
one-dimensional piecewise O-U process driven by a spectrally one-sided Lévy
process is studied. The authors have shown the existence and characterization of
the invariant distribution, and ergodicity of the process. In [17], motivated by the
many-server queuing model with phase-type service times, the authors have estab-
lished ergodicity and exponential ergodicity of a piecewise O—U process driven by
Brownian motion only. See also Remark 3.4 on the comparison of the models and
contributions.

For general diffusions with jumps, ergodic properties are studied in [31, 36,
37, 44, 49, 59, 61], under suitable conditions on the drift, covariance function and
jump component. In this paper, we take advantage of the explicit form of the drift
and carry out detailed calculations which yield important insights on the rates of
convergence and ergodic properties. Some of the estimates in the proofs may be of
independent interest to future work on the subject. Our results also lay important
foundations for the study of ergodic control problems for Lévy-driven SDEs (see
a recent development in [6]), especially those arising from the multiclass many-
server queueing systems; recent studies on Markovian queueing models are in [4,
7-9].

A surprising discovery of this study is a class of models in (1.1) possessing
a “polynomial” ergodicity property in the total variation norm. Subexponential
ergodicity of Markov processes, including diffusions and SDEs with jumps, has
been a very active research area in recent years; see, for example, [2, 13, 15, 18, 19,
21, 23, 24, 26, 34, 54] and references therein. Note that in [18], some interesting
diffusion models and an O-U process (linear drift) driven by a compound Poisson
process with a heavy-tailed jump is studied as examples for the general theory of
subexponential ergodicity. Our work identifies a concrete, yet highly nontrivial,
class of SDEs with jumps that satisfy the conditions for polynomial ergodicity in
[18] (see also [26]). This may be of great interest to a broad audience on the subject
of ergodicity of Markov processes.

The rate of convergence for the limiting queueing process of multiclass many-
server networks under heavy-tailed arrivals and/or asymptotically negligible ser-
vice interruptions has not been studied up to now. Finally, it is worth mentioning
that there exist very scarce results on subexponential ergodicity in queueing the-
ory; see, for example, [28].
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1.3. Organization of the paper. In the next subsection, we summarize some
notation used in this paper. In Section 2, we review some background material on
the ergodicity of Markov processes that is relevant to our study. The main results
are presented in Section 3. In Section 4, we provide some motivating examples of
multiclass many-server queues which have queueing process limits as in (1.1), and
state the relevant ergodic properties. Section 5 is devoted to the proofs of Theorems
3.2 to 3.5, and contains some additional results. The Appendix contains the proof
of Theorem 3.1.

1.4. Notation. We summarize some notation used throughout the paper. We
use R? (and R‘i), d > 1, to denote real-valued d-dimensional (nonnegative) vec-
tors, and write R (Ry) for d = 1. For x,y € R, x Vy = max{x, y}, x Ay =
min{x, y}, x* = max{x, 0} and x~ = max{—x, 0}. Let D4 = D([0, 00), Rd) de-
note the R?-valued function space of all right-continuous functions on [0, co) with
left limits everywhere in (0, 00). Let (D?, M) denote the space D¢ equipped with
the Skorohod M; topology. Denote D = D'. Let (Dg, M)) = (D, M}) x --- X
(D, M) be the d-fold product of (D, M) with the product topology [62]. For a
set A CRY, we use A and 14 to denote the complement and the indicator func-
tion of A, respectively. A ball of radius » > 0 in R? around a point x is denoted by
B, (x), or simply as B, if x =0. We also let B = B;. The Euclidean norm on R4
is denoted by | - |. We let B (R¢) stand for the Borel o-algebra on R¢. For a Borel
probability measure t(dx) on 9B (R?) and a measurable function f(x), which is in-
tegrable under m(dx), we often use the convenient notation ©(f) = [ra f (x)m(dx).

2. Preliminaries. Let (2, F, F(¢), M(t),0(t), {P*} cra), t € [0,00), de-
noted by {M (#)};>0 in the sequel, be a Markov process with cadlag sample paths
and state space (R4, B(R?)) (see [12], page 20). We let PTM (x,dy):=P*(M@) €
dy),t>0and x € R4, denote the transition probability of {M(¢)},>0. Also, in the
sequel we assume that PtM (x,dy), > 0 and x € R?, is a probability measure,
that is, {M (t)};>0 does not admit a cemetery point in the sense of [12]. Observe
that this is not a restriction since, as we have already commented, {X (t)};>0 is
nonexplosive. The process {M(¢)};>0 is called:

(i) g-irreducible if there exists a o-finite measure ¢(dy) on B (R?) such that
whenever ¢(B) > 0 we have [;° PtM(x, B)dr > 0 for all x € R¥;

(i) transient if it is ¢-irreducible, and if there exists a countable covering of
R9 with sets {Bj}jen C B(R%), and for each J € N there exists a finite constant
¢j = 0 such that fooo P,M(x, B;)dr < c;j holds for all x € R4,

(iii) recurrentifitis ¢-irreducible, and ¢ (B) > 0 implies fooo PtM (x,B)dt =0
for all x € R4,

Let us remark that if {M (¢)},;>0 is a ¢-irreducible Markov process, then the irre-
ducibility measure ¢(dy) can be maximized. This means that there exists a unique
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“maximal” irreducibility measure i such that for any measure ¢(dy), {M(¢)};>0
is g-irreducible if, and only if, ¢ < ¢ (see [55], Theorem 2.1). In view to this,
when we refer to an irreducibility measure we actually refer to the maximal irre-
ducibility measure. It is also well known that every 1 -irreducible Markov process
is either transient or recurrent (see [55], Theorem 2.3).

Recall, a Markov process {M (¢)};> is called:

(1) open-set irreducible if its maximal irreducibility measure ¥ (dy) is fully
supported, that is, 1 (Q) > 0 for every open set O C R?;

(2) aperiodic if it admits an irreducible skeleton chain, that is, there exist
fo > 0 and a o-finite measure ¢ (dy) on B(RY), such that ¢(B) > 0 implies
Yol P (x, B) > 0 forall x e RY.

Let B(R?) and P(R?) denote the classes of Borel measurable functions and
Borel probability measures on R¢, respectively. We adopt the usual notation

nPM(dy) = /R ) PM (x, dy)

for t € P(RY), t >0, and PM f(x) = [pa PM(x,dy) f(y) for t >0, x € R? and
feB (R?). Therefore, with 8, denoting the Dirac measure concentrated at x € R4,
we have §; PM (dy) = PM(x,dy), t > 0.

Recall that a probability measure T € P(R?) is called invariant for {M(t)}i>0
if [Ra P,M (x,dy)m(dx) =T(dy) for all # > 0. It is well known that if {M(¢)},>0 is
recurrent, then it possesses a unique (up to constant multiples) invariant measure
nt(dy) (see [55], Theorem 2.6). If the invariant measure is finite, then it may be
normalized to a probability measure. If {M (¢)};>0 is recurrent with finite invariant
measure, then {M (¢)};>¢ is called positive recurrent; otherwise, it is called null
recurrent. Note that a transient Markov process cannot have a finite invariant mea-
sure. Indeed, assume that {M (¢)};>0 is transient and that it admits a finite invariant
measure T(dy), and fix some ¢ > 0. Then, for each j € N, with ¢; and B; as in (ii)
above, we have

! M d
tﬁ(Bj)zfo [Rd PM(x, Bj)Ti(dx)ds < ¢;m(RY).

Now, by letting t — 0o we obtain T(B;) = 0 for all j € N, which is impossible.

A Markov process {M (t)};>¢ is called ergodic if it possesses an invariant prob-
ability measure (dy) and there exists a nondecreasing function r: Ry — [1, 00)
such that

. M = d
lim r ()| P (x,dy) — ®(dy) |, =0, x € R4,
11— 00
Here, ||-|[7v denotes the total variation norm on the space of signed measures on

B(RY). For a function f: R? — [1, 00), we define the f-norm of a signed mea-
sure (L as

lully = sup
gEBRY),|gI<f

/Rdg(y)u(dy)‘-
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Observe that ||-||1 = [|-]lTv. We say that {M (¢)};>0 is subexponentially ergodic if it
is ergodic and lim;_, oo w = 0, and that it is exponentially ergodic if it is ergodic
and r(¢) = € for some x > 0. Let us remark that (under the assumptions of open-
set irreducibility and aperiodicity) ergodicity is equivalent to positive recurrence
(see [38], Theorem 13.0.1, [39], Theorem 6.1, and [55], Theorems 4.1, 4.2 and
7.1).

Since {M(t)};>0 is a Markov process, P,Mf(x) = Jpd f(y)PtM(x,dy), X €
R?, defines a semigroup of linear operators {PM},~0 on the Banach space
By (RY), || o), that is, PM o PM = PM forall s, > 0, and P} f = f. Here,
|l denotes the supremum norm on the space B (R¢). The infinitesimal gener-
ator (AM, D 4m) of the semigroup {PtM},zo of a Markov process {M (t)};>0 is a
linear operator AM : D o —> By (R?) defined by

P

PMf —
fE€Dym = {f eBb(Rd): lin%# exists in ||-||oo}.

Let Cp,(R?) denote the space of continuous bounded functions. A Markov process
{M(¢)};>0 is called a Cp-Feller process if its corresponding semigroup satisfies
PtM (Cp(RY)) C Cp(RY) for all 7 > 0, and it is called a strong Feller process if
PM(By(R%)) € Cp(R?) for all £ > 0.

Recall that the extended domain of {M(¢)};>0, denoted by D ju, is defined as
the set of all f € B(R4) such that fM(@) — f(M()) — fé g(M(s))ds is a lo-
cal {P*} .ga-martingale for some g € B(RY). Let us remark that in general the
function g does not have to be unique (see [22], page 24). For f € D ju, we define

_ t
AM f = {g e B(RY): f(M(r)) — f(M(0)) —/0 g(M(s))ds
is a local {Px}xeRd—martingale}.
We call AM the exte_nded generator of {M (¢)};>0. A function g € AM f is usu-
ally abbreviated by AM f(x) :=g(x). A well-known fact is that if (AM D 4M) 1S
the infinitesimal generator of {A/_I (t)}r>0, then D yu € D zu and for f € D yu the
function AM f is contained in AM f (see [22], Proposition IV.1.7). In the case of
the process {X (f)};>0, it has been shown in [36, 37], Lemma 3.7, that

2.1) D:= {f e C*(RY): x — ‘/3 f(x + y)v(dy)| is locally bounded}

is a subset of D jx, and on this set, for the function AX f(x) we can take exactly
AX f(x), where AX is given by (1.2).
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3. Ergodic properties. We start by examining the irreducibility and aperiod-
icity of the process {X (¢)};>0 in (1.1). This is the topic of the following theorem
whose proof can be found in the Appendix.

THEOREM 3.1. Suppose that one of the following four conditions holds:
() v(R?) < o0, and for every R > 0 there exists cg > 0 such that
(v.a)y)=crlyl’,  x,yeR% |x], Iy <R

(ii) v(0) > 0 for any nonempty open set O € B, and 6: R? — R¥*4 js Lips-
chitz continuous and invertible for any x € R?, satisfying

8:= sup [~ (x)| > o0.
xeR4

(iii) o(x) =06 and {L(t)};>0 is of the form L(t) = L1(t) + La(¢), t > 0, where
{L1(®)}i=0 and {L2(t)};>0 are independent d-dimensional pure-jump Lévy pro-
cesses, such that {L1(t)};>0 is a subordinate Brownian motion.

(iv) o(x) =0 and {L(t)}s>0 is of the form L(t) = L1(t) 4+ L2(t), t = 0, where
{L1(®)}i=0 and {L2(t)};>0 are independent d-dimensional pure-jump Lévy pro-
cesses, such that {L1(t)},>0 is an anisotropic Lévy process with independent sym-
metric one-dimensional «-stable components for o € (0,2), and {L2(t)};>0 is a
compound Poisson process.

Then the process {X (t)};>0 is open-set irreducible and aperiodic.

Recall that a Lévy process {L()};>0 is a d-dimensional subordinate Brown-
ian motion if it is of the form L(t) = W(S(¥)), t > 0, where {W(#)};>0 is a d-
dimensional Brownian motion and {S(#)};>0 is a subordinator (a one-dimensional
nonnegative increasing Lévy process with S(0) = 0) independent of {W(¢)};>0.
Moreover, any isotropic a-stable Lévy process can be obtained as a subordinate
Brownian motion with F-stable subordinator, hence part (iii) of Theorem 3.1 in-
cludes a d-dimensional isotropic stable Lévy process as a special case. We also
note that in Theorem 3.1(iii), the component {L,(¢)};>0 can be any pure-jump
Lévy process or vanish, and in addition, we require that 6(x) is constant, but it can
either be a d x n or d x d singular or nonsingular matrix, and it can vanish. In the
interest of brevity, we often refer to the process {L1(#)};>0 in Theorem 3.1(iv) as
the anisotropic «-stable process. Unless otherwise specified, by an «-stable pro-
cess we refer to both the isotropic and anisotropic models.

We remark that the hypotheses in Theorem 3.1 include a broader class of pro-
cesses {X(¢)};>0 than those encountered in multiclass many-server queues de-
scribed in Section 4.

We continue with the main results of the paper concerning the ergodicity of the
process {X (¢)};>0 in (1.1). We present four theorems whose proofs can be found in
Section 5. In all these theorems, the hypotheses of Theorem 3.1 are granted in order
to guarantee that { X (#)};>¢ is open-set irreducible and aperiodic. This is important
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when applying the Foster—Lyapunov drift condition in (3.3), (3.6) and (3.11) in
order to conclude (3.4), (3.7) and (3.12), respectively (see [18], Theorem 3.2, and
[20], Theorem 5.2).

We start by introducing the following notation.

NOTATION 3.1. For a vector z € R?, we write z > 0 (z > 0) to indicate that
all the components of z are nonnegative (positive), and analogously for a matrix in
R?*4_The notation z < O stands for —z > 0 and z # 0. For a symmetric matrix S €
R9%4 e write S > 0 (S = 0) to indicate that it is positive semidefinite (positive
definite), and we let M denote the class of positive definite symmetric matrices in
R¥*4 For Q € M, we let lxllo := (x, Qx)% forx e R4, Let (;B(x) be some fixed
positive, convex smooth function which agrees with ||x| o on the complement of
the unit ball centered at 0 in RY. For § > 0, we define Vo,s5(x) = (qAb(x))‘s, and

\7Q,5(x) = %™ For r > 0, we let T, denote the first hitting time of B,, and 1,
the first hitting time of B¢. Recall also that a continuous function V: RY — R is
called inf-compact if the set {x: V (x) <r}is compact (or empty) for all » € R. By
Py (RY), p > 0, we denote the subset of P(R?) containing all probability measures
w(dx) with the property that [pa|x|”n(dx) < co. We let KCs C R4, § > 0, stand for
the cone

(3.1) Ks:={x eR?: (e, x) > 8|x|}.

In the multiclass queueing context, the theorem that follows concerns the case
where the jobs do not abandon the queue, or more generally when those jobs that
abandon the queue are given higher priority in service than those that do not (i.e.,
when not all y;’s are positive, then v; must be equal to 0 if y; > 0). The Lévy
process here refers to any, or a combination, of processes in Theorem 3.1. Recall
the definitions in (1.4)—(1.6).

THEOREM 3.2. Assume the hypotheses of Theorem 3.1, 1 € ®., and suppose
I'v=0, with v € A. Then, provided that ¢ > 0, the following hold:
(i) Suppose
: llaC)l
3.2) limsup ———— < 00
|x]—o00 |x

Then there exist Q € M, depending on v, and positive constants co = co(0), c1,
and 8, such that for any 6 € O, 8 > 1, we have

(3.3) A%V e(x) < co(0) — ¢ V0,0 (X)Lce(x) — 1V, 0-1)(x) L, (x)

for all x € R, The process {X (1) }s=0 admits a unique invariant probability mea-
sure T € P(RY), and satisfies

(3.4) Jim " nPXdy) —®(dy) |y =0,  mePy(RY).

In addition, when 0 = 1, then (3.4) holds for any ©t € P(RY).
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(1) If o(x) is bounded and
(3.5) / e!Ply(dy) < o0
gc

for some 0 > 0, then there exist Q € M and positive constants ¢g, ¢1 such that

(3.6) AXVp ,(x) <G — &1V p(x),  xeRY,

where 0 < p < 0| Q||_%. The process { X (t)};>0 admits a unique invariant proba-
bility measure T € P(R?), and for any y € (0, ¢1) there exists a positive constant
C, such that

(3.7) [8: PX(@dy) =7 [, , = CyVo,p(0)e™, xeR%L120.

REMARK 3.1. Note that § > 0 is always satisfied if £ < 0. This is because
M~ is a positive matrix (see page 1307 in [17]). The same is true if M is diagonal
matrix with positive diagonal elements.

The assumption ¢ > 0 in Theorem 3.2 is rather sharp as the following theorem
shows.

THEOREM 3.3. Suppose that (1.1) is driven by any or a combination of (a)—
(c) below, while conforming to (1)—(iv) of Theorem 3.1.

(a) A Brownian motion with 6(x) bounded.

(b) A Lévy process L(t) which is either an anisotropic process with independent
symmetric one-dimensional o-stable components, or an a-stable process, with a €
(1, 2).

(c) A Lévy process with a finite Lévy measure v(dy), supported on a half-line
in R? of the form {tw: t € [0, 00)}, and with 1 € ©,.

Under these hypotheses, if 0 < 0 (0 = 0), then the process {X (t)};>¢ is transient
(cannot be positive recurrent) under any Markov control v(x) satisfying I'v(x) =
Oa.e.

Theorem 3.3 should be compared to Lemma 5.7 which does not assume that
G(x) is bounded. However, Theorem 3.3 establishes a stronger result when ¢ < 0.

In general, if 6. < oo, then under the assumptions of Theorem 3.2(i) we can-
not have exponential ergodicity, as the next theorem shows. This is always true
for models where the Lévy process is a subordinate Brownian motion, or an
anisotropic process with independent symmetric one-dimensional «-stable com-
ponents. However, in the case of a compound Poisson process, the asymmetry of
the Lévy measure may be beneficial to ergodicity (see Remark 5.3). For the limit-
ing SDEs that arise from stochastic networks under service interruptions, the Lévy
measure is supported on a half-line in the direction of some w € Rfﬂ. In the theo-
rem that follows, we enforce this as a hypothesis in part (ii).
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THEOREM 3.4. Grant the structural hypotheses of Theorem 3.1, assume the
growth condition (3.2), and either, or both of the following:

(1) The Lévy process is a subordinate Brownian motion such that 1 € ©. and
0, < 00, or an anisotropic process with independent symmetric one-dimensional
«-stable components, with « € (1, 2).

(i1) The Lévy process has a finite Lévy measure such that 1 € ©, and 6, <
oo, and v(dy) is supported on a half-line of the form {tw: t € [0, 00)}, with
(e, M~'w) > 0.

Then the following hold.

(a) Suppose ve A, I'v =0, and 0 > 0. Then {X(t)};>0 is polynomially er-
godic, and its rate of convergence is r(t) = t%~1. In particular, in the case of an
a-stable process (isotropic or not), we obtain the following quantitative bounds.
There exist positive constants C 1, and Cz(e) such that for all € € (0, — 1), we
have

~ (tVv1
C + o— E)
(3.8) 1( o i

—_

S

—€

< |8: P (dy) — T(dy) |y
< Ca(e)(t v Do |yoe

forallt >0, and all x € R¥.

On the other hand, in the case of a Lévy process in (i1) we obtain the followmg
lower bound. There exists a positive constant C3 (€) such that for all € € (0, 3)
and all x € R?, we have

—142¢

(3.9) 18: PN (dx) — T(dx) |1y = C3(€) (t + |x]%7€) ™ b1t

for some sequence {t,},eN C [0, 00), t, — 00, depending on x. The upper bound
has the same form as the one in (3.8), but with o replaced by 0,.

(b) If under some control v € Usm, such that I'v(x) = 0 a.e. the process
{X(t)}+>0 has an invariant probability measure T € P, (R, p=>0,then p+1¢€
Oc, and ¢ > 0. In addition, 0 = [a(e, x)"T(dx). Conversely, if v is a constant
control suchthat 'v =0, 0 > 0, and p > 0 is such that p+1 € O, then {X (t)};>0
admits a unique invariant probability measure T € P), (RY).

REMARK 3.2. Roughly speaking, the mechanism that results in polynomial
ergodicity can be described as follows. In rough terms, exponential ergodicity is
related to the existence of a supersolution V(x) > 1 of AXV (x) < colp(x) —
c1V (x), for some positive constants cg and c; (see [20]). Consider the model where
{L(#)}s>0 is an isotropic «-stable process with o > 1. For V(x) to be integrable
under the Lévy measure inherited from the «-stable kernel N —_ —>» it cannot grow

faster than |x|*. On the other hand, the nonlocal part of the 1nﬁn1tes1mal generator
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acts like a derivative of order o (see Lemma 5.3). Thus, since @ > 1, such a super-
solution must satisfy (b(x), VV(x)) < —eV (x) for some € > 0, and all |x| large
enough. Since V (x) has polynomial growth, this requires the drift »(x) to have at
least linear growth in x (see also Corollary 5.3).

REMARK 3.3. Suppose that the Lévy process is an anisotropic process with
independent symmetric one-dimensional «-stable components. Then, by Theo-
rem 3.4, the invariant probability measure 7t(dx) of {X (¢)};>0 cannot have a finite
first absolute moment. In the context of queueing networks, this means that, under
heavy-tailed arrivals with an «-stable limit, o € (1, 2), a constant control v cannot
stabilize the network unless I"v # 0.

The next theorem asserts exponential ergodicity for models corresponding to
queueing problems with reneging (abandonment).

THEOREM 3.5. Grant the hypotheses of Theorem 3.1. Suppose that 6 € O,

laeo)ll

(3.10) limsu =0,

|x]—>00 X |2
and that one of the following holds:

(i) Mv>Tvz0;
(i) M =diag(my,...,mg) withm; >0,i=1,...,d,and I'v #0.

Then there exists Q € M such that

MQ+0OM >0, and (M—ev'(M—T))Q+ Q(M— (M —T')ve) >0,
and positive constants o, C| satisfying
(3.11) AXVoo(x) <éo—&1Vge(x),  xeR9

The process {X (t)};>0 admits a unique invariant probability measure T € P(RY),
and for any y € (0, 1) there exists a positive constant Cy, such that for p € (0,0],

(3.12)  [8:P@) =Ty, , SCVo,p0e,  xeR% 120,

In addition, T € P, (R?) if, and only if, q € O..

REMARK 3.4. Theorems 3.2 and 3.5 generalize [17], Theorems 2 and 3, for
the corresponding diffusion models. In [17], Theorem 2, the model in (1.1) is
driven by a Brownian motion {W (¢)};>0, £ = —lv for some [/ > 0 and I" =0, and
it is shown that {X(#)};>0 admits a unique invariant probability measure T(dx)
and is ergodic. For the same model, but with £ = —[v and I" = cI for some
Il e Randc > 0,[17], Theorem 3, establishes exponential ergodicity for {X (¢)};>0.
Theorem 3.2 improves [17], Theorem 2, to exponential ergodicity of the process
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{X (#)};>0, under a weaker hypothesis on ¢, which is shown to be also necessary
for positive recurrence. Moreover, in the proof of [17], Theorem 3, a sophisticated
nonquadratic Lyapunov function is constructed, whereas we employ a quadratic-
type Lyapunov function (e.g., Vg ¢(x) in (3.11)) in the proof of Theorem 3.5.

We note that the hypothesis that M is diagonal in (ii) of Theorem 3.5 can be
waived if we assume that I'v = yv for some y > 0 (which is a rather restric-
tive assumption). In such a case a slight modification of the arguments in [17],
Theorem 3, and Theorem 3.2, shows that the process {X (¢)};>0 is exponentially
ergodic.

4. Multiclass many-server queueing models. In this section we present
some examples of many-server queueing systems for which the class of piecewise
O-U processes with jumps in (1.1) arises as a limit in the so-called (modified)
Halfin—Whitt (H-W) heavy-traffic regime [27].

In the queueing context, we identify three classes of processes {X (¢)};>0:

(C1) o(x) =0 is a d x d nonsingular matrix and the process {L(#)};>0 is a
d-dimensional pure-jump Lévy process, with v(R?) < oo;

(C2) o(x)=0,and L(¢) = L(z), with {L(¢)};>0 the anisotropic Lévy process
from Theorem 3.1(iv) with & € (1, 2);

(C3) o(x) =0 and the process {L(t)};>0 takes the form in Theorem 3.1(iv)
with @ € (1, 2).

Case (C1) corresponds to a multiclass many-server queueing network having
service interruptions (with the /n scaling), (C2) to heavy-tailed arrivals, and

(C3) to a combination of both (with the né scaling for o € (1,2)). Case (C1)
is covered by (i) in Theorem 3.1, and cases (C2) and (C3) are covered by (iv).
We describe how these arise, and summarize the ergodic properties of the limiting
processes for these queueing models in Sections 4.1 and 4.2.

4.1. Multiclass G/M/n + M queues with heavy-tailed arrivals. In [42], a
functional central limit theorem (FCLT) is proved for the queueing process in the
G/M/n + M model with first-come-first-served (FCFS) service discipline in a
modified H-W regime. Customers waiting in queue can abandon before receiv-
ing service (the +M in the notation). The limit process is a one-dimensional SDE
with a piecewise-linear drift, driven by a symmetric a-stable Lévy process (a spe-
cial case of the process {X (#)};>0 in (1.1)). This analysis can be easily extended to
multiclass G/M /n + M queues under a constant Markov control.

Consider a sequence of G/M /n 4+ M queues with d classes of customers, in-
dexed by n and let n — oo. Customers of each class form their own queue and
are served in the order of their arrival. Let A7, i =1,...,d, be the arrival pro-
cess of class-i customers with arrival rate A]. Assume that A}’s are mutually
independent. The service and patience times are exponentially distributed, with
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class-dependent rates, wu; and y;, respectively, for class-i customers. The arrival,
service and abandonment processes of each class are mutually independent. Define

the FCLT-scaled arrival processes Ar= (A", ..., Ag)/ by A:’ =% (A! = A'w),

i=1,...,d,where w(t) =t foreach t >0, and o € (1, 2]. We assume that
A\ N ~

4.1 71—))\,,‘>0 and ¢} :=n_§(k?—nki)—>ﬁieR,

foreachi =1,...,d, as n — oo. It follows from (4.1) that

4.2) e (1= p") —— f = Z—

l]lu’l

l‘l

where p" Z is the aggregate traffic mten51ty Under (4.1) and (4.2), the

1= 1 nu
system is crltlcally loaded, that is, it satisfies Z AL — 1. Assume that the arrival
processes satisfy a FCLT

(4.3) A"= A= (Ay,...,Ay) in (Dy, M1), as n — oo,

where the limit processes Aii=1,...,d,are mutually independent symmetric o-
stable processes with A; (0) =0, and = denotes weak convergence. The processes
A; have the same stability parameter «, with possibly different “scale” parameters
n;. These determine the characteristic function of A which takes the form

d g
Qi &) = Zm T e =gy E) eRY 120,

Note that if the arrival process of each class is renewal with regularly varying
interarrival times of parameter «, then we obtain the above limit process.

_ Next, we provide a representation of the generator of the process A. Let
N (dt,dy) be a martingale measure in R,, corresponding to a standard Poisson
random measure N (¢, dy), and N (7, dy) = N(z, dy) — tN'(dy), with EN (¢, dy) =
tN(dy), and with A/ being a o -finite measure on R, given by N'(dy) = ‘y‘lilyjra .Let

N, ...,Nybed independent copies of N'. We can then write

dA: (1) = niC(1, @) fR VA (dr, dy),
where
o201 (2t
o )
xIr(1—9)

Note that for « close to 2 we have C(d, q) ~Q2-—w)d.
Thus, the generator £ of the process A then takes the form

“4.4) Cld,n):=

ld l
Lfw=cd, a)Z/ o 5 yie) it = [ oif vy,
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where v(dy) is of the form v(dy) = Zflzl v; (dy;) with v;(dy;) supported on the
ith coordinate axis in R?. Recall that the characteristic function of an isotropic
a-stable process {L()};>0 has the form ¢ ) (§) = e ME" for some n > 0. Thus,
A is not an isotropic «-stable Lévy process. According to [48], Theorem 2.1.5, A
is a symmetric d-dimensional «-stable Lévy process. Since it is not isotropic, it
is not a subordinate Brownian motion with 5-stable subordinator, although each
component A; is.

Let X" = (X{,....X)", 0" =(Q},..., 0 and Z" = (Z}, ..., Z)))’ be the
processes counting the number of customers of each class in the system, in queue,
and in service, respectively. Then it is evident that X' = Q% + Z' for each i and
Zflzl Z; < n. We consider work-conserving scheduling policies that are nonan-
ticipative and allow preemption. Namely, no server will idle if there is any cus-
tomer waiting in a queue, and service of a customer can be interrupted at any
time to serve some other class of customers and will be resumed at a later time.
Scheduling policies determine the allocation of service capacity, that is, the Z”"
process, which must satisfy the condition that (¢, Z") = (e, X"*) A n at each time.
Define the FCLT-scaled processes Xn=(X",..., )A(Z’,)/, Q" = (Q”, ey QZ)’ and
2" =(Z",..., 72" by

A 1 A 1 A~ 1
4.5)  X':=n"e(XI'— pin), Q:=n"a Q! Z' :=n"«(Z! — pin).
Then under the work-conserving preemptive scheduling policies, given the con-
trols Z", the processes Q” and Z" can be parameterized as follows: for adapted
Vie A,

O =le. X"V ZP=X] —(e. X")TVP.

The controls V" represent the fraction of class-i customers in the queue when the
total queue size is positive. When Q" =0, we set V" = (0, ..., 0, 1)’. In the limit
process, the control takes values in A, and will be regarded as a fixed parameter,

that is, this falls into the framework of our study when the control is constant. We
obtain the following FCLT.

THEOREM 4.1.  Under a fixed constant scheduling control V € A, provided
there exists X (0) such that X" (0) = X (0) as n — oo, we have
(4.6) X"= X in (Dd,Ml) asn — oo,
where the limit process Xisa unique strong solution to the SDE
4.7 dX (1) =b(X (1), V)dr + dA(r) — G AW (1),

with an initial condition )A((O). Here, the drift 13(x, v): R x A — R? takes the
form

(4.8) b(x,v) =10 — R(x — (e, x)v) — (e, x)T v,
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with R = diag(u1, ..., na), I' = diag(yi, ..., yq), and £ := (€1, ..., L) for &;
in (4.1). In (4.7), A is the limit of the arrival process, W is a standard d-
dimensional Brownian motion, independent of A, and the covariance matrix Oy
satisfies 6,0, = diag(A1, ..., q) ife =2 and 64 =0 ifx € (1,2).

PROOF. The FCLT-scaled processes X #,i=1,...,d, can be represented as
~ A A t A t ~
XMty =X!'0)+ €'t — 'ui./() Z!(s)ds — )/l-/o Q! (s)ds
+ A} (1) — MY (1) — My (1),

where ff is defined in (4.1),
. t t
M2 (1) :n_al<Si" <le z;'(s)ds) _ m/ z;’(s)ds>,
’ 0 0

M;;J.(z)zn—é(R;’@i /Ot Q"(s)ds) — fot Q;’(s)ds>,

and S, R, i =1,...,d, are mutually independent rate-one Poisson processes,
representing the service and reneging (abandonment), respectively. We can then
establish an FCLT for the processes X", by following a similar argument as The-
orem 2.1 in [42], if we prove the continuity in the Skorohod M| topology of the
d-dimensional integral mapping ¢: D¢ — D? defined by

t
(6 =x(1) +/0 h(y())ds,  1>0,

where h: RY — R? is a Lipschitz function. In Theorem 1.1 of [42], the integral
mapping is from D to D, but a slight modification of the argument of that proof
can show our claim in the multidimensional setting. Specifically, the parametric
representations can be constructed in the same way with the spatial component
being multidimensional, and the time component satisfying the conditions in The-
orem 1.2 of [42]. [

In analogy to Theorems 3.2 to 3.5, we obtain Corollary 4.1 which follows. For
multiclass many-server queues, the model in Theorem 3.2 corresponds to systems
without abandonment, that is, I" = 0. In such systems, M is a diagonal matrix, so
the results in Theorem 3.2 are more general than needed for the queueing models.

Recall the quantity p defined in (4.2). As mentioned earlier, this quantity is the
spare capacity of the network, and when it is positive it amounts to the so-called
/n safety staffing for the network. By Theorem 3.3 and Lemma 5.7(a), both & > 1
and p > 0 are necessary for the process to be ergodic. However, for the queueing
model, the limit process has an interpretation only if « > 1, and this is reflected in
the statement of the corollary.
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COROLLARY 4.1. For the multiclass many-server queues with heavy-tailed
arrivals with o € (1, 2), the following hold.

(1) For the process {)A((t)}tzo in (4.7) to be ergodic under some Markov control
v € Uswm, satisfying I'v(x) =0 a.e., it is necessary and sufficient that p > 0.
(2) Suppose that p > 0.

(2a) The process {)A( ®)}i=0 is polynomially ergodic under any constant
control satisfying I'v = 0, and its rate of convergence is r(t) = t*~!. In addi-
tion, the conclusions of Theorem 3.2(i) hold for any 6 € [1, o).

(2b) For any Markov control v € Usm satisfying I'v(x) = 0 a.e., which
renders the process {X(t)};>0 ergodic, the associated invariant probability
measure T(dx) satisfies

[, (tecy ) ) = o0,

and thus the queue is not stable. In addition, p = [pa(e, x) T(dx).

(3) For any constant control such that I'v # 0, the conclusions of Theorem 3.5
apply for any 0 < a. In addition, T € P, (RY) for all p < a and, therefore, the
queue is stable.

PROOF. The assertion in (1) follows by Theorem 3.3 and Lemma 5.7(b). Item
(2a) is a direct consequence of Theorem 3.2(i) and Theorem 3.4, while (2b) fol-
lows from Lemma 5.7(b) and Corollary 5.1. The assertion in (3) follows by Theo-
rem 3.5. [

We also remark that when the arrival limit is a Brownian motion (o« = 2), the
limit is a diffusion with piecewise linear drift. In this case, the conclusions in
Corollary 4.1(2) hold for any 6 € [1, o0), and those in Corollary 4.1(3) hold for
any 6 > 0, and in both cases, we have exponential ergodicity. The basic reason
behind this discontinuity at o« = 2 is the fact that the scaling constant C(d, o) of
the fractional Laplacian given in (4.4) tends to 0 as @ ' 2, and thus the singular
integral in the generator .4 vanishes. Comparing the tails of the stationary distri-
butions m(dx), when « € (1,2), as shown in Theorem 3.4, ®(dx) does not have
any absolute moments of order « — 1 or larger in case (2), and that this is true
under any Markov control v = v(x). In case (3), ®(dx) does not have any absolute
moments of order « or larger. A

It is worth noting that the piecewise diffusion model X in (4.7) is more general
than that considered in [17], as noted in Remark 3.4, and the rate of convergence
is not identified there when I" = 0. For the multiclass M/M /N + M queues with
abandonment, exponential ergodicity of the limiting diffusion under the constant
control v = (0, ..., 0, 1)’ is established in [17], Theorem 3, and this is used in [4]
to prove asymptotic optimality. Theorem 3.5 extends this result, by asserting expo-
nential ergodicity under any constant control v such that I"v # 0. We summarize
these findings in the following corollary.
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COROLLARY 4.2. Assume o = 2.

(@) If F'v=0, then p > 0 is both necessary and sufficient for the process to be
ergodic, and in such a case, (3.6) and (3.7) hold for for any p > 0.
() If I'v #0, then (3.11) and (3.12) hold for any 6 > 0.

In particular, in either case, {)A( () }i=0 is exponentially ergodic.

4.2. Multiclass G/M/n + M queues with service interruptions. In [41],
G/M/n + M queues with service interruptions are studied in the H-W regime.
It is shown that the limit queueing process is a one-dimensional Lévy-driven SDE
if the interruption times are asymptotically negligible.

We consider a sequence of multiclass G/M/n + M queues in the same re-
newal alternating (up-down, or on-off) random environment, where all the classes
of customers are affected simultaneously. We make the same assumptions on the
arrival, service and abandonment processes as well as the control processes as in
Section 4.1. For the random environment, we assume that the system functions
normally during up time periods, and a portion of servers stop functioning dur-
ing down periods, while customers continue entering the system and may abandon
while waiting in queue and those that have started service will wait for the system
to resume. Here, we focus on the special case of all servers stopping functioning
during down periods. Let {(u}, d}/): k € N} be a sequence of i.i.d. positive random
vectors representing the up-down cycles. Assume that

{(“27’1%51/?)3kEN}i{(Mk,dk):keN} in (R?)* as n — oo,

where (uy, dy), k € N, are i.i.d. positive random vectors and « € (1,2]. This as-
sumption is referred to as asymptotically negligible service interruptions. De-
fine the counting process of down times, N"(t) := max{k > 0: T;' < t}, where

= Zi'(:l (u} +dj') for each k € N and T’ = 0. This assumption implies that
N" = N in (D, J;) as n — oo, where the limit process is defined as N (¢) :=
max{k > 0: Ty <t}, t >0, with T := Zle u; for k € N, and Ty = 0. Here, we
assume that the process {N(¢)};>0 is Poisson.

Let X" = (X!,..., X))’ be the processes counting the number of customers of
each class in the system, and define the FCLT-scaled processes X" as in (4.5).
Following a similar argument as in [41] and [42], we can then show the following
FCLT, whose proof is omitted for brevity.

THEOREM 4.2.  Under a fixed constant scheduling control V € A, if there
exists X (0) such that Xn 0) = X (0) as n — o0, then (4.6) holds, where the limit
process Xisa unique strong solution to the Lévy-driven SDE

dX (1) =b(X (1), V)dt +dA(r) — 6o dW (1) +cdJ (1),
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with initial condition X (0). The drift takes the same form as in (4.8) with f,' in
4.1), the maAtrices Oy and R are as given in Theorem 4.1, c = (A1, ..., q), and
the process J is a compound Poisson process, defined by

N(t)

J):=>"d,, t=0.

k=1

Observe that the jump component J (#)}t>0 is a one-dimensional spectrally
positive pure-jump Lévy process. Hence, {cf (t)};>0 should be regarded as the
component {L(¢)};>0 described in Theorem 3.1(i) and (iv). Let ¥, be the drift
and v;(du) be the Lévy measure of {f (1)}i>0. Clearly, ¥4 = n [y ud(du), and
v;(du) = nd(du), where n > 0 is the rate of {N(¢)};>0 and §(du) is the distribution
of dj. In this case, {L2(f)};>0 is determined by a Lévy measure v2(dy) which is
supported on C := {uc: u > 0} and satisfies vo(d(uc)) = Vj(du), and drift

= ﬁdc+/Rd Y(Lyec: =1y (Y) — Liyec: |yl<lely () v2(dy).

Namely, we have

E[e! (L20:6)]

= E[e!/ D)

= exp(zz&‘d(c, £)+ (el(c’a” —u{c, &)lg(u) — 1)vj(du))

(0,00)

:exp(lﬁd<cs§>+l_/Rdy(]l{yeC: i<t (7) = Lyec: 1yl=lely () va(dy)

+ @09~ 1.8 pec: pren) - l)vz(dy)>,

where 1 = /—1. When « = 2, the arrival limit is a Brownian motion, and thus,
we obtain a limit process as in case (C1). When « € (1, 2), the arrival limit is an
anisotropic Lévy process as in case (C3). In analogy to Theorems 3.2 and 3.5, we
obtain the following corollary for cases (C1) and (C3). Here, the spare capacity
takes the form

0:=p— e/R_l(é +/ES yvz(dy)).
COROLLARY 4.3. Suppose that I'v =0, and o > 0. In order for the process

{)A( (t)}i>0 to be ergodic, it is necessary and sufficient that:

(a) ae(1,2) andE[df] < 00 for some 1 <0 < «, or
(b) @ =2 and E[d!] < oo for some 6 > 1.
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If any of these conditions are met, the conclusions of Theorem 3.2(i) and Theo-
rem 3.4 follow, that is, the process {)2' (H)}i>0 is polynomially ergodic, and its rate
of convergence is r(t) = 1Pl

On the other hand, if I'v # 0, then under either (a) with 0 < 6 < «, or (b) with
6 > 0, the conclusions of Theorem 3.5 hold.

4.3. Other queueing models. An FCLT is proved in [45, 46] for GI/Ph/n
queues with renewal arrival processes and phase-type service-time distributions
in the H-W regime, where the limit processes tracking the numbers of customers
in service at each phase form a multidimensional piecewise-linear diffusion. In
[16], G/Ph/n+ GI queues with abandonment are studied and a multidimensional
piecewise-linear diffusion limit is also proved in the H-W regime. When the ar-
rival process is heavy-tailed, satisfying an FCLT as in (4.3), and/or when there are
service interruptions, it can be shown that the limit processes are piecewise O—U
processes with jumps as in (1.1), where in the drift function the constant coefficient
¢ is replaced by —/v for a constant / € R and v € A, and the vector I"v equals cv
for some constant ¢ € R. Our results include this limiting process as a special case.

5. Proofs of main theorems and other results. In this section we prove the
main results with the exception of Theorem 3.1, the proof of which is in the Ap-
pendix.

5.1. Technical lemmas. This section concerns some estimates for nonlocal op-
erators that we use in the proofs to establish Foster—Lyapunov equations.
For a o-finite measure v(dy) on %(ng ), we let

3,001 = [ @Gy, and TGN = [ 90k yv(ay.

with 0;®(x, y) as defined in (1.3), and
V(i) i =fax+y) - fO)—(y.Vfx).  feC'(RY).
Also define

Cotri0):i= [ Iylvi@y),  Coi= [ IyPviay).
Be B\(0)
Note that C’o(r; 0) — 0asr — oo.

LEMMA 5.1.  Suppose that v(dy) is a 6-finite measure on B(R%), which sat-
isfies Co + Co(1; 0) < oo for some 6 > 0. We have the following:

() IfdeC 2(RY) satisfies
(5.1 sup |x|' 7% max(|V®(x)

|x|=1

x|V ()]) < oo,

then 3,[®] vanishes at infinity when 6 € [1,2), and the map x — (1 + |x|)>7% x
Ju[®1(x) is bounded when 6 > 2.
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(b) If0 € (0, 1), and ® € C*(R?) satisfies

sup |x|~? max(|®(x)], [x|| VP (x)], |x|2||V2d>(x)H) < 00,

[x]>1

then the function x — J1,,[®1(x) vanishes at infinity.

PROOF. We first consider the case 6 € (1,2). By (5.1), there exist positive
constants co ad ¢ such that

52) VO (x)| < colp(x) +cp x| ge (x),
' [V20 ()| < colls (x) + e1]x[* 2L (x),

for all x e RY. Let z: [1, 00) — R be defined by z(r) := r(éo(r; 0))ﬁ. Then
z(r) is a strictly increasing function, whose range is an interval of the form [zg, 00),
zo > 0. Let (z) denote the inverse of this map defined on the range of z(r). Then
of course r(z) — oo as z — oo and we have

6—1
(5.3) (r(z—z)) Colr(20:0) = \/Co(r(2):6) —— 0, and

r(z)
— —— 0.
z 77—

We split the integral as follows:

1
& (x: — 1— Vi
ng{o (x; y)v(dy) /BM)\{O}fO (1 =10y, (x +1y)y)drv(dy)

(5.4)

1
+/. f(y»V¢(X+ty)—VCID(x))dtv(dy).
rixp 0

Let 7 > 0 be such that z > r(z) + 1 for all z > 7. We estimate the integrals in (5.4)
for x € B{. For the first integral on the right-hand side of (5.4), we use the estimate
in (5.2) which implies that

(v, V2O(2)y) < 11z 2|y, yeR? ze B,
to write
(v, V2O (x +1y)y) < c1lx +ty]" 2|yl

<ei(lxl = r(xl)’ 21y

a(r<|x|>(r('|’;'|) - 1))H|y|2

|x| 02 P
Cl(r(|x|) - 1) Iyl”s

IA
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where the last inequality follows since |y| < r(|x]). So integrating with respect to
v(dy), we deduce that the first integral is bounded by

1 R -2 2 6 >
261<r(|x|) 1) (r(|x|) /13\{0}|y| v(dy)—i_/ﬁmp\%'yl v(dy)

(5.5
o L x| 0—2
< se1Co(lxl = r(x1)" ™ + Ze1Co(r (1) 9)<r(|);|> - 1> '

We use the inequality |y| < (r(|x]))'=?|y|? on Bi(m)’ to derive the estimate

(v, VO (x +1y) — VO@))| < |yl(co +crlx +y|? 1 +eplx?)
<Iyl(co+cr1 x4+ 1y°~h)
< (r(x1) 110 (co + 2e11x P ) + 1y IP.

Integrating this with respect to v(dy), we obtain a bound for the absolute value of
second integral on the right-hand side of (5.4), which takes the form

56 Jabtn) e (142(2) ) an0)

Combining (5.3), (5.5) and (5.6), we obtain a bound for |J,[®](x)| that clearly
vanishes as |x| — oo when 6 € (1, 2).

For 6 = 1, we select r(|x|) = %|x| and follow the same method. For 6 > 2, we
select r(z) = z and we use the bounds (for ¢ € [0, 1], and |x| > 2)

(y, V2O (x +19)y) < c12/721x| 2|y when |y| < |x| -1,
and
(v, VO(x +1y)) < Iyl (co + 227 + 20722972 - 1)y [y )P ),

when |y| > |x| — 1, to obtain the result as stated. This completes the proof of part

().
We continue with part (b). Here, in addition to (5.2), we have the bound

|®(x)] < colp(x) +ci 1x]? Lge (x) Vx € RY.

Further, since f35|x|9v(dy) < 00, by the de la Vallée—Poussin theorem, there ex-
ists a nonnegative increasing convex function ¢: Ry — R, with @ — 00 as
t — 00, such that [g. #(ly|?)v(dy) < co. Without loss of generality, we may as-
sume $() > 1 for all £ € Ry. Let r(r) := (¢~ (t°))7. Clearly, r: Ry — R is

increasing, r(t) — oo, and r(t—t) — 0 as t — oo. Now we have

/ 210 (x; y)v(dy)
R
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! 2
5.7) 2/ f (1 —t)(y,V <I>(x+ty)y)dtv(dy)
Brqxn \{0} /O

+ @ -ewpan+ [ vemhay.
BE ) Brep\B
For the first integral on the right-hand side of (5.7), we use the bound derived in
part (a). For the last integral on the right-hand side of (5.7) (for |x| > 1), we use
the bound (y, V& (x)) < |y|c1|x|?~!. Thus,

/ [y, VOO (dy) < e ]x ]! [ yv(dy)
Brxp\B Br(xp\B
5c1|x|9—1r(|x|>1‘9f yIfv(dy)
Brxp\B

<ealx®r(1x)' " Co(1;6),

which tends to O as |x| tends to oco. Lastly, for the second integral on the right-
hand side of (5.7), we proceed as follows. First, in view of the bound of ®(x) (for
|x| > 1), we have

[ ecva@n=sal’ [ vanse [ ey)va.
F(lxD) LR L)
which tends to 0 as |x| tends to co. Second, since

®(x +y) <colp(x +y) +cilx + y|Lpe (x + y) < co +2c19(|y!%)
fory e Bi(le)’ we obtain

[ eatm@n=al van+a [

r(lxD) r(lxD) r(lxD)
which also tends to O as |x| tends to co. This completes the proof. []

o(1yI”)vdy),

Recall the notation I7Q,9(x) from Notation 3.1.
LEMMA 5.2. Suppose that v(dy) satisfies

fRd(Ime\{O}(y) +e"pe(y)v(dy) < 00

*

for some 6 > 0. Then x + (14 Vg 9(x))~'3,[Vo.01(x) is bounded on R?.

PROOF. We estimate J U[VQ,Q]()C) by using the first integral on the right-hand
side of (5.4) for y € B \ {0}, while for y € B¢, we estimate the integral using the
identity
2

0 ~
x+2y )+||x||Q—1}vQ,e<x>

2

~ ~ /10 |7
Vo0 xi 0 = Toatr+n + 15 (| 53] -

0 0
for x e B¢. O
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In the proof of Theorems 3.2 and 3.5, we apply the results in Lemmas 5.1 and
5.2. It is worth noting that in the special case of SDEs driven by an isotropic «-
stable processes alone, sharper estimates than Lemma 5.1 can be obtained (see the
proof of Proposition 5.1 in [3]). We state such an estimate in Lemma 5.3 which

follows. For ® € C*(R¢), and a positive vector n = (11, ..., 4), we define
;D) e ®x: v
Ja[P](x) -—/Rgbl (x,y)MTer,
% d dy
5ul@10) = mi [ 0@ yie)
o /R |yil

where 01D (x; y) is defined in (1.3), and e; denotes a vector in R? whose elements
are all 0, except the ith element which equals 1. Recall the notation Vg 5(x) from
Notation 3.1.

LEMMA 5.3. The map x + |x|“_03a[VQ,9](x) is bounded on jl\%d for any
Q e M4 and 9 € (0, «). The same holds for the anisotropic operator J.

The following lemma, whose proof follows from a similar argument to the one
used in Lemma 5.1, is not utilized in the proofs, but may be of independent interest.

LEMMA 5.4. Assume the hypotheses of Lemma 5.1(a), but replace the bound

of V2®(x) in (5.1) by sup, .pa ”Yi?x((;)” < oo fory €[0,6 —1]. Then

lim sup|x |1 =@+ /d D (x; y)v(dy) < 0.
R*

[x]— 00

PROOF. In the proof of Lemma 5.1(a), we set r(z) = 727177 The rest of the
proof is the same. [J

5.2. Proofs of Theorems 3.2 to 3.4. We first state two lemmas needed for the
proof. The first part of the lemma that follows is in [17], Theorem 2.

LEMMA 5.5. Let M be a nonsingular M-matrix such that M'e > 0, and v € A.
There exists a positive definite matrix Q such that

(5.8) OM+M'Q >0, and QM(I—ve')+ (I—ev)M'Q >0.
In addition,

(5.9) ([—tev)M'Q+ QM(I—1ve') =0,  t€l0,1).
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PROOF. We only need to prove (5.9). We argue by contradiction. Let S :=
M'Q+QOMand T :=ev'M'Q+ QMve'. Suppose that x'(S —tT)x < 0 for some
t€(0,1) and x € R?, x # 0. Then, since S > 0, we must have x'(S — T)x < 0
which contradicts the hypothesis. [

Recall the constant ¢ in (1.5), and the cone K5 in (3.1). Define
b(x):=b(x)+£—¢,  xeR‘
LEMMA 5.6. Let iy > 0 be such that (x,(QM + M'Q)x) > 2ict|x|? for all

x eR?. Set § = %EllQMvrl and ¢ = — (£, Qv). Then ¢ > 0, and for Q given in

(5.8), we have

N ) . ¢
(5(X),VVQ2(X)>< ’fO K1|x| lf‘xeKﬁa
’ ~ | ko — 8¢ x| ifx € Ks,

for some constant kg > 0. Consequently, there are positive constants ko and k1,
such that

(5.10) (b(x), VVga(x)) < ko — K1V, 2(x) e (x) — k1 V,1(x) L, (x)
forall x e R4,

PROOF. Assume first that x € k5. We have
(b(x), VVga(x))=2(€, Ox) — (x, (OM + M'Q)x)+2(x, OMuv) (e, x)*
< =21 1x[” +2|QLlIx| + 28| QM) |x|*.
Thus, by the definition of §, we obtain
(b(x), VVg2(x)) <io—i1]x|*>  Vx ek,

for some constant i > 0.

Now assume that x € 5. We have

(b(x), VVga(x))=2(€, Ox) — (x, (QM(I — ve') + (I — ev') M’ Q)x).

We follow the technique in [17] by using the unique orthogonal decomposition
x = nv + z, with z € R? such that (z, v) = 0. In other words, z = x — (x, v)#.
As shown in (5.19) of [17], we have

(5.11) (x, (OM (I — ve) + (I — ev')M' Q)x) > 21 |z|?

for some k1 > 0. Solving vV QM (I — ve’) = 0, which follows from (5.11),
we obtain v'Q = (v, QMv)e’M~!. Thus (£, Qv) = (v, QMv)(e, M~'£). Since
(v, (OM + M'Q)v) > 0, we have (v, QMv) > 0. This implies that (57, ov) < 0.
Note that (e, x) = n{e, v) + (e, z) and, therefore,

(5.12) n={(e x)— (e z).
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Using (5.11) and (5.12), and the orthogonal decomposition of x, we obtain
(b(x), VVg2(x)) < =2&11z* + (£, Q2) + (L, Qv)
= —21|z1” + (€, Qz) + ¢ {e, 2) — ¢ e, x)
< ko — k12> — 8¢ |x|
< ko — 8¢]x], x € Ks,

for some constant Ky > 0. It is clear that (5.10) follows from these estimates. [

PROOF OF THEOREM 3.2. We start with part (i). Consider Vg ¢(x), with Q
is given in (5.8). Clearly, Vg ¢(x) is an inf-compact function contained in D. By
(5.10), for any given 6 > 0, there exist positive constants &, and 7, such that

(b(x), VVg.0(x)) = (b(x), VVg o (x)1g(x)

0 Vo.o-1(x)

5.13
( ) 2 VQ,I(x)

(B(x), VVg,2(x))Lpe (x)

< kol (x) — k| Vo,0(x)Lis(x) — K1V0,0—1(x)Lic; (x)

for all x € R?. By (3.2), there exists some compact set K O B, independent of 6,
such that

(5.14) Tr(a(x)VQO,g(x)) < (15(x), VVg.0(x)), xeK°.

First, suppose 6 € [1,2]. Then J[Vg ¢1(x) is bounded by Lemma 5.1. Thus, (3.3)
holds with ¢; = K—2‘ and for cg(f) we can use the sum of K(’), the supremum of
the left-hand side of (5.14) on K, and a bound of J[Vp ¢l(x). When 6 > 2,
A+ xD*>?3, [Vg,01(x) is bounded by Lemma 5.1, and the result follows by com-
paring Ju[Vg,01(x) to (b(x), VVp ¢(x)) in (5.13).

Equation (3.4) follows from [18], Theorems 3.2 and 3.4, and [40], Theorem 5.1
(for the case when 6 = 1). _

We now turn to part (ii). Consider Vg _,(x), where Q is givenin (5.8),and p > 0

such that p|| Q||% < 6. We have

Lo o s o b (b(x), 0x)
(b(x), VVg,p(x)) = (b(x), VVg p(x)[1g(x) 4 peP ™ 0¥ =m0 (x)
{x, Qx)2
for all x € R?. By Lemma 5.2, it is clear that there exist constants Ko > 0 and
k1 > 0, such that
(b(x), VVg p(x)) < Rolp(x) —&1 Vg p(x),  xeR9.

Thus we obtain (3.6). Finally, according to [40], Theorem 6.1 (see also [20], Theo-
rem 5.2) we conclude that {X (f)};>0 admits a unique invariant probability measure
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1t(dy) such that for any § > 0 and 0 < y < ¢y,
— ~ =8
|8 PX(dy) = T(dy) g, < CVp e, xeR%i=0,

for some C > 0. [

PROOF OF THEOREM 3.3. We first consider the case ¢ < 0 (note that 7 de-
pends on the noise present. If the noise is only a Brownian motion, then £ = ¢).
We use a common test function for all three cases. In this manner, the result is
established for any combination of the driving processes (a)—(c). We let

! 1
G(1) ::/ ds, teR,
—00 |S|V +1

for an appropriately chosen constant y > 1, and define w := (M e, h(x) :=
(w, x), and V(x) := G(h(x)). Then ¢ < 0 is equivalent to (w, £) > 0. Note that
the second derivative of G(¢) takes the form

7!
(7] + 1)
where we use the positive sign for ¢+ < 0, and the negative sign for # > 0.

Suppose (1.1) is driven by a Brownian motion. We select a constant g > 0 such
that B=! > y (i, £) 7! sup, cga |0’ (x)|%. Let Vg(x) = V(Bx) for B > 0. An easy
calculation shows that

G'(t) = %y

AXVg(x) = %Tr(a(x)vzvﬂ (X)) + (b(x), VVp(x))

2 BUW,E) + (e,x)7)

S
BT ey 4 BL2
lh(BxX)|” +1

| A ——
(|h(BX)|Y +1)?
>0 Vx € RY,

(5.15) > —p?

Thus, {V(BX(t))};>0 is a bounded submartingale, so it converges almost surely.
Since {X ()};>0 is irreducible, it can be either recurrent or transient. If it is recur-
rent, then V (x) should be constant a.e. in R, which is not the case. Thus {X ()} >0
is transient (for a different argument, also based on the above calculation; see [53],
Theorem 3.3).
We next turn to the case that L(¢) is an «-stable process (isotropic or n(it). Here,
+o

we select constants 0 <8 < 1, and I <y < éa (e.g., we can let § = 5%, and

y = 3%). We claim that, there exists a constant C such that

(5.16) T [V1x)| 5#, x eRY,
lh(x)|” + 1

and that the same is true for the anisotropic kernel Je. Since & > 1 and
JalVel(x) = B¥T[V1(Bx), then given a bound as in (5.16) we may select 8 > 0
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and sufficiently small, so that AX Vg(x) > 0, and the rest follows by the same
argument used for the Brownian motion.

To obtain (5.16), we proceed as follows. First, note that the anisotropic case
follows from the one-dimensional isotropic. This is because the generator of the
anisotropic process is a sum of generators of one-dimensional isotropic processes.
Second, observe that it suffices to prove (5.16) in the one-dimensional situation
only. Namely, since V € C LI(R?) (recall that y > 1), we have

1 d
3uVI) =5 [ (V49 + Ve =y - V)i xR

Here, C1'1(R?) denotes the class of C!-functions whose partial derivatives are
Lipschitz continuous. Since V(x) = G({w, x)), it is constant on each set {x €
R?: (i, x) = constant}. Thus, without loss of generality we may choose x = ¢,
for ¢ € R, and w to have unit length. Consider an orthonormal transformation of
the coordinates via a unitary matrix S so that the first coordinate of y = Sy is along
w. Due to the invariance of the kernel under orthonormal transformations, without
loss of generality, we may choose w = e’l. Then (w, x) = x1, and
dy

1
BVIW =5 [ (G014 30+ G =) ~26() s, reR

Finally, since

d—1 (d+a) — d—1 2 2 (d+a)
RY (y12_|_...+y§) T R (14_%4_...4_%) -
1 1

. C
|y |1+’

we conclude that

C d
JalVIE) = 3 /Rd(G(xl + D)+ Gy — y1) + 2G(x1))|yl|%, xeRY.

Now let us prove (5.16) in the one-dimensional case. We decompose the integral
as in Lemma 5.1, choosing a cutoff radius r(¢) = 9 v 1 for this purpose. First, we
write

1 dy
~a V — 1 _ 2V// d )—
TulVICH) fg\{o} (/0 =032V (1) dr)
1 dy
5.17 %4 dr | ——
( ) + »/B,.(XD\'B (~/0 Y (x * ty) t) |)’|1+a

1 dy
+/ (/ Vix 4+t dt)—.
we \Jy Y (x +1y) N

r(x])
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We first bound the third integral in (5.17). Provided y # 0 (and recall that without
loss of generality we may assume that w = 1), we have

! ! |yl
Vix+t dt‘f/ — = dr
‘/o e y) 0 |x+ty|lr+1

o
< / S S
—oco |x + sV +1
Using (5.18), the absolute value of the third integral in (5.17) has the bound

(5.18)
= [|Glloo-

K1 K1

Ko
(5.19) IGIl f = < =—
B |y|1+a (xPv D =[xl +1 7 h@)r +1

for some positive constants kg and k1. Next, we bound the second integral in (5.17),

which we denote by J,2[V](x). For |y| < |x|® and |x| > 275, it holds that 2[x|* <
|x|, and 2|y| < |x|. Thus, |x| <2|x + ty| for all # € [0, 1]. So we have

! |yl dy
TJa2[V]x 5/ (f )dt
| o,2 ( )| 0 By \B |x —|—ty|7’ +1 |y|1+0[

1 2 d
[0, b
0 \JB,u\B [x]” + 1|yl

2 dy
|h(x)|V +1 /36 |yl
_ 4
(@ —D(h@)| +1)

(5.20)

For |x| < 21 , we use the following bound:

(21 =+ DT, 2[V]||oo
A + 1

Finally, we bound the first integral in (5.17). We use the second derivative of G(¢),
and the inequality

(5.21) 3a2lVI)| < [Ta 2l V] <

|27 <]
(2" +D* 7zl +

zeR,

to obtain
lx +ty[7 ! yi2d
(Ix +ty|Y +1)2

<Vf( — ) 2l
|x+ty|V+1

1 1
‘/ (1—t)yZV”<x+ry>dr'sy/ (11
0
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For x e R, y € B\ {0} and r € [0, 1], we have
x| +1=lx+1y —ty]" +1
<kolx +ty|V + Kkoltyl” +1
<kolx +tyl" +x1+1
<ko(lx +eyl” +1)

for some positive constants kg, 1 and x>. Thus,

‘/ <f1(1 — YV (x —|—ty)dt> dy
B\(0} \JO ||+

Y K2 2 dy
(5.22) = Ai'/ |yl
h)Y + 1By~ [y['+e
lhol” +1

for some positive constant k3. The inequality in (5.16) now follows by combining
(5.19)-(5.22).

We now consider case (c). We follow the same approach, but here scaling with
B has to be argued differently. Here, we can choose any constant y > 1. We need
to establish that

(5.23) AXVg(x) = Ju[Vpl(x) + (b(x), VVp(x)) >0,  xeR%
Recall that v(dy) is supported on {rw: t € [0, 00)}. Let v(df) = v(d(rw)), and
define
! |B{w, x)|” +1
H = —1)ds.
p(t. %) /o <|<uv,ﬁ(x+szw)>|y +1 ) ’
We have

3v[vﬁ](x)=/[0 (Vp(x + tw) — Vﬁ(x))ﬁ(dt)—/ (tw, V Vg (x))5(dr)

,00) [0,00)
1
:/[.0 )/(; (tw, VVg(x + stw) — VVg(x))dsD(dr)
00

Bt{w, w) ~
= —————— Hg(t, x)v(dr).
[0,00) |B{w, x)|V + 1
Clearly, if (w, w) = 0, then (5.23) trivially holds. Assume now that (w, w) > O.
According to (5.15), a sufficient condition for (5.23) is

(5.24) lim sup sup tHg(t, x)v(dt) =0.
B—0 xeRd /[0,00)
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Clearly, —1 < Hg(t, x) <0fort > 0and x € R, (i, x) > 0. Also,

/1 —|Bst(w, w)|”
— ds
0 |Bst{w,w)|¥ +1

1 n Y +1
5/ < inf _ |B(w, x)|¥ + —l)ds
0 \xeR4,(w,x)>0 [{w, B(x + stw))[V + 1

< inf Hg(t, x)

T xeR4, (,x)>0

< sup Hg(t, x)

xeR4, (w,x)>0

1 7 Y 1
5/ ( sup _Ptw, ) + —1)ds=o.
0 \yeRrd (ip.x)>0 (W, Bx +stw)) [V + 1

This, together with reverse Fatou lemma, gives (5.24) on the set {x € RY: (i, x) >
0}. In particular, this means that there exists some By > 0 such that

(b, £) 4o~
, R4, (w, x) > 0.
2. w) X € (w, x)

(5.25) f[o g (1,2 (dn) = =

On the other hand, if (w, x) <0, then Hg, (s, x) > Hg,(s, —x), so that (5.25) holds
for all x € R?. In turn, (5.25) implies that

1 Bo((, €) +2{e, x)7)

= >0, x e RY,
2 |h(Box)|” +1

Il Va1(x) + (b(x), V Vi, (x)) >

Finally, if (w, w) < 0, we proceed analogously. This completes the proof of case
().

We now turn to the case ¢ = 0. Suppose that the process {X (t)};>0 has an in-
variant probability measure 7(dx). Let 1 g(x) and Ay g(x) denote the two terms
on the right-hand side of (5.15), in the order they appear. Applying 1t6’s formula
to (5.15), we have

AT,
(526 EF[V(BXG A1) - V(D= T E“[ fo hi,ﬁ(xm)ds},

i=1,2

where T, denotes the first exit time from B,, r > 0. Note that /], g(x) is bounded
and hj g(x) is nonnegative. Thus we can take limits in (5.26) as r — o0, using
dominated and monotone convergence for the terms on the right-hand side, and
obtain

E*[V(BX0))] -V =1 Y higndy), 120
i=1,2
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Now divide both the terms by ¢ and 8, and take limits as t — oo. Since V (x) is
bounded, we have

[, mpeom@o + [ B o peoma) <o.

Since ,B_th g(x) tends to O uniformly in x as B\ 0, and is bounded, we must
have [pa ,B_lhz,,g(x)n(dx) — 0 as B\ 0. However, since ,3_1}12,/3()6) is bounded
away from 0 is the open set {x € R?: (e, x)~ > 1}, this is a contradiction in view
of the fact that t(dx) has full support (due to open-set irreducibility of {X (¢)};>0).
It is clear that the proof for the «-stable (isotropic or not) and the Lévy are exactly
the same, since .AX V (Bx) shares the same structural property in all these cases.
This completes the proof of the theorem. [

REMARK 5.1. Since M is a nonsingular M-matrix, its eigenvalues have pos-
itive real part. According to this, it is well known that the so-called Lyapunov
equation SM + M'S =T admits a unique positive definite symmetric solution S
(which is given by S = [ e M'te=Mt 45) Further, recall the definition in (3.1),
and assume that a(x) satisfies (3.10). It is straightforward to show that for any
0 € O, there exist positive constants ¢;, i =0, 1,2 and s , such that

AN Vs,p(x) <@ = &lx|"Lie () + Ealx "Ly (). x € RY,

and over all Markov controls v € 4gy. This implies that any invariant probability
measure Tt(dx) of {X (¢)};>0 (if it exists) satisfies

co ©
-+ =

(5.27) / x| Te(dx) < .
R4 c1 8¢

+\ 0=
|, (e m.
Thus, if the integral on the right-hand side of (5.27) is finite, then T € Py (RY).

We need to introduce some notation, which we fix throughout the rest of the
paper.

NOTATION 5.1. We let x (¢) be a smooth concave function such that x (r) =t
forr < —1,and x(t) = —% for t > 0. Also x(t) := —x (—1t). Thus this is a convex
function with y (¢) =t for¢t > 1 and x () = % for r <0. We scale x(¢) to xg(t) :=
R+ x(t—R),ReR.So xg(t)=tfort <R —1and xg(t)=R— § fort > R.

We recall the definitions of @ = (M ~1)’e, and ﬁ(x) = (w, x), from the proof of
Theorem 3.3, and additionally define

F(x):=x(h(x)), and Feg(x):=xgoF(x), xeR%kx>0R>0,

where F“(x) denotes the xth power of F'(x).
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Recall that Theorem 3.3, under the assumption that 1 € ®., shows that if ¢ <0,
then the process {X (#)};>0 does not admit an invariant probability measure under
any Markov control satisfying I"v(x) = 0 a.e. In Lemma 5.7 which follows, we
show that the same is the case if 1 ¢ ®.. Therefore, 0 > 0 and 1 € ®, are both
necessary conditions for the existence of an invariant probability measure.

LEMMA 5.7. Suppose that (1.1) is driven by either or both of:

(1) An a-stable process (isotropic or not).
(i) A Lévy process with finite Lévy measure v(dy) which is supported on a
half-line in R? of the form {tw: t € [0, 00)}, with (e, M~ w) > 0.

A diffusion component may be present in the noise, in which case we assume the
growth condition (3.2). Under these assumptions, the following hold.

(@) If 1 ¢ O, then the process {X (t)};>0 is not ergodic under any Markov con-
trol v € Mgwm satisfying I'v(x) =0 a.e.

(b) Suppose 1 € O, and that under a control v € gy such that 'v(x) =0
a.e., the process {X (t)}:>0 has an invariant probability measure T(dx) satisfying
Jra ((W, x) TP~ R(dx) < oo for some p > 1. Then, necessarily p € ©. and p > 0.

(c) In general, if an invariant probability measure T(dx) (under some Markov
control) satisfies [pa ({0, x)T)PT(dx) < 00 for some p > 1, then necessarily p €
O.

PROOF. Recall Notation 5.1. Note that Fi g(x) is smooth, bounded, and has
bounded derivatives. Thus, if {X (¢)};>0 is positive recurrent with invariant proba-
bility measure Tt(dx), we must have T(AX F¢.r) =0. Note also that F(x) is posi-
tive and bounded away from 0. For f € C 2(RY), let

1 3oL F1(x if1e0,,
(5-28) Aff(x) = 2 Tr(a(x)sz(x)) * l:}iL[vJE;(](ic) otherwise.
We have
(5.29) AXFe r(x) = AXFe g(x) + xR (F* (0)){b(x), VF* (x)).
Let
hie(x) ==k %' (A () F*~ (x),

i (x) i= he(x) (e, x)7,

~ 1
Fer(x) = Ex,/é(F"(x))(h,((x>)2|c’(x>w|2.

A simple calculation shows that for any control v(x) satisfying I"'v(x) =0 a.e., it
holds that

(5.30) (b(x), VF*(x)) = h (x)(=0 + (e, x)7).
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We also have
1 o
AXFe r(x) = S XR(F*(x) Tr(a(x)VZF* (x)) 4 Fe g (x)

3U[FK,R](-X) if 1 € O,
J1.v[Fe.r1(x) otherwise.

Integrating (5.29) with respect to (dx), and using (5.30) to rearrange terms, we
obtain
sany  ORXR(PR) = TOR(F)AY ) ()
+R(Ir[F*]) + T(F.R):
with

3V[FK,R](X)_X;Q(FK(X)):KV[FK](X) if 1 € O,

F* =
Ix[ I Il Fe R1G) = xR (FC())J10[F€](x)  otherwise.

1

Note that we can always select xr(¢) so that X;é (t)=— for t > 0. Thus, in

H_l’
view of (3.2), there exists some positive constant C such that
(5.32) |Ferx)|<C(14+F'(x)), xeRY R>0.

Let k € ®., k < 1. Then the functions Jz[F*](x) and ﬁK,R(x) are bounded,
uniformly in R, and converge to 0, on compact sets as R — o0o. Thus, we can take
limits in (5.31) as R — o0, to obtain

(5.33) T([AXF]7) + om(h) = T([AXF<)Y) + Rk,

We next prove part (a) of the lemma. First, consider the process in (ii). The map
x > Tr(a(x)V2F*(x)) is clearly bounded on R, uniformly in « € (0, 1), and

1
534 J[Fe) = /ﬁ /0 (1= 1)y, V2F (x + ty)y)div(dy),

since (1, w) > 0. Thus [AX F¥]~ (x) is bounded uniformly in « € (0, 1). If ®. =
(0,6,), then infycp AX F¥(x) — 0o as k ' 6, and contradicts (5.33), which is
valid for all k € ®.. In the event that ®. = (0, 6.], we express the integral of
(5.29) as

(5.35) WA Fer]™) +0m(x(F*)he) = T([LAS Fe.r] ") + R0t (F€)he).

and evaluate (5.35) at any « € (6., 1]. Again, J1,,[ Fi, rR](x) has the bound in (5.34),
implying that [Aff Fe.r(x)]™ is uniformly bounded over R € (0, co). Thus, we can
take limits in (5.35) as R — o0, to reach the same contradiction.

In the case of the process in (i), a straightforward calculation, using the estimates
in the proof of Lemma 5.1, and the one-dimensional character of the singular in-
tegral as exhibited in the proof of Theorem 3.2, shows that there exists a positive
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constant Cy such that [J,[F*“]]~ (x) < fT‘K for all x € R?. This bound can be eas-

ily obtained by using the first integral in (5.17) over R¢ instead of B, to compute
JaulF*](x). Let

Dy = {x eR?: 0 < (W, x) <ro}, 5,0 = {x eR: 1y < (w, x)}.

We fix any ro > 1, and estimate Jo[F*“](x) for x € D,,. The part from the first
integral in (5.17) over B is bounded below uniformly in x € (0, @) by some con-
stant —C;. We evaluate the remaining part by using the third integral in (5.17) with
r(Jx|) = 1. Taking advantage of the one-dimensional character of this integration,
and assuming without loss of generality that (w, e1) = 1, in order to simplify the
notation, we obtain

/_I(F"(x ren) — FE)—S_ 5 —FK(x)/_1 A e
oo |t|1+°‘ - o0 |t|1+°‘ - ’
for a positive constant C3 independent of ry or «. Using the inequality, |s + ¢|“ —
Is|€ > 2% |t]€ — (1 — 27%)|s|*, which is valid for any 0 < s <7 in R, we have

o0 dr 1 [ dt
K K —_= K
/1 (F (e re0) = F* () g 2.2 /1 i

I o dr
—(1=2"% K/ -
( )ro L
27«
>

T a—kK

— Csro,

where C3 is the same constant used earlier. Let rg be large enough so that ﬁ(ﬁro) <

#R(Dm). It is clear that J,[F*](x) is nonnegative if (w,x) <0, for all «
o C

1
sufficiently close to «. Therefore, combining the above, we have

/Rd To[F¥](x)T(dx) Z/D Jo[F ](x)ﬁ(dx)+/5r0 To[F¥](x)T(dx)

o

and we obtain a contradiction in (5.33) by letting ¥ ' «. Note that since w has
nonnegative components, the preceding argument applies to both the isotropic and
anisotropic Lévy kernels. This completes the proof of part (a).

We now turn to part (b). Suppose first that fRd|X|QC_1ﬁ(dX) < 00, and O, =
(0, 6.). We apply AX to Fie.r(x), for k € (1, 6;), and note again that the function
Jr[F¥](x) is bounded, uniformly in R, and converges to 0, on compact sets as
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R — o0. Moreover, since ¥ > 1, and w has nonnegative components we have
AX F¥ > 0 by convexity. Thus, taking limits as R — oo, (5.33) takes the form

(5.36) omt(hye) = T(AXFX) + T (hy).

It is thus immediately clear that ¢ > 0. It also follows from (5.36) that w(h, ) — oo
as k /' 6., which contradicts the original hypothesis that [pa|x |9~ 17(dx) < oo.

Next, we consider the case ®, = (0, 6.]. If the a-stable component is present,
then necessarily 0, < «, and we can follow the technique used for part (a). If a dif-
fusion part is present we argue as follows. We suppose that Jra |x|%—1Fem(dy) <
0o, for some € > 0, and select k = 6, 4 €. Then T(F g) vanishes as R — oo by
(5.32) and the hypothesis. Thus, again we obtain from (5.36) that ©t(h,) — oo as
R — oo, which contradicts the original hypothesis that [pa |x|%~1*em(dx) < oo.
This, together with Remark 5.1 proves (b).

Concerning part (c), in general, under a Markov control v € Lgn, (5.30) takes
the form

(b(x), VFP(x)) = px' (h(x)) FP~ (x) (=& + (e, x) ™ — (0, T'v(x))(e, x)F),

and following through the earlier calculations for p > 1, we see that (5.35) now
takes the form

T(AXF, r) +T(xR (FP)hp)
537y SOR(xgr(FP)hp)
+ /Rd xR (FP(0)) px’ (h(x)) FP~L(x)(, Tv(x))(e, x)TT(dx).

Taking limits in (5.37) as R — oo, the right-hand side reaches a finite value by
the hypothesis and Remark 5.1. In view of the decomposition of AX F p,R(X) in
(5.31), and the growth estimate in (5.32), this implies that E(Aff FP) < o0, from
which we deduce that p € .. O

REMARK 5.2. It can be seen from the proof of Lemma 5.7, that the conclu-
sions of parts (b) and (c) are still valid if we replace the «-stable process in (i) with
a subordinate Brownian motion, such that 6, < oo.

REMARK 5.3. The hypothesis (w0, w) = (e, M~ 'w) > 0 in Lemma 5.7(ii)
cannot, in general, be relaxed. The following example demonstrates this. Let
M =1, any constant control v € A, and (w,w) < 0. Consider the function
V(x) =Vgex) + V(x), with V(x) =¢(Ble,x)T), B >0, and ¢(t) = e’ for
t > 1, and ¢(¢) =1 for t <0, and smooth. It is straightforward to verify that
AXV(x) = 0if (e, x) <0, and that AXV (x) < Ky — K{f/(x) if (e, x) > 0, where
K and k| are positive constants. Adding this inequality to (3.3), and since for some
positive constants C and R we have V(x)>CV(x) forx € KsN B%, we obtain
AXV(x) < Ky — ki V(x) for some positive constants «; and «’, and all x € R,
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This shows that the process is exponentially ergodic. This is an example where the
direction of jumps is beneficial to ergodicity.

COROLLARY 5.1. Assume the hypotheses of Theorem 3.1, and (3.2). Then,
every invariant probability measure T(dx), corresponding to a Markov control
v € Usm such that I'v(x) = 0 a.e., under which the process {X (t)};>¢ is ergodic,
satisfies

(5.38) 0 =A;d(e,x)*ﬁ(dx).

PROOF. We scale x(#) by defining x,(¢) := x(r + 1) —r for r € R. Then
we observe that (5.31) holds with « = 1 and F*(x) replaced by x, o h(x) for
any r € R. Note that when « = 1, all the integrands in (5.31) are uniformly
bounded in r € (0, 00), and we have Aff Xr 0 h(x) > 0 due to convexity. Moreover,
lim, 00 T(AX X 0 1) = 0, limy 00 (X 0 /) = 1, and lim, oo (% () (e, 1) 7) =
t({e, -)7). Thus, taking limits as » — oo, we obtain (5.38). [J

REMARK 5.4. Corollary 5.1 has important implications for queueing systems
in the Halfin—Whitt regime. Suppose that I" = 0, so that jobs do not abandon the
queues. Let v € gy be a scheduling control under which the process is ergodic.
Then (5.38) asserts that the mean idleness in the servers equals the spare capacity.
Note that there is a certain stiffness implied by this. The mean idleness does not
depend on the particular Markov control.

PROOF OF THEOREM 3.4. Part (b) follows from Theorem 3.2(i), Lemma 5.7,
Remark 5.1, and Corollary 5.1.

We continue with part (a). The upper bounds follow from [18], Theorem 3.2.
We next exhibit a lower bound for the rate of convergence. Consider first the case
when the SDE is driven by an «-stable process. We apply [26], Theorem 5.1, and
use the same notation to help the reader. We choose G (x) = F“~€(x), for arbitrary
€ € (0,a — 1). We have shown in Lemma 5.7 that T(F*~¢) = oo. Further, from
the Lyapunov equation in (3.3) by Itd’s formula, and setting & = o — €, we have

E [Voa—e(X(1))] = Vog—e(x) <cola —€)t,  xeR%
Dominating F“~¢(x) with Vg o_¢(x) and write
EX[F*(X(®)] = Ci(cola — )t + Vg a—e(x)) =: g(x, 1)

for some positive constant C. Next, we compute a lower bound for T({x: G(x) >
t}). From (5.35), with k = 1, we have

on(x (F)h1) = T(AS F1.e) +T(x; (F)h).
Subtracting this equation from (5.36), we obtain

om(h1 — x,(F)h) = ’R(AX(F — F1))) + T (h1 — x[(F)hy).
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Note that all the terms are nonnegative. Moreover, Af (F — F1,1)(x) is nonnegative
by convexity, and thus

T(AZ (F = F1.0)) = inf (AT (F = F1.0) (0))7(B)

> AY(F = F1.)(0)T(B).
Recalling the definitions of the functions in Notation 5.1, it is then evident that
T({x: (W, x) > t}) >T(h1 — x/(F)h1)

(5.39) =0~ 'WB)AL(F — F1.)(0)

> Cot' ™,
Therefore, by (5.39), we have

T({x: Gx) = t}) =7({x: (0, x)*" >1})

—7([x: (B, x) > 13- ))

i =i f (1),

We solve yf(y) =2g(x,t) for y = y(t), to obtain y = (C{12g(x, t))(f%:, and

| V

1—o 1-

F) =Ca(C5 ' 2g(x, 1)) T = C3(cola — €)f + Vg g—e(x)) ¢

52

with
= QC)TEC).
Therefore, by [26], Theorem 5.1, and since € is arbitrary, we have

|8 PX (dx) — () |1y = FO) — glx,1)

(5.40)

= 73(6'0(0[ —e)r+ VQ,a—e(x))l_:

S

forallt >0and e € (0,0 — 1).

We next derive a suitable estimate for the constant co( — €) as a function of €,
for a fixed choice of Q. First, evaluating at x = 0, it follows from (3.3) that co(« —
€) > Jy[Vg,a—el(0). Thus, for some positive constants ko and « independent of
€, we have

0@ =€) 2 ulVou-dO = [ (Vou-e(r) = Vou- E(0>)| ]

On the other hand, as shown in the proof of Theorem 3.2, co(8) can be selected
as the sum of the supremum of J,[Vp ¢](x) on R4, and a constant that does not
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depend on 6. An upper bound for Jo[Vg o—el(x) can be obtained from the proof
of Theorem 3.2 by using (5.3), (5.5) and (5.6), together with the fact that the radius
r defined in the proof is bounded over the range of €. However, we follow a more
direct approach. Note that V Vg ¢(x) is Holder continuous with exponent & — 1 on
R4, that is, it satisfies IVVooe(x) —VVoe(W)| <kl|x — y|?~! for a positive con-
stant ¥ which is independent of 6 € (1, 2]. Using this property, and the fact that the
second derivatives of Vg ¢(x) are uniformly bounded for 6 € (1, 2], decomposing
the integral as in (5.4), we obtain

|jOl[VQ,O{—€](-x)|

~ ! dy
<ot | [ [0 VVouclr +19) = VVpue)ar—os

. K1
<ko+ —

for some positive constants k¢ and £; which do not depend on €. Using this esti-
mate in (5.40), we obtain the lower bound in (3.8).
For a Lévy process in (ii), following (5.39), we obtain

(5.41) T({x: (0, x) >1}) ZCz/ )

{{w.x)

|x[v(dx).
>t}

Since (5.41) does not give rise to an explicit estimate as in (5.39), we apply [26],
Corollary 5.2. For € € (0, %), we define

-~ Oc—€ €
W(x):= FO %), F():=tf-Te,  h(t):=1 T,
and
g(x,1):=Ci(co(Bc — €)1 + Vg g,—e(x)).

Then the hypotheses in [26], Corollary 5.2, are satisfied. By the preceding defini-
~ 1-3¢
tions, we have F (t)h(t) = t%-T+< . Thus

_ Oe—1+2¢

(F - ) = )’961:1;E , and h((ﬁ . h)_l(y)) =y~ I3 ,

Therefore, by [26], Corollary 5.2, for every x € RY, there exists a sequence
{ta}tnen C [0, 00), 1, — 00, such that

Oc—1+2¢

8. PX (dx) —To(dx) |1y = g, )™ T3¢,

which establishes (3.9). This completes the proof. [
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5.3. Proof of Theorem 3.5. We start with the following lemma.

LEMMA 5.8. Under the assumptions (i) or (ii) of Theorem 3.5, there exists
Q € M such that

MQ+ QOM =0, and

(5.42)
(M —ev' (M —T))0+ Q(M — (M — I')ve') > 0.

PROOF. First, consider (i) of Theorem 3.5. Since M is a nonsingular M-
matrix, v := M~ (Mv — I'v) is a nonnegative vector which satisfies ¢/t < 1. The
result then follows by (5.9).

Next, suppose that M is a diagonal matrix and I"'v # 0. If d = 1, the assertion
is trivially satisfied. Assume d > 2 and define o := M~ 'I"v, D := 10 — v and Ay :=
M k(H + ve’) for k = 1,2. By assumption ¥ # 0. Further, observe that M — A| =
(I" — M)ve' has rank one. Thus, according to [30], Theorem 1, in order to assert
the existence of a positive definite matrix Q satisfying (5.42), it suffices to show
that the spectrum of A; lies in the open right half of the complex plane and that
Aj does not have real negative eigenvalues.

We first show that A does not have real negative eigenvalues. Suppose that —A,
with A > 0, is such an eigenvalue. Then

0 = det((Al + M?) ™) det(M + A,) = det(I + (AL + M?) ™' M?ie)
=1+ (M + M2~ M2,
which implies that /(A + M?)~'M?) = —1. But
¢ (M + M) ' M5 > ¢ W1+ M?) "' M?5 — & (A4 M?) ™ M

oy m
> | min 5 |e'v — [ max 5 ) >—1
i A+m i A+m

i i

which is a contradiction.
Next, we show that the spectrum of A lies in the open right half of the complex
plane. Suppose that 14, A € R, is an eigenvalue of A;. Then, since

0 =det(A; —1Al) = det(M — tAl) det(T + (M — 1 Al) "' Mie'),
we have that
0=det(I+ (M —Al)"'Mde') =1+ (M —1A) "' MD
d 2

d ~
miz Uk A Vg

:1+Z zk —HZzi'
=1 mk—{—k2 P mk—l—k2
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However, it holds that

m2v
—Z k 2_l—ev—O
= Mt + A2 klmk + A

Thus we reach a contradiction. This shows that the matrix A;(¢) := M+ (tv —
v)e’) cannot have any imaginary eigenvalues for any ¢ > 0, nor does it have a zero
eigenvalue. Moreover, for all small enough ¢ > O the spectrum of A;(¢) is in the
open right half of the complex plane by Lemma 5.5. Hence, by the continuity of
the spectrum of A (¢) as a function of ¢, it follows that the eigenvalues of A1(¢)

are in the open right half complex plane for all # > 0, which concludes the proof.
O

PROOF OF THEOREM 3.5. Consider the function Vg ¢(x), 6 > 0, with Q as
in (5.42). Let b(x) := b(x) + ¥, x € R?. Thus Vp.,0(x) is an inf-compact function,
and satisfies

(5.43) (b(x), VVg.o(x)) <) —KkVoe(x),  xeRY,

for some constants «, > 0 and x| > 0 by Lemma 5.8. Then by Lemmas 5.1 and 5.3,
and mimicking the proof of Theorem 3.2, we obtain (3.11), while (3.12) follows
from [40], Theorem 6.1.

We now turn to the last statement of the theorem. It is well known that (3.11)
implies that [pa Vg ¢ (x)T(dx) < Z—? see [40], Theorem 4.3. Thus fRd|x|9ﬁ(dx) <
oo. It remains to show that if ¢ > 0 and g ¢ O, then [p4|x|?T(dx) = oco. Recall
the definition in (5.28). We write

(5.44)  AXVge(x) = (AXVoe(0))" = (AXVoe(x))™ + (b(x), VVg o (x)).
It is standard to show by using (5.43) and (5.44), together with Lemma 5.1, which
holds for all # € ®,, and the arguments in the proof of [5], Lemma 3.7.2, that

— /d<l;(x), VVg,0(x)T(dx) —I—/d(AfVQ,g(x))_ﬁ(dx)
(5.45) R R
_ /Iz& (AX V() (@)

for all x € R and 6 € ©,. Note that there exist positive constants Co and C; such
that
(546)  —Co—Cy'{b(x). VVg,e(x)) < |x]” < Co — Ci{b(x), VVg 9 (x))

forall x e RY and 6 € O..
First, we consider the case ®,. = (0, 6,.). A standard calculation shows that

5.47 inf AXV, )
(5.47) Inf A, Q,e(x)e—/—efoo
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Thus, combining (5.45)—(5.47), and since (.AX Voo (x))” <k(1+ 1x|?), we obtain
Jra leen(dx) — 00 as 8 6. This implies the result by Remark 5.1.

It remains to consider the case ®, = (0, 6.]. Suppose that [pa|x 19Tt(dx) < oo for
some 6 > 6. Recall the function x(#) from Notation 5.1, and let Vg(x) := xg o
Vo.0(x). Since Vg(x) — R — 2 is compactly supported, we have T(AXVR) =0
Thus,

AXVr(x) = AXVR() + xz (Voo (0))(b(x), VVo,6(x)),
and integrating this with respect to m(dx), and using (5.46), we obtain

€1 [, xk(Vo.a()(Co+ Ixl” o) + [ [A¥Va]"(0)R(dn)
(5.48) R R
> /R [AXVR]T ()T (dx).

It is important to note that since a(x) satisfies (3.10), the estimate in (5.32) here
takes the form |FK r(x)] < C( + F?(x)), and thus n(FK r) — 0as R — oo, by
hypothesis. Since have a similar bound for (J,[Vz])™, and (J1,,[Vr]) ™, the left-
hand side of (5.48) is bounded uniformly in R, whereas the right—hand side di-
verges as R — oo, since 6 > 6.. Thus we reach a contradiction. This completes
the proof. [J

5.4. Some results on general drifts. In this section we discuss ergodic prop-
erties of the solution to (1.1) in the case when it is governed by a more general
drift function. We assume that b(x) is locally Lipschitz continuous, and there ex-
ists ko > 0 such that (x,b(x)) < ko(1 + |x|?) for all x € R¢. Then (1.1) again
admits a unique nonexplosive strong solution {X (#)};>0 which is a strong Markov
process and it satisfies the Cp-Feller property (see [1], Theorem 3.1, and Propo-
sitions 4.2 and 4.3). Furthermore, its infinitesimal generator (AX, D 4X) satis-
fies Cz(Rd) C D x, and AX |2 (Rd) takes the form in (1.2). Therefore the cor-
responding extended domain contains the set D (defined in (2.1)), and on this
set for AX f(x) we can take exactly A¥ f(x). Irreducibility and aperiodicity of
{X (¢)}s>0 with this general drift can be established as in Theorem 3.1. The follow-
ing corollary provides sufficient conditions on the drift function such that the pro-
cess {X(?)};>0 exhibits subexponential or exponential ergodicity properties anal-
ogous to Theorems 3.2 and 3.5. The proof is similar to the proofs of those two
theorems.

COROLLARY 5.2. Suppose that {X (t)};>0 satisfies the assumptions of Theo-
rem3.1,and 6 € ©O.
(1) If0 > 1, a(x) satisfies (3.2), and there exists Q € M such that
b cyv(dy),
lim sup (b(x) + 71+ [5c yv(dy), Ox)

[x]—00 |x|

<0,

then the conclusion of Theorem 3.2(i) holds with rate r(t) ~ tfe=1,
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(i) If6 € (0, 1),

b(x),
lim sup leio” =0, and limsup % <0
|x]—o00 |x] |x]—o00 |x|

for some Q € My, then (3.4) holds with rate r(t) = t96+19—79176 for € € (0,6, +
0—1).
(i) If a(x) satisfies (3.10), and limsup,,|_, o, o). 9%) () for some Q € M.,

|x[2

then there exist positive constants co, c1, such that
AXVg.0(x) < co—c1Vg,o(x), x e RY,

The process {X (t)};>0 admits a unique invariant probability measure T € P(RY),
and for any y € (0, c1),

lim e’ [nP,(dy) —=T(dy) |y =0, mePo(RY).

(iv) Suppose that 6(x) is bounded, and there exist 0 > 0 and Q € M such
that (3.5) holds and

lim sup (b(x) + 1 + [z yv(dy), Ox) -

|x]—o00 |x|

0.

Then the conclusion of Theorem 3.2(ii) follows.

PROOF. In cases (i)—(iii), we use Vg g(x), while in case (iv) we use VQ, p(X)
with0 < p <6 Q ||_%. The assertions now follow from Lemmas 5.1 and 5.2. [

We next present some general criteria for the convergence rate to be no better
than polynomial. These extend Theorem 3.4.

COROLLARY 5.3.  We assume that {X (t)};>0 satisfies the assumptions of The-
orem 3.1, 0. € [1, 00), and the drift satisfies, for some constant y € (0, 1), one of
the following:

(i) There exists some xo € R? and a positive constant C, such that
(x0, b(x)) > —C (1 + (x0, x)"), (x0,x) = 0.

(i1) There exists a positive definite symmetric matrix Q and a positive constant
C, such that

(0x, b(x)) = —C(1 4 |x|'T7), x e RY,

In addition, suppose that there exists an inf-compact function V € C*(R%) having
strict polynomial growth of order |x|P for some B > 0. +y — 1, such that AXV is
bounded from above in R?. Then, if the process is ergodic, we have the following
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lower bounds. In the case of the a-stable process (isotropic or not), there exists a
positive constant Cy such that for all € € (0,1 — y) we have

l—y—a

(5.49) ¢ (é + V(x)) T <8 PX (dy) — T(dy) |y

forallt >0, and all x € RY.

In the case of a Lévy process in Theorem 3.4(i1) we obtain a lower bound of
the same type as in (3.9). There exists a positive constant 6‘3 (€) such that for all
O<e< %(,B —0,—y+1),and all x e R, we have

Oc+y—142¢
—(Oc+y—1+2¢)

(5.50) |6 PX(dy) = Tedy) |1y = C3(€)(tn + V(x)) 7

for some sequence {t,},en C [0, 00), t,, — 00, depending on x.

PROOF. We use a test function of the form F®(x), 0 <§ <1 — y, with
F(x) = x({(x0, x)) (x(¢) is as in Notation 5.1) for case (i), or F(x) = Vg s(x),
with Vg s(x) as in Notation 3.1, for case (ii). We proceed with the technique in
Lemma 5.7, and show that F¥~1%7(x) cannot be integrable under T(dx), unless
Kk € ©.. We continue by mimicking the proof of Theorem 3.4. Using V, we have

E*[FP(X(1))] < (Cit + V(x)) =: g(x,1).

Note that necessarily g € O.
We estimate the tail of T(dx) using F(1_,) r(x) (instead of Fi g(x)) as

T({y: (x,y)>1t}) > Cotl—r—«,
With G(x) = F*¢(x),0 <€ < 1 — y, we have

T({y: Gy =t} =n({y: ((x, )" >1})
- 1
=7'C({y: (x,y) > ta—e })
> Cztly% =: f(1),
— l—y—a
and solving yf (y) = 2g(x, t) we obtain f(y) = C3(t + V(x)) =<, and thus we
obtain (5.49).
In the case of the Lévy, we define

= B
W(x):= F9c+)/—1+€(x), F(t) :=t0cHy=—T+ h(r) = t—l—el’

with €] = m, and proceed as in the proof of Theorem 3.4, to establish
(5.50). This completes the proof. [
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REMARK 5.5. If we combine Corollary 5.2(ii) and Corollary 5.3(ii), in the
case of an «-stable process (isotropic or not), we obtain the following. First, note
that the hypothesis in Corollary 5.2(ii) allows us to use the Lyapunov function
Vo,a—e for any € > 0, so that the assumption 8 > o + y — 1 in Corollary 5.3
comes for free. Using this Lyapunov function, and applying [18], Theorem 3.2, for
the upper bound, then in combination with (5.49), we obtain

1-y—a

y—¢ I+e—a—0
17

Cu( £ 1017) T < 18:BX 0 ROy = Catere v ) T g

Note that necessarily y > 6 by hypothesis.

APPENDIX: PROOF OF THEOREM 3.1

In this section we prove Theorem 3.1. The assertion for case (i) is shown in [36],
proof of Proposition 3.1 (see also [33], Theorem 3.1). We prove the assertions in
cases (ii), (ii1) and (iv).

PROOF OF CASE (ii). First, observe that PtX (x, 0)>0foranyr > 0, x € R?
and open set O C RY. Indeed, fix 0 < p < % and 0 < & < p, and let xq, yo € R?
be such that |xg — yo| =2p. Let f € C2(R?) be such that 0 < f(x) < 1, supp f C
’Bp_%(yo), and f|%,,,5(y0) = 1. Recall that {X (#)};>0 is a Cp-Feller process with

X . . . . PXf—f X
generator (A%, D 4x) given in (1.2). Now, since lim, [ ~—— — A" flloc =0,
we conclude that
PX(x,B,_:(3))
liminf  inf — v
t\O XE'BP_%(X()) t

PX
> liminf  inf LI
t\O xeBp_% (x0) t

PX f(x)

— AX f )+ AX f(x)

= liminf inf
t\O xeBp_% (x0)

= inf )|Axf(x)|

XE'BP_% (xo

> it [ o)

- xeBpf% (x0)

> inf  v(By—e(yo — x)).
xEBp_%(xo)
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Observe that
U B0 —x) SB\B(0).

xE'Bp7% (x0)
We claim that

inf  v(B,—s(yo—x)) > 0.

xeBp_% (x0)

Suppose not. Then there exists a sequence {x,},en € B,_¢ (xo) converging to
SOMe Xoo € @p_g(xo) such that lim, oo V(B,_s (Yo — x,,)) = 0. On the other
hand, by the dommated convergence theorem (observe that (U, ey B p—s (Yo —Xxn) S
B\ Be(0) and v(B \ B.(0)) < 00), we have that

Jim (B, e (y0 = xn)) = v(Bp—c (30 — Xoo)),

which is strictly positive by hypothesis. Thus, we conclude that there exists ty > 0
such that P,X (x,B,—¢(y0)) > O0forallt € (0, 1], and all x € B,_;(x0). The claim
now follows by employing the Chapman—Kolmogorov equality.

Next, define vi(dy) := v(dy N B), and va(dy) := v(dy N BC). Let {W(#)};>0,
{L1(®)}s>0, and {L2(?)};>0 be a mutually independent standard Brownian motion,
a Lévy process with drift ¢ and Lévy measure v;(dy) and a Lévy process with zero
drift and Lévy measure v, (dy), respectively. Observe that {L(#)};>0 and {L(¢) +
Ly(t)}s>0 have the same (finite-dimensional) distribution. Now define

dX (1) :=b(X (1)) dt + 6(X (1)) dW(t) +dL1(r) +dLa(r),  X(0)=x eRY,
and
dX (1) :==b(X (1)) dt + (X (1)) dW () +dLi(1),  X(0)=x e R,
It is clear that the processes {X(#)};>0 and (X (1)}s=0 have the same (finite-
dimensional) distribution, and by the same reasoning as above, P,X (x,0)>0and
PIX (x,0)>0foranyt>0,x € R4 and open set O C R4 Next, define

T:=inf{t > 0: |X(t) — X(t—)| > 1} =inf{t > 0: |La(t) — Lo(t—)| # 0}.

Now, by construction, we conclude that P*(t > 1) = e RN — o—v(By , and
{X()}s>0 and {X (¢)};>0 coincide on [0, T). Consequently, for any ¢ > 0, x € R4
and B € B(RY), we have

PX(XB)>IP)( t)GBT>t)
=P ( (t)e B, T>1)
=B [E*[1 3y epyLiv=n) [0 {L2(1). 1 = O}]]

= PX(x, BP* (1> 1).
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Thus, according to [55], Theorem 3.2, in order to conclude open-set irreducibil-
ity and aperiodicity of {X (¢)};>0, it suffices to prove that {}A( (t)}i>0 is a strong
Feller process. Further, by [43], Lemma 2.2, for {)A( (t)}s>0 to have he strong Feller
property it is sufficient that that for any # > O there exists c(¢) > 0 such that

(A.T) PX @) = PR )| < et i, )]l flloolx — v

forall f e Cg (R4) and x, y € R?. This is what we show in the rest of the proof.

Let x € CE.’O(]Rd) satisfying 0 < x(x) <1 for all x € R4, supp x < B and
Jra x(x)dx = 1. For ¢ > 0, define x.(x) := s_dx(f), x € R?. By definition,
Xe € CZ (R%), supp xe € @6 (0) and [Ra x¢(x)dx = 1. The Friedrich’s mollifiers
b, (x) ad 6,(x) of b(x) and G(x), respectively, are defined as

by (x) :=n? /]Rd X1(x = y)b(y)dy =/B o X(y)b<x a %) a

and analogously for 6,,. Let « > 0 be larger than the Lipschitz constants of b(x)
and 6(x). Since b, € C®(R?, R?) and 6, € C® (R4, R4*4), we have

. . 1 . . 1
b}, (x) —b' (x)| < —, ol (x) — 0| < —,
n n
0:bix)| <k, |aiciF)| <k, [8ibE ()] < s

4, and

.....

dX,, (1) = by (X (1)) dt + 6, (X, (1)) dW (1) + dL1 (1), X,(0)=x e RY.

In [33], Lemma 2.3, it has been shown that for each fixed r > O there is a constant
c(t,«,8) > 0 such that

(A.2) 1PE () = PR £ (9] < etk )11 flloolx — v

for all f € C2(RY), x,y € R? and n € N. Recall that § = sup, ga[[6~! (x)[| > 0.
As we have already commented, this automatically implies strong Feller property
of {X,,(t)};=0. For any t > 0 and x € R, by employing It6’s formula, we have

%Eﬂ&(r) — X
=E* 0, (Xa (1)) — (X (0)]? + 2B by (X (1)) — B(X (1)), X (6) — X (1))
< 2B |6, (Xa (1) — 6 (X (@) |* + 2E" |0, (X (1) — (X (1)) |?

+ 2B (b (X (1)) = ba(X (1)), X, (£) — X (1))

+ 2B (b (X (1)) — b(X (1)), X (1) — X (1))



ERGODICITY OF A LEVY-DRIVEN SDE 1119
< 2| X, (1) — X()* 4 2B |0, (X () — o(X (1)) |2
+ 26X | X, (1) — X (1)) + 2B b (X (1)) — b(X (1)) [
<2k + KB X, (1) — X()[* + %.
By Gronwall’s lemma, we obtain
E¥| X, (1) — X(0)|* < :—ZreZ(K+K2)’.

Hence, for each fixed 7 > 0 and x € R, )A(n (t) converges to )A((t) in L2(Q, P¥).
Now, for fixed t >0 and x, y € R4, using (A.2), we have

1PX Fo0) — P Fo)| < |PX Fo0) — PR o+ [PX f o) — PR p ()
+ 1P r ) = PEF)

<|PX @) — PR p ol + |PX r o) — PR F ()
et ) f loolx — 1.

By letting n — oo, (A.1) follows and the proof is complete. [J
We next prove the assertions in Case (iii).

PROOF OF CASE (iii). By [55], Theorem 3.2, in order to prove open-set irre-
ducibility and aperiodicity, it suffices to show that {X (¢)};>¢ satisfies the strong
Feller property and PtX (x,0) > 0 for all r > 0, all x € R?, and all open sets
O C R?. The strong Feller property of {X (¢)};>0 follows from [58], Theorem 2.1,
and [56], Proposition 2.3. Recall that {X (¢)};>0 is a Cp-Feller process with gener-
ator (AX, D 4x) given in (1.2). Now let O C R4 be an arbitrary open set and let
fe C?(Rd) be such that supp f € O and 0 < f(x) < 1. Since

, H PXf—f
lim | ——
t—0 t

_AXfHoo =0,

we conclude that for any bounded set B C O°€,

PX(x,0 PX
timinf inf 22 S fimin inf 2@
N0 xeB t N0 xeB t
PX
= timiptinf| L — A% 0+ 4 o)

= inf | A% £(o)| = inf [ O+ v,
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Now, since {L(¢)};>0 has a subordinate Brownian motion component, we conclude
that v(dy) has full support (see [50], Theorem 30.1). This automatically implies
that the right-hand side in the above relation is strictly positive. Namely, if this was
not the case then there would exist a sequence {x,},eNy € B converging to some
Xoo € R (recall that B is bounded), such that

n—oo

lim /R PO+ xu(dy) = 0.

Now by employing Fatou’s lemma we conclude that ng{ f(y + x00)v(dy) =0,

which is impossible. Hence, there exists 7o > 0 such that PtX (x, O) > 0 for all
t € (0, 10], and all x € B. The assertion now follows by employing the Chapman—
Kolmogorov equality. [

Lastly, we prove the assertions in Case (iv).

PROOF OF CASE (iv). Let us first show that the solution to
dX (1) =b(X(1))dr +dL (1),  X(0)=xeR’,
is a strong Feller process. Clearly, {L1(#)};>0 admits a transition density function
Pl d) =p e, dy=p'(y =0 dy,  xyeR >0,
satisfying
P =pieD) - phGra), X =(x1,...,xa) €RY 1> 0,

since the corresponding components are independent, where { pf W) }uer >0 1s a
transition density of {A"l ®)}=0, i =1,...,d (a one-dimensional symmetric o-
stable Lévy process with scale parameter n; > 0). Observe that {L’i(l)}tzo is a
subordinate Brownian motion with %—stable subordinator {S; (¢)};>0 with scale pa-
rameter 7; > 0,i=1,...,d. According to [32], Corollary 3.5 and Example 4.4,

PHfecim),

8 i a 1
‘@Plef(u) <cit 3 flloE[Si(D72]

and

8 i a 1
|ue] @PtLlf(u) <oot” 4| fllooE[Si (1) 72]

forallu e R, > 0 and f € B(R) with compact support. Here, the constant ¢; > 0
does not depend on u, t and f(u), and c» > 0 depends on supp f only. Accord-

ing to [32], Proposition 3.11, we have E[S; (1)_%] < 00. Further, using the scaling
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property and asymptotic behavior (at infinity) of one-dimensional symmetric sta-
ble densities (see [50], page 87), we deduce that for any fixed 79 > 0, there exist
positive constants c¢3 and c4, which depend only on fy and supp f, such that

ul|PM @ < w lullflloe [ pHEF (= w))dv
supp f
<ol fllclul ™1 1 WHalflel 1 @

{lulty © =c3} {lulty * <c3}

forallu e R, and ¢ € (0, 1p].

According to [32], Lemma 2.4, a Cp,-Feller semigroup { P;};>0 enjoys the strong
Feller property if, and only if, P; f € C,(R?) for any t > 0 and f € B,(R?) with
compact support. Finally, fix r > 0 and f € B(R?) with compact support. By
Duhamel’s formula, we have

PXf)=PM F) + f ¥ (b(x), VPL £ (x))ds.

Hence, it remains to prove that the second term in the above relation is continuous.
We have

(b(x), VPE £(x)) = (b) (1 + |x]) ", (1 + |x])VPE £(x))
< (14 x) 7B+ (1 + 1x)|[VPE £ (x)].
Clearly, (1 + lx)~Hb(x)| < ¢ for some ¢ > 0. Since

d
8, PL1 f(x) = af FOu v [T 5O — o) dyi
RY bl

—/3pl(yl xl)dy,/ f(yl,--.,yd)]_[pj(yj xj)dy;,
J#i

the map

sl FOL Ly [P —xj)dy;
J#
is bounded and has compact support. We use the estimates

o

1xi1[3x, PE FOE[S; (D72 ]) T <@l flloos™F i =,

and

il e, PEUFOOIELS; ()72 ]) 7 < @l f% bl s 1 (i)

{Ix |1_5>5

+ el fliks™ L 1 ()

{lxilt~ @ <c3}

=@ e)lfIds™  ifi# ),
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to obtain

(A.3) (b(x), VPI £(x)) <2c+ M(f)s™ % _max E[S; il

.....

with

M(f) = cill flloo + ||f||oo\/dE§+d(d — D@ +a@) 1S 1%

In (A.3), the constants 52, c3 and ¢4 depend on ¢ and supp f only. Therefore,
the map x — (b(x), VP L1 f(x)) is continuous and bounded for any s e 0,¢]. In

particular, due to the Cj-Feller property, the map x — P, (b(x) VP Lf(x)) is
also continuous and bounded for any s € (0, ]. Finally, accordlng to the dominated
convergence theorem and (A.3) we conclude that

xH/ X (b(x), VPE £(x))ds

is continuous, which concludes the proof.
Now let us show that {X (#)};>0 and the solution to

dX(t) =b(X(t))dt +dL (t) +dLa(1), X(©0)=xeR?,
are irreducible and aperiodic. The one-dimensional case is covered by (iii). As-
sume d > 2. Define T :=inf{t > 0: |Lo(t) — Lo(t—)| # 0}. By construction, we
conclude that P*(t > t) = e_”LZ(Rd”, and {)A((t)},zo and {)_((t)},zo coincide on
[0, T). Consequently,
PX(x,B)>=P*(X(1) e B.1>1)
=P*(X(t) € B, 1> 1)
=E [E [ {X(t)eB}IL{T>t} |G{L2(t)’ = 0}]]
= PX(x, )P (1> 1)

for any ¢ >A0, xeRYand B e ’B(]Rd). Thus, due to the previous observation, the
fact that {X(#)};>0 is a strong Feller process and [55], Theorem 3.2, it suffices

to show that PtX (x,B)>0forany >0, x € R4 and open set O C R4 contain-
ing 0. First, assume that xq, yo € R? lie on the same coordinate axis. Fix p >0
and ¢ > 0, and let f € Cz(]Rd) be such that 0 < f(x) <1, supp f C Byr:(y0)

and f|B 00 = = 1. Now, since lim,_of| Z-L=1 f ! AXflloo =0 ((AX D 4z) is
the generator of {X (t)}s>0 given in (1.2)), we conclude that

liminf inf PF 0 Bpae30)
N0 xeBy(xp) t
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P}A( X
> liminf  inf I
N0 xeB,(xo) t

Y T %
—ll?{‘lélfxeél’gxo) — A f(x)+ A f(x)
= inf [ASf()

xeB,(xp)

x€B,(xp)

> it [ ooy

> inf v(B,.¢ —X)),

_xegp(xo) ( p+2(y0 ))
which is strictly positive. Hence, there is 7o > O such that PIX (x,Bpt+e(y0)) >0
for all # € (0, o] and x € B, (xo). Further, let x € R? be such that it does not lie
on any coordinate axis, and let p > 0. Define r| := |{x, e1)| + &1, where &; > 0
is §uch that 7; <|x|. Then, as above, we conclude that there is #; > O such that

PX(x, B, (0)) > 0 for all t € (0,1#]. Next, inductively, define r, := r:’/;i—l + &,
n > 2, where ¢, > 0 is such that ¢, < r;,_1,/d — % Clearly, r, — 0 as n — oo,
and there is ¢, > 0 such that PtX (x,B,,(0)) >0forallt € (0,#,] and x € B,, ,(0).

The claim now follows by employing the Chapman—Kolmogorov equality. [
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