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Abstract—As artificially intelligent humanoids become increas-
ingly prevalent in the home, it is imperative that we develop
secure designs to guard against cyberattacks. The next evolution
of AI-powered home devices, such as Alexa, is to create physical
effectors to enable these devices to alter their environments.
Current humanoids on the market, such as the EZ-Robot JD
and NAO, are examples of artificially intelligent robots that
may one day become common in home environments. If these
humanoids are not designed to be safe against cybersecurity
vulnerabilities, they may be used to cause harm to living spaces
and possibly even the humans living in these spaces. This paper
examines the cybersecurity of two humanoid robots and provides
recommendations for future safe designs and protections in
artificial intelligent social robots.

Index Terms—humanoid, artificial intelligence, social robots,
security vulnerabilities

I. INTRODUCTION

The field of robotics is in an exciting position of rapid

technological breakthroughs, while the barriers to entry are

decreasing significantly. Social robots are becoming increas-

ingly affordable and common not only in universities and

the industry, but also in homes. Currently, there are about

twenty robots that are marketed for households and other

social environments. While there is abundant research in this

booming field, there are few studies on the cybersecurity of

these robots [1]–[4]. As robots become integrated in our daily

lives, the amount of personal information they can access

will increase. Not only will they hold valuable data like our

personal computers, but they will also be able to manipulate

the physical world, making them a useful vehicle to carry out

cyber attacks with the potential to cause physical harm.

Humanoids interact with their surroundings and acquire

large amounts of data through sensors and electrical compo-

nents. If this data is intercepted or redirected to a malicious

system, these systems will be receiving information including

audio, video, actuator movement and interactions the robot

experiences with its surroundings. This data can be used in

countless ways of exploitation. Both robot manufacturers and

code developers need to take into consideration cyber security
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and decide whether current levels of security are adequate for

the use of their product.

In this paper, we analyze the cybersecurity vulnerabilities

of two popular, artificially intelligent humanoids to propose a

safer design. The humanoids we selected are the SoftBank

Robotics NAO version 5 and the EZ-Robot JD. On many

occasions, adding authentication mechanisms improves dras-

tically the cybersecurity properties of the robot. We discuss

the common design decisions that the manufacturers have

taken and observe that, even when their decisions differ on

implementation, cybersecurity does not seem to be a central

part of the design process. We communicated the results of

this study to the robots’ manufacturers and have included their

response.

II. USER PERCEPTION OF CYBERSECURITY DANGERS

Several studies demonstrate a lack of user understanding

of privacy and security risks associated with social robot or

smartphone applications. Balebako et al. examines the user

understanding of privacy leaks of smartphone applications and

the users’ reaction to being aware of the leakage by interview

based focus groups and a data sharing detection app [5]. The

authors find that users are not clear on how much data is shared

through apps and are surprised by the actual data leakage.

However, if the users are informed upon every time data is

leaking, they feel annoyed, which leaves no simple solution to

this issue. R. Kang et al. investigates the practices of security

and privacy among people with different computer science

backgrounds [6]. This study displays diverse mental models

that the end user may have about how the Internet works

and how their privacy might be at risk over the Internet. The

important issue of representing the information to the end users

in a way that makes sense to them remains open. A study of

over 60 users found that people choose applications or services

depending mostly on price, popularity, and recommendations

from friends [7]. However, few people base their decisions

on security and privacy policies, which implies implicit data

sharing with third parties is unlikely to be noticed by end

users.

A robot can have complex interactions with the human

counterpart, and thus be able to serve attacks such as stealth

and eavesdropping. Sometimes people over-trust robots. S.



Booth et al. discovered this phenomenon under the context

of university dormitory security. A large portion of the ob-

served students were willing to help an unknown robot enter

dormitory buildings [8].

III. NETWORK AND CLOUD ATTACKS ON ROBOTS

Denning et al. [1] analyzes the security strength of commer-

cial household robots that were available in 2009 and provides

a systematic discussion regarding possible attacking interfaces

and forms. Finnicum et al [9] proposes a robot model in which

the robot functionality is augmented by a robot application

market. Via this architecture, security and privacy are separated

from the apps and managed by a security kernel.

A wide collection of research papers demonstrates the

vulnerability of Cloud based services. Since social robots

often rely on the Cloud in order to provide services such

as emotion recognition, cloud attacks are relevant to them.

For example, [10] discusses a side channel attack referring

information via data access patterns; [11] demonstrates an

attack in which the malicious party can disclosure data from

encrypted MapReduce job traffic, if it has some control over

the procedure of mapper and reducer. If an adversary can place

a malicious virtual machine (VM) as resident within the same

physical machine with the target guest VM, it is possible to

break the memory isolation enforced by virtualization [12].

Hijacking robots through the local network is another

common approach in cyber attacks. Attacks have already

been demonstrated upon drones, or unmanned aerial sys-

tems(UAS) [13]. A study by J. Pleban et al. reveals that

highly integrated complex systems with limited resources may

suffer from poor implementation of best-practices. In their

study, the Parrot AR.Drone 2.0 system is vulnerable to FTP

and Telnet attacks [14]. Considering the potential cooperation

between robot and smart things of IoT, more interfaces are

open for malicious entities. The “Cross-device dependencies”

illustrated in [15] demonstrates the possibility of altering the

behavior of secured devices by manipulating compromised

devices, which means that a security failure of any device

within a system could have disastrous results.

IV. SELECTING THE NAO AND JD HUMANOIDS

We focused our study on the cybersecurity design decisions

made by two companies that have been highly successful

in manufacturing and selling humanoids to their respective

audiences. One major criterion for our selection was that the

humanoids should be programmable by their user through

desktop applications instead of phone apps only, so that users

can explore the robots at a greater depth.

The NAO robot was introduced to the market by its original

company, Aldebaran Robotics, in 2008 and has since been

used extensively in RoboCup competitions, research projects,

education, and marketing campaigns globally [16]–[18]. Soft-

Bank Robotics acquired Aldebaran in 2013, and with the

sixth version of the NAO in 2018 has expanded the target

audience to include the healthcare industry [19]. We studied

the characteristics of NAO version five and we presented our

first results in a late breaking report [2].

NAO’s price at approximately 9000 USD made us consider

whether there are more affordable options for programmable

humanoids that can still provide a compelling experience to

a more general audience. The JD Humanoid from EZ-Robot

stood out at the impressive price of 430 USD. Although JD

lacks the rich set of NAO’s sensors, JD has sixteen degrees of

freedom, carries a camera, is stable in its walking and dancing,

and has an extensive set of capabilities due to leveraging

Microsoft Cognitive Services, such as emotion and vision.

Both humanoid designs allow the execution of demanding

computations at a different device like a laptop. However, JD

is completely dependent on such a device for its operation,

which allows it to keep its price low, while its battery life is

significantly smaller (approximately one hour long). The two

humanoids also differ in height with the NAO (23 in/58 cm)

being at least twice as tall as JD.

The EZ-B Wi-Fi enabled robot controller is the embedded

processor at the heart of JD. Apart from being the brain in all

of EZ-Robot’s kits, it is also sold separately and marketed

for do-it-yourself (DIY) robotic projects. According to the

manufacturer’s website, EZ-B is powering over 20,000 robots

worldwide. Among the features that we found compelling in

adopting JD, and its EZ-B controller, is the amount of high

quality video tutorials that EZ-Robot provides as technical

support together with its forum community.

V. NAO ARCHITECTURE

The NAO robot is built to interact with its environment and

as a result, there is a complex system of sensors, actuators, and

control systems. Communicating with the CPU are a handful

of microcontrollers which are used to distribute information

to actuators and collect data from sensors. Ethernet, serial,

and USB ports can be located on the back of the head. NAO

is designed to use primarily the WiFi 802.11g protocol to

communicate with network devices and other robots. NAO can

gather and disseminate information through four microphones,

two loudspeakers, two gyrometers, three accelerometers, two

30FPS video cameras, two ultrasonic sensors, and LEDS.

The NAO robot runs on a Gentoo Linux platform under-

neath a proprietary software framework called NAOqi. NAOqi

handles tasks such as parallelism, resource management and

synchronization so developers do not have to worry about such

issues when writing applications for the robot [20]. NAOqi acts

as a broker to organize and locate services so any module can

access them. NAOqi has access to a list of modules, which are

classes in a library to execute certain actions on the robot. By

establishing a connection with a broker, a user gains access to

all of the modules linked to the broker. This broker has root

privileges and can access any hardware device.

Modules use a broker to interact with one another through

proxies. A proxy represents a specific module and acts as a

instance of the module. If proxies share a broker, they are

called local modules, while modules with different brokers

are called remote modules. Brokers can connect to remote
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