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Absftracft
Toprocessreafl-worflddaftasefts,moderndafta-paraflfleflsysftems
offftenrequffireexftremeflyflargeamounftsoffmemory,whffichare
bofthcosftflyandenergy-ffinefficffienft.Emergffingnon-voflaftffifle
memory(NVM)ftechnoflogffiesofferhffighcapacffiftycompared
ftoDRAMandflowenergycomparedftoSSDs.Hence,NVMs
havefthepoftenftffiaflftoffundamenftaflflychangefthedffichoftomy
beftweenDRAManddurabflesftorageffinBffigDaftaprocessffing.
However,mosftBffigDaftaappflfficaftffionsarewrffiftftenffinmanaged
flanguagesandexecuftedonftopoffamanagedrunftffimefthaft
aflreadyperfformsvarffiousdffimensffionsoffmemorymanage-
menft.Supporftffinghybrffidphysfficaflmemorffiesaddsffinanew
dffimensffion,creaftffingunffiquechaflflengesffindaftarepflacemenft.
ThffispaperproposesPanfthera,asemanftffics-aware,ffuflfly
auftomaftedmemorymanagemenftftechnffiquefforBffigDafta
processffingoverhybrffidmemorffies.Panftheraanaflyzesuser
programsonaBffigDaftasysftemftoffinfferftheffircoarse-graffined
accesspaftfterns,whfficharefthenpassedftofthePanftherarun-
ftffimefforefficffienftdaftapflacemenftandmffigraftffion.ForBffigDafta
appflfficaftffions,fthecoarse-graffineddaftadffivffisffionffinfformaftffion
ffisaccurafteenoughftoguffideftheGCffordaftaflayouft,whffich
hardflyffincursoverheadffindaftamonffiftorffingandmovffing. We
ffimpflemenftedPanftheraffinOpenJDKandApacheSpark.Our
exftensffiveevafluaftffiondemonsftraftesfthaftPanftherareduces
energyby32–52%aftonflya1–9%ftffimeoverhead.
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1 Inftroducftffion

ModernBffigDaftacompuftffingexempflffiffiedbysysftemssuch
asSparkandHadoopffisexftremeflymemory-ffinftensffive.Lack
offmemorycanfleadftoarangeoffsevereffuncftffionafland
perfformanceffissuesffincfludffingouft-off-memorycrashes,sffignffiff-
fficanftflydegradedefficffiency,orevenflossoffdaftauponnode
ffaffiflures.ReflyffingcompflefteflyonDRAMftosaftffisffyfthememory
needoffadaftacenfterffiscosftflyffinmanydffifferenftways—e.g.,
flarge-voflumeDRAMffisexpensffiveandenergy-ffinefficffienft;ffur-
fthermore,DRAM’sreflaftffiveflysmaflflcapacffiftydfficftaftesfthafta
flargenumberoffmachffinesffisoffftenneededjusftftoprovffide
sufficffienftmemory,resuflftffingffinunderuftffiflffizedCPUresources
fforworkfloadsfthaftcannoftbeeasffiflyparaflfleflffized.
Emergffingnon-voflaftffiflememory(NVM),suchasphase

changememory(PCM)[32,55,58],resffisftffiverandom-access
memory(RRAM)[54],Spffin-ftransfferftorquememory(STT-
MRAM)[30]or3DXPoffinft[4],ffisapromffisffingftechnoflogyfthaft,
comparedftoftradffiftffionaflDRAM,provffideshffighercapacffiftyand
flowerenergyconsumpftffion.Sysftemswffifthhybrffidmemorffies
haveftherefforereceffivedmuchaftftenftffion[9–11,13,16,23,
31,32,35,38,40,41,46–48,52,53,56,59,62,63]recenftfly
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ffrombofthacademffiaandffindusftry.Thebeneffiftoffmffixffing
NVMwffifthDRAMfforBffigDaftasysftemsffisobvffious—NVM’s
hffighcapacffiftymakesffiftpossffibfleftoffuflffiflflfthehffighmemory
requffiremenftoffaBffigDaftaworkfloadwffifthasmaflflnumberoff
compuftenodes,hofldffingfthepromffiseoffsffignffifficanftflyreducffing
fthecosftsoffbofthhardwareandenergyffinflargedaftacenfters.

1.1 Probflems

AflfthoughusffingNVMfforBffigDaftasysftemsffisapromffisffing
dffirecftffion,ftheffideahasnoftyeftbeenffuflflyexpflored.Addffing
NVMnaïveflywoufldfleadftoflargeperfformancepenaflftffiesdue
ftoffiftssffignffifficanftflyffincreasedaccessflaftencyandreducedband-
wffidfth—e.g.ftheflaftencyoffanNVMreadffis2-4×flargerfthan
fthaftoffaDRAMreadandNVM’sbandwffidfthffisabouft1/8-
1/3offfthaftoffDRAM[19,51].Hence,acrffiftfficaflresearchques-
ftffionfthaftcenftersaroundaflflhybrffid-memory-reflaftedresearch
ffishowftoperfformffinfteflflffigenftdaftaaflflocaftffionandmffigraftffion
beftweenDRAMandNVMsofthaftwecanmaxffimffizeftheoveraflfl
energyefficffiencywhffiflemffinffimffizffingftheperfformanceoverhead?
ToanswerfthffisquesftffionffinftheconftexftoffBffigDaftaprocessffing,
fthereareftwomajorchaflflenges.

Chaflflenge#1:WorkffingwffifthGarbageCoflflecftffion(GC).A
commonapproachftomanagffinghybrffidmemorffiesffisftomod-
ffiffyftheOSorhardwarefto(1)monffiftoraccessffrequencyoff
physfficaflmemorypages,and(2)movefthehoft(ffrequenftfly-
accessed)daftaffinftoDRAM.Thffisapproachworksweflflffor
naftffiveflanguageappflfficaftffionswheredaftasftaysffinfthemem-
oryflocaftffionffiftffisaflflocaftedffinfto.However,ffinmanagedflan-
guages,fthegarbagecoflflecftorkeepschangffingfthedaftaflayouft
ffinmemorybycopyffingobjecftsftodffifferenftphysfficaflmemory
pages,whffichbreaksfthebondffingbeftweendaftaandphysffi-
caflmemoryaddress.MosftBffigDaftasysftemsarewrffiftftenffin
suchmanagedflanguages,e.g.,JavaandScafla,fforfthequffick
deveflopmenftcycfleandrffichcommunffiftysupporftftheypro-
vffide.Managedflanguagesareexecuftedonftopoffamanaged
runftffimesuchasftheJVM,whffichempfloysaseftoffsophffis-
ftfficaftedmemorymanagemenftftechnffiquessuchasgarbage
coflflecftffion.Asaftradffiftffionaflgarbagecoflflecftorffisnoftawareoff
hybrffidmemorffies,aflflocaftffingandmffigraftffinghoft/cofldpages
aftftheOSfleveflcaneasffiflyfleadftoffinfterfferencebeftweenfthese
ftwodffifferenftfleveflsoffmemorymanagemenft.

Chaflflenge#2:WorkffingwffifthAppflfficaftffion-fleveflMemory
Subsysftems.ModernBffigDaftasysftemsaflflconftaffinsophffisftffi-
caftedmemorysubsysftemsfthaftperfformvarffiousmemory
managemenftftasksaftftheappflfficaftffionflevefl.Forffinsftance,
ApacheSpark[5]usesresffiflffienftdffisftrffibufteddaftasefts(RDDs)
asffiftsdaftaabsftracftffion.AnRDDffisadffisftrffibufteddaftasftruc-
fturefthaftffisparftffiftffionedacrossdffifferenftservers.Aftaflow
flevefl,eachRDDparftffiftffionffisanarrayoffJavaobjecfts,each
represenftffingadaftaftupfle.RDDsareoffftenffimmuftabflebuft
canexhffibffiftdffiverseflffiffeftffimebehavffior.Forexampfle,deveflop-
erscanexpflfficffiftflypersffisftRDDsffinmemoryfformemoffizaftffion

orffauflftftoflerance.SuchRDDsareflong-flffivedwhffifleRDDs
sftorffingffinftermedffiafteresuflftsareshorft-flffived.
AnRDDcanbeaftoneoffmanysftorageflevefls(e.g.,memory,

dffisk,unmafterffiaflffized,eftc.).Sparkffurftheraflflowsdeveflopersfto
specffiffy,wffifthannoftaftffions,whereanRDDshoufldbeaflflocafted,
e.g.,ffinfthemanagedheapornaftffivememory.Objecftsaflflocafted
naftffiveflyarenoftsubjecftftoGC,fleadffingftoffincreasedefficffiency.
However,daftaprocessffingftasks,suchasshufffffle,joffin,map,
orreduce,areperfformedoverfthemanagedheap.Anaftffive-
memory-basedRDDcannoftbedffirecftflyprocessedunflessffiftffis
ffirsftmovedffinftoftheheap.Hence,whereftoaflflocafteanRDD
dependsonwhenandhowffiftffisprocessed.Forexampfle,a
ffrequenftfly-accessedRDDshoufldbepflacedffinDRAMwhffifle
anaftffive-memory-basedRDDwoufldnoftbeffrequenftflyused
andpflacffingffiftffinNVMwoufldbedesffirabfle.Cflearfly,efficffienftfly
usffinghybrffidmemorffiesrequffiresapproprffiaftecoordffinaftffion
beftweenftheseorfthogonafldaftapflacemenftpoflffices,ffi.e.,fthe
heap,naftffivememory,ordffisk,vs.NVMorDRAM.

SftafteoffftheArft.Insummary,fthekeychaflflengesffinsup-
porftffinghybrffidmemorffiesfforBffigDaftaprocessffingflffieffinhow
ftodevefloprunftffimesysftemftechnffiquesfthaftcanmakemem-
oryaflflocaftffion/mffigraftffiondecffisffionsfthaftmaftchhowdaftaffis
acftuaflflyusedffinanappflfficaftffion.Aflfthoughftechnffiquessuch
asEspresso[56]andWrffifteRaftffionffing[9]supporftNVMffor
managedprograms,neffiftherofffthemwasdesffignedfforBffig
Daftaprocessffingwhosedaftausageffisgreaftflydffifferenftfthan
fthaftoffreguflar,non-dafta-ffinftensffiveJavaappflfficaftffions[42,43].
Forexampfle,Espressodeffinesanewprogrammffingmodefl

fthaftcanbeusedbyfthedevefloperftoaflflocafteobjecftsffinper-
sffisftenftmemory.However,reafl-worflddevefloperswoufldbe
reflucftanftftocompflefteflyre-ffimpflemenftftheffirsysftemsffrom
scraftchusffingsuchanewmodefl.Shoaffibeftafl.[9]ffinftroduced
ftheWrffifteRaftffionffingGC,whffichmovesftheobjecftsfthaftexpe-
rffienceaflarge/smaflflnumberoffwrffiftesffinftoDRAM/NVMfto
proflongNVM’sflffiffeftffime.WrffifteRaftffionffingpffioneersfthework
offusffingftheGCftomffigrafteobjecftsbasedonftheffiraccess
paftfterns.However,BffigDaftasysftemsmakeheavyuseoffffim-
muftabfledaftasefts—fforexampfle,ffinSpark,mosftRDDsare
ffimmuftabfle.PflacffingaflflffimmuftabfleRDDsffinftoNVMcanffincur
aflargeoverheadasmanyoffftheseRDDsareffrequenftflyread
andanNVMreadffis2–4xsflowerfthanaDRAMread.

1.2 OurConftrffibuftffions

OurInsffighft.BffigDaftaappflfficaftffionshaveftwounffiquechar-
acfterffisftfficsfthaftcangreaftflyaffidhybrffidmemorymanagemenft.
Fffirsft,ftheyperfformbuflkobjecftcreaftffion,anddaftaobjecftsex-
hffibffiftsftrongepochaflbehavffiorandcflearaccesspaftfterns.Forex-
ampfle,SparkdeveflopersprogramwffifthRDDs,eachoffwhffich
conftaffinsobjecftswffifthexacftflyfthesameaccess/flffiffeftffimepaft-
fterns.Expfloffiftffingfthesepaftfternsaftftherunftffimewoufldmake
ffiftmucheasffierfforBffigDaftaappflfficaftffionsftoenjoyfthebeneffifts
offhybrffidmemory.
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Second,fthedaftaaccessandflffiffeftffimepaftfternsareoffften
sftaftfficaflflyobservabfleffinftheuserprogram.Forexampfle,an
RDDffisacoarse-graffineddaftaabsftracftffionffinSparkandfthe
accesspaftfternsoffdffifferenftRDDscanoffftenbeffinfferredffrom
fthewayftheyarecreaftedandusedffinftheprogram(§2).
Hence,unflffikereguflar,non-dafta-ffinftensffiveappflfficaftffionsffor

whffichproffiflffingffisoffftenneededftoundersftandftheaccess
paftfternsoffffindffivffiduaflobjecfts,wecandeveflopasffimpflesftaftffic
anaflysffisfforaBffigDaftaappflfficaftffionftoffinfferftheaccesspaftftern
offeachcoarse-graffineddaftacoflflecftffion,ffinwhffichaflflobjecfts
sharefthesamepaftftern.Thffisobservaftffionaflffignsweflflwffifth
prffiorwork(e.g.,Facade[43]orYak[42])fthaftrequffiressffimpfle
annoftaftffionsftospecffiffyepochsftoperfformefficffienftgarbage
coflflecftffionfforBffigDaftasysftems.Thesftaftfficanaflysffisdoes
noftffincuranyrunftffimeoverhead,yeftffiftcanproduceprecffise
enoughdaftaaccessffinfformaftffionfforftherunftffimesysftemfto
perfformeffecftffiveaflflocaftffionandmffigraftffion.

Panfthera.BasedonourexftensffiveexperffiencewffifthBffigDafta
appflfficaftffions,weproposePanfthera,whffichdffivffidesamess
offdaftaobjecftsffinftoseverafldaftacoflflecftffionsaccordffingfto
appflfficaftffion’ssemanftfficsandffinffersfthecoarse-graffineddafta
usagebehavffiorbyflffighft-weffighftsftaftfficprogramanaflysffisand
dynamfficdaftausagemonffiftorffing.Panftherafleveragesgarbage
coflflecftffionftomffigraftedaftabeftweenDRAMandNVM,ffincur-
rffingaflmosftnorunftffimeoverhead.
WeffocusonApacheSparkffinfthffispaperasffiftffisfthede-ffacfto

dafta-paraflfleflfframeworkdepfloyedwffideflyffinffindusftry.Spark
hosftsarangeoffappflfficaftffionsffinmachffineflearnffing,graphana-
flyftffics,sftreamprocessffing,eftc.,makffingffiftworfthwhffifleftobuffifld
aspecffiaflffizedrunftffimesysftem,whffichcanprovffideffimmedffiafte
beneffiftftoaflflappflfficaftffionsrunnffingaftop.AflfthoughPanfthera
wasbuffiflftfforSpark,ourffideaffisappflfficabfleftoofthersysftems
suchasHadoopasweflfl;§4provffidesadeftaffifleddffiscussffionoff
Panfthera’sappflfficabffiflffifty.
PanftheraenhancesbofthftheJVMandSparkwffifthftwoma-
jorffinnovaftffions.Fffirsft,basedonftheobservaftffionfthaftaccess
paftfternsffinaBffigDaftaappflfficaftffioncanbeffidenftffiffiedsftaftfficaflfly,
wedeveflopasftaftfficanaflysffis(§3)fthaftanaflyzesaSparkpro-
gramftoffinfferamemoryftag(ffi.e.,NVMorDRAM)fforeach
RDDvarffiabflebasedonfthevarffiabfle’sflocaftffionandfthewayffift
ffisusedffinftheprogram.Theseftagsffindfficaftewhffichmemory
ftheRDDsshoufldbeaflflocaftedffin.
Second,wedeveflopanewsemanftffics-awareandphysfficafl-
memory-awaregeneraftffionaflGC(§4).Oursftaftfficanaflysffis
ffinsftrumenftsftheSparkprogramftopassftheffinfferredmemory
ftagsdownftoftherunftffimesysftem,whffichusesftheseftagsfto
makeaflflocaftffion/mffigraftffiondecffisffions.SffinceourGCffisbased
onahffigh-perfformancegeneraftffionaflGCffinOpenJDK,Pan-
fthera’sheaphasftwospaces,represenftffingayoungandanofld
generaftffion.WepflaceftheenftffireyounggeneraftffionffinDRAM
whffiflespflffiftftffingftheofldgeneraftffionffinftoasmaflflDRAMcompo-
nenftandaflargeNVMcomponenft.Theffinsffighftdrffivffingfthffis
desffignffisbasedonaseftoffkeyobservaftffions(dffiscussedffin§2

ffindeftaffifl)wemakeoverftheflffiffeftffimesandaccesspaftfternsoff
RDDsffinrepresenftaftffiveSparkexecuftffions:

•Mosftobjecftsareaflflocaftedffinffiftffiaflflyffinftheyounggeneraftffion.
Sffinceftheyareffrequenftflyaccesseddurffingffinffiftffiaflffizaftffion,
pflacffingfthemffinDRAMenabflesffasftaccessftofthem.
•Long-flffivedobjecftsffinSparkcanberoughflycflassffiffiedffinfto
ftwocaftegorffies:(1)flong-flffivedRDDsfthaftareffrequenftfly
accesseddurffingdaftaftransfformaftffion(e.g.,cachedfforffiftera-
ftffiveaflgorffifthms)and(2)flong-flffivedRDDsfthaftarecached
prffimarffiflyfforffauflftftoflerance.TheffirsftcaftegoryoffRDDs
shoufldbepflacedffinftheDRAMcomponenftoffftheofldgener-
aftffionbecauseftheyhaveflongflffiffespansandDRAMprovffides
desffirabfleperfformancefforffrequenftaccessftofthem.Thesec-
ondcaftegoryshoufldbepflacedffinftheNVMcomponenftoff
ftheofldgeneraftffionbecauseftheyareffinffrequenftflyaccessed
andhenceNVM’sflargeaccessflaftencyhasreflaftffiveflysmaflfl
ffimpacftonoveraflflperfformance.
•Thereareaflsoshorft-flffivedRDDsfthaftsftoreftemporary,ffin-
ftermedffiafteresuflfts.TheseRDDsdffieandarefthenrecflaffimed
ffinftheyounggeneraftffionquffickfly,fleadffingftoffrequenftac-
cessesftofthffisarea.Thffisffisanoftherreasonwhywepflace
ftheyounggeneraftffionwffifthffinDRAM.

Basedonftheseobservaftffions,wemodffiffiedbofthfthemffinor
andmajorGC,whffichaflflocafteandmffigraftedaftaobjecfts,based
onftheffirRDDftypesandfthesemanftfficffinfformaftffionffinfferred
byoursftaftfficanaflysffis,ffinftofthespacesfthaftbesftffiftftheffirflffiffe-
ftffimesandaccesspaftfterns.Ourrunftffimesysftemaflsomonffiftors
ftheftransfformaftffionsffinvokedoverRDDobjecftsftoperfform
runftffime(re)assessmenftoffRDDs’accesspaftfterns.Evenffiff
fthesftaftfficanaflysffisdoesnoftaccurafteflypredfficftanRDD’sac-
cesspaftfternandftheRDDgeftsaflflocaftedffinanundesffirabfle
space,PanftheracansftffiflflmffigrafteftheRDDffromonespacefto
anoftherusffingfthemajorGC.

Resuflfts.WehaveevafluaftedPanftheraexftensffiveflywffifth
graphcompuftffing(GraphX),machffineflearnffing(MLflffib)and
oftherffifteraftffiveffin-memorycompuftffingappflfficaftffions(Tabfle4).
ResuflftswffifthvarffiousheapsffizesandDRAMraftffiosdemon-
sftraftefthaftPanftheramakeseffecftffiveuseoffhybrffidmemorffies
—overaflfl,fthePanfthera-enhancedJVMreducesfthemem-
oryenergyby32%–52%wffifthonflya1%–9%execuftffionftffime
overhead,whereasWrffifteRaftffionffing[9]fthaftmovesread-onfly
RDDobjecftsffinftoNVMffincursa41%ftffimeoverhead.

2 BackgroundandMoftffivaftffion

ThffissecftffionprovffidesnecessarybackgroundonApache
Spark[5]andamoftffivaftffingexampflefthaftffiflflusftraftesftheaccess
paftfternsffinaSparkprogram.

SparkBasffics.Sparkffisadafta-paraflfleflsysftemfthaftsupporfts
acycflfficdaftaflowandffin-memorycompuftffing.Themajordafta
represenftaftffionusedbySparkffisresffiflffienftdffisftrffibufteddaftaseft
(RDD)[60],whffichrepresenftsaread-onflycoflflecftffionoffftupfles.
AnRDDffisadffisftrffibuftedmemoryabsftracftffionparftffiftffionedffin
fthecflusfter.Eachparftffiftffionffisanarrayoffdaftaffiftemsofffthe
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1 Top:obj org/apache/spark/rdd/ShufffffledRDD

2 depfth[0]:array, [Lscafla/Tupfle2;

3 depfth[1]:obj scafla/Tupfle2

4 depfth[2]:obj java/flang/Sftrffing

5 depfth[3]:array [C

6 depfth[2]:obj spark/uftffifl/coflflecftffion/CompacftBuffffer

7 depfth[3]:array, [Ljava/flang/Sftrffing;

8 depfth[4]:obj java/flang/Sftrffing

9 depfth[5]:array [C

10 depfth[4]:obj java/flang/Sftrffing

11 depfth[5]:array [C

Fffigure1.TheheapsftrucftureoffanexampfleRDD.

sameftype.EachnodemaffinftaffinsanRDDparftffiftffion,whffich
ffisessenftffiaflflyamuflftffi-flayerJavadaftasftrucfture—aftopRDD
objecftrefferencesaJavaarray,whffich,ffinfturn,refferencesa
seftoffftupfleobjecftssuchaskey-vafluepaffirs.Fffigure1shows
ftheheapsftrucfturefforanexampfleRDDwhereeacheflemenft
ffisapaffiroffasftrffing(key)andacompacftbuffer(vaflue).
ASparkpffipeflffineconsffisftsoffasequenceoffftransfformaftffions
andacftffionsoverRDDs.Aftransfformaftffionproducesanew
RDDffromaseftoffexffisftffingRDDs;exampflesaremap,reduce,
orjoffin.Anacftffionffisaffuncftffionfthaftcompuftessftaftffisftfficsffrom
anRDD,suchasanaggregaftffion.Sparkfleveragesflazyevafl-
uaftffionfforefficffiency,fthaftffis,aftransfformaftffionmaynoftbe
evafluaftedunftffiflanacftffionffisperfformedflafteronftheresuflft-
ffingRDD.Befforedaftaprocessffingsftarfts,fthedependences
beftweenRDDsareffirsftexftracftedffromftheftransfformaftffions
ftofformaflffineagegraph,whffichcanbeusedftoconducftflazy
evafluaftffionandRDDrecompuftaftffionuponnodeffaffiflures.
Wffifthflazyevafluaftffion,aftransfformaftffiononflycreaftesa(ftop-
flevefl)RDDobjecftwffifthouftmafterffiaflffizffingftheRDD(ffi.e.,fthe
poffinftaftwhffichffiftsffinfternaflarrayandacftuafldaftaftupflesare
creafted).RecompuftffingaflflRDDsffisftffime-consumffingwhen
ftheflffineageffisflongorwhenffiftbranchesouft,andhence,Spark
aflflowsdeveflopersftocachecerftaffinRDDsffinmemory(by
usffingftheAPIpersffisft).Devefloperscanspecffiffyasftorage
fleveflfforapersffisftedRDD,e.g.,ffinmemoryorondffisk,ffin
ftheserffiaflffizedordeserffiaflffizedfform,eftc.RDDsfthaftarenoft
expflfficffiftflypersffisftedareftemporaryRDDsfthaftwffiflflbegarbage-
coflflecftedwhenftheyarenoflongerused,whffiflepersffisfted
RDDsaremafterffiaflffizedandnevercoflflecfted.
TheSparkscheduflerexamffinesftheflffineagegraphftobuffifld

aDAGoffsftagesfforexecuftffion.Theflffineage(ftransfformaftffion)-
baseddependencesarecflassffiffiedffinfto“narrow”and“wffide”.
AnarrowdependenceexffisftsffromaparenftftoachffifldRDDffiff
eachparftffiftffionoffftheparenftffisusedbyaftmosftoneparftffiftffionoff
fthechffifldRDD.Byconftrasft,awffidedependenceexffisftswhen
eachparftffiftffionoffftheparenftRDDmaybeusedbymuflftffipfle
chffifldparftffiftffions.Dffisftffinguffishffingftheseftwoftypesoffdepen-
dencesmakesffiftpossffibflefforSparkftodeftermffinewhefthera
shufleffisnecessary.Forexampfle,ffornarrowdependences
shuflffingffisnoftnecessary,whffiflefforwffidedependencesffiftffis.
ASparkpffipeflffineffisspflffiftffinftoaseftoffsftagesbasedonshuff-
fles(andfthuswffidedependences)—eachsftageendsafta
shuflefthaftwrffiftesRDDsonftofthedffiskandfthenexftsftage

sftarftsbyreadffingdaftaffromdffiskffifles.Transfformaftffionsfthaft
exhffibffiftnarrowdependencesaregroupedffinftofthesamesftage
andexecuftedffinparaflflefl.
RDDCharacfterffisftffics.AnRDDffis,aftaflowflevefl,anarrayoff
Javaobjecfts,whfficharemanagedbyfthesemanftffics-agnosftffic
GCffinftheJVM.RDDsoffftenexhffibffiftpredfficftabfleflffiffeftffimeand
memory-accesspaftfterns.Ourgoaflffisftopassfthesepaftfterns
downftoftheGC,whffichcanexpfloffiftsuchsemanftfficffinffor-
maftffionfforefficffienftdaftapflacemenft.Weprovffideaconcrefte
exampfleftoffiflflusftraftefthesepaftfterns.
Fffigure2(a)showsftheSparkprogramfforPageRank[14],

whffichffisaweflfl-knowngraphaflgorffifthmusedwffideflyby
searchengffinesftorankwebpages.Theprogramffifteraftffivefly
compuftesftherankoffeachverftexbasedonftheconftrffibu-
ftffionsoffffiftsffin-neffighbors.ThreeRDDscanbeseenffromffifts
sourcecode:flffinksrepresenftffingedgesffromftheffinpuftgraph,
conftrffibsconftaffinffingconftrffibuftffionsffromffincomffingedgesoff
eachverftex,andranksfthaftmapseachverftexftoffiftspage
rank.flffinksffisasftaftfficmapcompuftedffromftheffinpuftwhffifle
conftrffibsandranksarerecompuftedperffifteraftffionofffthefloop.
Inaddffiftffionftofthesefthreedevefloper-deffinedRDDsvffisffibfle
ffinftheprogram,SparkgeneraftesmanyffinvffisffibfleRDDsfto
sftoreffinftermedffiafteresuflftsdurffingexecuftffion.Aspecffiaflftype
offffinftermedffiafteRDDffisShufffffledRDD.Eachffifteraftffionofffthe
floopffinftheexampflefformsasftagefthaftendsaftashufle,wrffift-
ffingshufleddaftaffinftodffifferenftdffiskffifles.Infthebegffinnffingoff
fthenexftsftage,SparkcreaftesaShufffffledRDDasffinpuftfforfthe
sftage.UnflffikeoftherffinftermedffiafteRDDsfthaftarenevermafte-
rffiaflffized,ShufffffledRDDsareffimmedffiafteflymafterffiaflffizedbecause
ftheyconftaffindaftareadffreshflyouftoffdffiskffifles.However,
sffinceftheyarenoftpersffisfted,ftheywffiflflbecoflflecftedwhenfthe
sftageffiscompflefted.
Insummary,(1)persffisftedRDDsaremafterffiaflffizedaftfthe

momenftfthemefthodpersffisftffiscaflfled,and(2)non-persffisfted
RDDsarenoftmafterffiaflffizedunflessftheyareShufffffleRDDsor
anacftffionffisffinvokedonfthem.
Exampfle.Fffigure2(b)showsftheseftoffRDDsfthaftexffisfts
wffifthffinasftage(ffi.e.,ffifteraftffion)andftheffirdependences.Suppose
eachRDDhasfthreeparftffiftffions(onfthreenodes).Thedashed
edgesrepresenftwffidedependences(ffi.e.,shufles)dueftofthe
reducftffiononLffine17.ThereareftoftaflflyeffighftRDDsgener-
aftedffineachffifteraftffion.ShufffffledRDD[8],whffichsftemsffromfthe
reducftffiononLffine17,ffisftransfformedftoranksvffiaamapftrans-
fformaftffion.ranksjoffinswffifthflffinksftofformCoGroupedRDD[3],
whffichffisfthenprocessedbyffourconsecuftffivemapffuncftffions,
ffi.e.,ff4–ff7,producffingconftrffibsaftftheend.Forunmafterffi-
aflffized(bflue)RDDs,fthesequenceoffftransfformaftffions(e.g.,
ff4◦...◦ff7)ffisappflffiedftoeachrecordffromfthesourceRDD
ffinasftreamffingmannervffiaffifteraftorsftoproduceaffinaflrecord.
Forflffinksandconftrffibs,fthedevefloperffinvokesfthemefthod

persffisftftomafterffiaflffizeftheseRDDs.Thesftoragefleveflsffindffi-
caftefthaftflffinksffiscachedffinmemoryfthroughouftftheexecu-
ftffion(asffiftffisusedffineachffifteraftffion)whffifleconftrffibsgenerafted
ffineachffifteraftffionffiskepftffinmemorybuftwffiflflbeserffiaflffizedfto
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1 var flffines= cftx.ftexftFffifle(args[0],

sflffices)

2 var flffinks= flffines.map{s=>

3 var parfts =s.spflffift("\\s+")

4 (parfts(0), parfts(1))

5 }.dffisftffincft().groupByKey()

6 .persffisft(SftorageLevefl.MEMORY_ONLY)

7

8 var ranks= flffinks.mapVaflues(v=> 1.0)

9 ffor(ffi<−1 fto ffifters){
10 var conftrffibs=

flffinks.joffin(ranks).vaflues.ffflaftMap{

11 case(urfls, rank)=>

12 vafl sffize= urfls.sffize

13 urfls.map(urfl=>(urfl, rank/sffize))

14 .persffisft(SftorageLevefl

15 .MEMORY_AND_DISK_SER)

16 }

17 ranks= conftrffibs.reduceByKey(_+_).

18 mapVaflues(0.15 + 0.85 ∗_)

19 }

20
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(a)PageRankProgram. (b)Transfformaftffionswffifthffinasftage (c)ResuflftsoffDRAM-onflyandDRAM+NVM,
managedbyftheOSandbyPanfthera.

Fffigure2.CharacfterffisftfficsoffRDDsffinSparkPageRank.

dffiskuponmemorypressure.ranksffisnoftexpflfficffiftflypersffisfted.
Hence,ffiftffisnoftmafterffiaflffizedunftffiflftheexecuftffionreaches
Lffine20whereacftffioncounftffisffinvokedonftheRDDobjecft.
TheflffiffeftffimepaftfternsofffthesedffifferenftRDDsffaflflffinftoftwo

caftegorffies.Non-persffisftedffinftermedffiafteRDDsareshorft-flffived
asftheffirdaftaobjecftsaregeneraftedonflydurffingapffipeflffined
execuftffion.PersffisftedRDDsareflong-flffivedandsftayffinmemo-
ry/ondffiskunftffiflftheendoffftheexecuftffion.Theffiraccesspaft-
fternsare,however,moredffiverse.Objecftsffinanffinftermedffiafte
RDDareaccessedaftmosftoncedurffingsftreamffing.Objecftsffin
apersffisftedRDDcanexhffibffiftdffifferenftftypesoffbehavffior.For
RDDsflffikeflffinksfthaftareusedffineachffifteraftffion,ftheffirobjecfts
areffrequenftflyaccessed.Inconftrasft,RDDsflffikeconftrffibsare
persffisftedprffimarffiflyfforspeedffinguprecoveryffromffauflfts,and
hence,ftheffirobjecftsarerareflyusedaffftergenerafted.

DesffignChoffices.ThedffifferenftcharacfterffisftfficsoffDRAMand
NVMmakefthemsuffiftabfleffordffifferenftftypesoffdaftasefts.
DRAMhasflowcapacffiftyandffasftaccessspeed,whffifleNVM
hasflargecapacffiftybuftsflowspeed.Hence,DRAMffisagood
chofficefforsftorffingsmaflfl-sffized,ffrequenftfly-accesseddaftasefts,
whffifleflarge-sffized,ffinffrequenftfly-accesseddaftaseftsffiftnaftu-
raflflyffinftoNVM.Thecfleardffisftffincftffionffinftheflffiffespansand
accesspaftfternsoffdffifferenftRDDsmakesffifteasyfforfthemfto
bepflacedffinftodffifferenftmemorffiessuffiftabflefforftheffirbehavffior.
Forexampfle,ffinftermedffiafte(bflue)RDDsarenevermafterffiafl-
ffized.Theffirobjecftsarecreaftedffindffivffiduaflflydurffingsftreamffing
andfthenquffickflycoflflecftedbyftheGC.Theseobjecftsareaflflo-
caftedffinftheyounggeneraftffionandwffiflflevenftuaflflydffiefthere.
Aflfthoughftheyareshorft-flffived,ftheyareaccessedffrequenftfly
durffingsftreamffing.Thffismoftffivaftesourdesffignchofficeoffpflac-
ffingftheyounggeneraftffionffinDRAM.
PersffisftedRDDs,ffinconftrasft,haveaflflftheffirdaftaobjecfts

creaftedaftfthesameftffime,andfthusneedflargesftoragespace.
Sffinceftheyarekepftaflffiveffindeffinffiftefly,ftheyshoufldbeaflflocafted

dffirecftflyffinftheofldgeneraftffion.Onecaftegoryoffpersffisfted
RDDsffincfludesfthosefthaftareffrequenftflyaccessed,flffikeflffinks;
ftheyneedftobepflacedffinDRAM.Anofthercaftegoryffincfludes
RDDsfthaftarerareflyaccessedandcachedfforffauflftftoflerance,
flffikeconftrffibs,ftheseRDDsshoufldbepflacedffinNVM.Thffis
behavffiorafldffifferencemoftffivaftesourchofficeoffspflffiftftffingfthe
ofldgeneraftffionffinftoaDRAMandanNVMcomponenft.
Weperfformwhaftwesuggesftonasysftemwffifth32GB

DRAMand88GBNVMusffingSpark-basedPageRankasfthe
benchmark.Fffigure2(c)showsftheperfformanceandenergy
consumpftffionnormaflffizedftoasysftemwffifth120GBoffDRAM.
Comparedftousffingonfly32GBDRAM,addffing88GBNVMfto
fthesysftemprovffidesmodesftperfformancebeneffift(15%)buft
fleadsfto16%hffigherenergyconsumpftffion,wffifthouftproper
daftapflacemenftacrossDRAMandNVM(seeUnmanaged,
§5.2).AfffterappflyffingPanfthera,RDDflffinksandconftrffibsare
pflacedffinftoDRAMandNVM,respecftffivefly.Wffifthsuchcare-
ffuflpflacemenftoffdaftaacrossDRAMandNVM,weffindfthaft
(1)perfformanceffincreasesby42%comparedftousffingonflya
32GBDRAM,andbecomesaftfthesameflevefloffftheperffor-
manceoffusffing120GBDRAM;(2)energyconsumpftffionffis9%
flessfthanusffingonflya32GBDRAM,and54%flessfthanusffing
a120GBDRAM.Weconcfludefthaftcareffufldaftapflacemenft
beftweenDRAMandNVMcanprovffideftheperfformanceoff
flargeDRAMsysftem,whffiflekeepffingftheenergyconsumpftffion
aftftheflevefloffasmaflflDRAMsysftem.

3 SftaftfficInfferenceoffMemoryTags

BasedonourobservaftffionfthaftftheaccesspaftfternsoffRDDs
canoffftenbeffidenftffiffiedffromftheprogramusffingfthem,we
deveflopedasffimpflesftaftfficanaflysffisfthaftexftracftsnecessary
semanftfficffinfformaftffionfforefficffienftdaftapflacemenft.Theanafl-
ysffisauftomaftfficaflflyffinffers,fforeachpersffisftedRDDvffisffibfleffin
ftheprogram,wheftherffiftshoufldbeaflflocaftedffinDRAMor
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NVM.Thffisffinfformaftffionffisfthenpasseddownftoftherunftffime
sysftemfforapproprffiaftedaftaaflflocaftffion.
SftaftfficAnaflysffis.InaSparkprogram,fthedeveflopercanffin-
vokepersffisftwffifthaparftfficuflarsftoragefleveflonanRDDfto
mafterffiaflffizeftheRDD,asffiflflusftraftedffinFffigure2.Wepffiggyback
onfthesftoragefleveflsftoffurftherdeftermffineffiffapersffisftedRDD
shoufldbepflacedffinftoDRAMorNVM.Inparftfficuflar,Panfthera
sftaftfficaflflyanaflyzesftheprogramftoffinfferamemoryftag(ffi.e.,
DRAMorNVM)fforeachpersffisftcaflfl.Eachoffftheftenex-
ffisftffingsftorageflevefls(e.g.,MEMORY_ONLY),excepftfforOFF_HEAP
andDISK_ONLY,ffisexpandedffinftoftwosub-flevefls,annoftafted
wffifthNVMandDRAM,respecftffivefly(e.g.,MEMORY_ONLY_DRAM
andMEMORY_ONLY_NVM).OFF_HEAPffisftransflafteddffirecftflyffinfto
OFF_HEAP_NVMbecauseRDDspflacedffinnaftffivememoryare
rareflyused,whffifleDISK_ONLYdoesnoftcarryanymemoryftag.
Oursftaftfficanaflysffisperfformsffinfferencebasedonfthedeff-use

ffinfformaftffionw.r.ft.eachRDDvarffiabfledecflaredffinftheprogram
asweflflasfthefloop(s)ffinwhffichfthevarffiabfleffisdeffined/used.
Ourkeyffinsffighftffisfthaftffifffthevarffiabfleffisdeffinedffineach
ffifteraftffionoffacompuftaftffionaflfloop,mosftoffftheRDDffinsftances
represenftedbyfthevarffiabflearenoftusedffrequenftfly.Thffisffis
becauseSparkRDDsareoffftenffimmuftabfleandhence,every
deffinffiftffionoffftheRDDvarffiabflecreaftesanewRDDffinsftanceaft
runftffime,fleavffingftheofldRDDffinsftancecachedandunused.
Hence,weftagfthevarffiabfle“NVM”,ffinsftrucftffingftherunftffime
sysftemftopflaceftheseRDDsffinNVM.Anexampfleffisfthe
conftrffibsvarffiabfleffinFffigure2(a),whffichffisdeffinedffinevery
ffifteraftffionofffthefloop—aflfthoughfthevarffiabfleffisaflsousedffin
eachffifteraftffion,ftheusereffersftofthemosftrecenftRDDffinsftance
creaftedffinftheflasftffifteraftffionwhffifleftheffinsftancescreaftedffinaflfl
ftheoftherpasftffifteraftffionsarefleffftunused.
Byconftrasft,ffiffavarffiabfleffisused-onfly(ffi.e.,neverdeffined)
ffinfthefloop,suchasflffinks,wecreafteaftag“DRAM”fforffift
sffinceonflyoneffinsftanceoffftheRDDexffisftsandffisrepeaftedfly
used.PanftheraanaflyzesnoftonflyRDDvarffiabflesonwhffich
persffisftffisexpflfficffiftflycaflfled,buftaflsofthoseonwhffichacftffions
areffinvoked,suchasftheranksvarffiabfleffinFffigure2(a).The
ftagffinfferredfforanRDDvarffiabfle(sayv)ffispassed,aftfthe
mafterffiaflffizaftffionpoffinftoffeveryRDDffinsftance(vreffersfto),
ffinftoftherunftffimesysftemvffiaauftomaftfficaflflyffinsftrumenftedcaflfls
ftoauxffiflffiary(naftffive)mefthodsprovffidedbyfthePanftheraJVM.
WepffiggybackonaftracffingGCftopropagaftefthffisftagffrom
ftheRDDobjecftdownftoeachdaftaobjecftconftaffinedffinfthe
RDD—whenftheGCruns,ffiftmovesobjecftswffifthfthesame
ftagftogeftherffinftofthesame(DRAMorNVM)regffion(see§4).
Oneconsftraffinftfthaftneedsftobeaddffiftffionaflflyconsffidered
ffisftheflocaftffionofffthefloopreflaftffiveftoftheflocaftffionofffthe
mafterffiaflffizaftffionpoffinftoffftheRDD.Weanaflyzeftheflooponflyffiff
fthemafterffiaflffizaftffionpoffinftprecedesorffisffinfthefloop.Oftherwffise,
wheftherfthevarffiabfleffisusedordeffinedffinfthefloopdoes
noftmaftfterasftheRDDhasnoftbeenmafterffiaflffizedyeft.For
ffinsftance,aflfthoughftheranksvarffiabfleffisdeffinedffinfthefloop
fthaftsftarftsaftLffine17,ffiftdoesnoftgeftmafterffiaflffizedunftffiflLffine20
afffterfthefloopffinffishes.Hence,ffiftsbehavffiorffinfthefloopdoes

noftaffecftffiftsmemoryftag,whffichshoufldacftuaflflydependon
ffiftsdeff-useffinfthefloops,ffiffany,afffterLffine20.
Iffnofloopexffisftsffinaprogram,ftheprogramhasonflyone
ffifteraftffionandaflflRDDsreceffivean“NVM”ftagasnoneoff
fthemarerepeaftedflyaccessed.Iffftherearemuflftffipflefloops
ftobeconsffideredfforanRDDvarffiabfle,weftagffift“DRAM”ffiff
fthereexffisftsonefloopffinwhffichfthevarffiabfleffisused-onflyand
fthaftfloopffoflflowsorconftaffinsfthemafterffiaflffizaftffionpoffinftoff
ftheRDD.Thevarffiabflereceffivesan“NVM”ftagoftherwffise.Iff
aflflpersffisftedRDDsreceffivean“NVM”ftagaftftheendofffthe
anaflysffis,wechangeftheftagsoffaflflRDDsfto“DRAM”—fthe
goaflffisftoffuflflyuftffiflffizeDRAMbyffirsftpflacffingRDDsffinDRAM.
OnceDRAMcapacffiftyffisexhausfted,ftheremaffinffingRDDs,
ffincfludffingfthosewffiftha“DRAM”ftag,wffiflflbepflacedffinNVM.
NoftefthaftouranaflysffisffinffersftagsonflyfforftheRDDvarffi-

abflesexpflfficffiftflydecflaredffinftheprogram.InftermedffiafteRDDs
produceddurffingexecuftffionarenoftmafterffiaflffizedandfthusdo
noftreceffivememoryftagsffromouranaflysffis.Wedffiscusshow
ftohandflefthemffin§4.
ThememoryftagoffanRDDvarffiabfleffisasftaftfficapproxffima-

ftffionoffffiftsaccesspaftftern,whffichmaynoftreflecftfthebehavffior
offaflflRDDffinsftancesrepresenftedbyfthevarffiabfleaftrunftffime.
However,usercodeffordaftaprocessffingoffftenhasasffimpfle
baftch-ftransfformaftffionflogffic.Hence,fthesftaftfficffinfformaftffion
ffinfferredffromouranaflysffisffisoffftengoodenoughftoheflpfthe
runftffimemakeanaccuraftepflacemenftdecffisffionfforftheRDD.
Incasefthesftaftfficaflflyffinfferredftagsdonoftprecffiseflycapfture
ftheRDD’saccessffinfformaftffion,Panftherahasftheabffiflffiftyfto
moveRDDsbeftweenNVMandDRAM(wffifthffinftheofldgen-
eraftffion)basedonftheffiraccessffrequencffies,whenaffuflfl-heap
GCoccurs.§4provffidesaffuflfldffiscussffionfforfthffismechanffism.
DeaflffingwffifthShufffffledRDD.Recaflflffrom§2fthaft,ffinaddffi-
ftffionftoftheRDDsonwhffichpersffisftffisexpflfficffiftflyffinvoked,
ShufffffledRDDs,whfficharecreaftedffromdffiskffiflesafffterashuff-
fle,areaflsomafterffiaflffized.TheseRDDsareoffftenftheffinpuft
offasftagebuftffinvffisffibfleffinftheprogramcode.Thechaflflenge
hereffiswhereftopflacefthem.Ourffinsffighftffisfthaftftheffirpflace-
menftshouflddependonftheofthermafterffiaflffizedRDDsfthaftare
ftransfformedffrom(ffi.e.,dependon)fthemffinfthesamesftage.
Forexampfle,ffinFffigure2(b),ftheffinpuftofffthesftageareftwo

seftsoffShufffffledRDDs:[1]and[8].ShufffffledRDD[1]ffisftheRDD
represenftedbyflffinksandoursftaftfficanaflysffisaflreadyffinffers
ftag“DRAM”fforffift.ShufffffledRDD[8]resuflftsffromfthereducftffion
ffinftheprevffioussftage.BecauseShufffffledRDD[8]ftransffiftffivefly
producesMapParftffiftffionRDD[7](represenftedbyconftrffibs)and
MapParftffiftffionRDD[7]hasamemoryftag“NVM”ffinfferredby
oursftaftfficanaflysffis,weftagShufffffledRDD[8]“NVM”asweflfl.
ThemaffinreasonffisfthaftRDDsbeflongffingftofthesamesftage

maysharemanydaftaobjecftsfforopftffimffizaftffionpurposes.For
exampfle,amapftransfformaftffionfthaftonflychangesfthevaflues
(offkey-vafluepaffirs)ffinRDDAmaygenerafteanewRDDB
fthaftrefferencesfthesameseftoffkeyobjecftsasffinA.IffBhas
aflreadyreceffivedamemoryftagffromoursftaftfficanaflysffis,ffiftffis
beftfterftoassffignfthesameftagftoAsofthaftfthesesharedobjecfts
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Fffigure3.ThePanftheraheapandaflflocaftffionpoflfficffies.Here
RDDarrayobjecftsrefferftoRDDs’backbonearrayswhffifledafta
objecftsrefferftoofthernon-arrayobjecftsffinanRDDsftrucfture.

donoftreceffiveffinconsffisftenftftagsandwoufldnoftneedftobe
movedffromonememoryftoanoftherwhenBffisgenerafted
ffromA.Thffisffisespecffiaflflybenefficffiaflwhenftheftransfformaftffion
ffisffinacompuftaftffionaflfloop—aflargenumberoffobjecftswoufld
bemovedffiffAandBhavedffifferenftmemoryftags.
ToassffignfthesameftagftoAandB,weaddsupporftfthaft
scansftheflffineagegraphaftfthebegffinnffingoffeachsftagefto
propagaftefthememoryftagbackward,sftarftffingffromftheflow-
esftmafterffiaflffizedRDDffinfthegraphfthafthasreceffivedaftag
ffromouranaflysffis.Conflfficftsmayoccurdurffingfthepropaga-
ftffion—anRDDencounftereddurffingfthebackwardftraversafl
mayhaveanexffisftffingftagfthaftffisdffifferenftffromftheftagbe-
ffingpropagafted.Toresoflveconflfficfts,wedeffineftheffoflflowffing
prffiorffiftyorder:DRAM>NVM,whffichmeansfthaftuponacon-
flfficft,ftheresuflftffingftagffisaflwaysDRAM.Thffisffisbecauseour
goaflffisftomffinffimffizeftheNVM-ffinducedoverhead;RDDswffifth
a“DRAM”ftagffinfferredwffiflflbeffrequenftflyusedandpuftftffing
fthemffinNVMwoufldcauseflargeperfformancedegradaftffion.

4 ThePanftheraGarbageCoflflecftor

Whffifleoursftaftfficanaflysffis(§3)deftermffineswhereRDDsshoufld
beaflflocafted,fthffisffinfformaftffionhasftobecommunfficafteddown
ftoftherunftffimesysftem,whffichrecognffizesonflyobjecfts,noft
RDDs.Hence,ourgoaflffisftodeveflopanewGCfthaft,when
pflacffing/movffingdaftaobjecfts,ffisawareoff(1)fthehffigh-flevefl
semanftfficsabouftwhere(DRAMorNVM)ftheseRDDsshoufld
bepflacedand(2)ftheflow-fleveflffinfformaftffionabouftftheRDDs
ftowhffichftheseobjecftsbeflong.
Wehaveffimpflemenftedournewcoflflecftffionaflgorffifthmffin
OpenJDK8(buffifldjdk8u76-b02)[7].Inparftfficuflar,wehave
modffiffiedftheobjecftaflflocaftor,ftheffinfterprefter,ftheftwoJIT
compffiflers(C1andOpfto),andftheParaflfleflScavengecoflflecftor.

4.1 DesffignOvervffiew
HeapDesffign.ThePanftheraGCffisbasedonftheParaflfleflScav-
engecoflflecftor,whffichffisfthedeffauflftGCffinOpenJDK8.The
coflflecftordffivffidesftheheapffinftoayoungandanofldgeneraftffion.

Asdffiscussedearflffierffin§1,Panftherapflacesftheyounggener-
aftffionffinDRAMandspflffiftsftheofldgeneraftffionffinftoaDRAM
componenftandanNVMcomponenft.Theoff-heapnaftffive
memoryffispflacedenftffireflyffinNVM.Wereserveftwounused
bffifts,refferredftoasMEMORY_BITS,ffromftheheaderoffeachob-
jecftftoffindfficaftewheftherftheobjecftshoufldbeaflflocaftedffinfto
DRAM(01)orNVM(10).Thedeffauflftvafluefforfthesebffiftsffis
00—objecftsfthaftdonoftreceffiveaftaghavefthffisdeffauflftvaflue.
TheywffiflflbepromoftedftoftheNVMcomponenftoffftheofld
generaftffionffiffftheyflffiveflongenough.Fffigure3ffiflflusftraftesfthe
heapsftrucftureandouraflflocaftffionpoflfficffies.
AflflocaftffionPoflfficffies.Asdffiscussedffin§3,eachmafterffiaflffized
RDDcarrffiesamemoryftagfthaftcomesffromoursftaftfficanafl-
ysffisorflffineage-basedftagpropagaftffion.However,aftaflow
flevefl,anRDDffisasftrucftureoffobjecfts,asffiflflusftraftedffinFffig-
ure1,andftheseobjecftsarecreaftedaftdffifferenftpoffinftsffin
ftheexecuftffion.Ourgoaflffisftopflaceaflflobjecftsbeflongffingfto
fthesameflogfficaflRDD—ffincfludffingftheftopobjecft,fthearray
objecft,ftupfleobjecfts,andoftherobjecftsreachabfleffromftupfles
—ftogeftherffinfthespacesuggesftedbyftheRDD’smemoryftag,
becauseftheseobjecftsflffikeflyhavefthesameaccesspaftftern
andflffiffeftffime.
However,fthffisffisraftherchaflflengffing—oursftaftfficanaflysffis

ffinffersamemoryftagfforeachftopRDDobjecft(whoseftypeffisa
subftypeofforg.apache.spark.rdd.RDD)ffinftheuserprogram
andwedonoftknowwhaftoftherobjecftsbeflongftofthffisRDD
byjusftanaflyzffingftheuserprogram.Sftaftfficaflflyffidenftffiffyffing
whaftobjecftsbeflongftoaflogfficafldaftasftrucfturewoufldrequffire
precffiseconftexft-sensffiftffivesftaftfficanaflysffisoffbofthuserandsys-
ftemcode,whffichffisdffifficuflftftododueftoSpark’sexftremefly
flargecodebaseandfthescaflabffiflffiftyffissuesoffsftaftfficanaflysffis.
Ourffideaftosoflvefthffisprobflemffisfthaftffinsfteadoffaftftempftffing

ftoaflflocafteaflflobjecftsoffanRDDdffirecftflyffinftofthespace(say
S)suggesftedbyftheRDD’sftag,weaflflocafteonflyfthearray
objecftffinftoSuponffiftscreaftffion.Thffisffismucheasffierftodo—
Panftheraffinsftrumenftseachmafterffiaflffizaftffionpoffinft(e.g.,beffore
acaflflftopersffisftoraSparkacftffion)ffinftheuserprogramfto
passftheftagdownftoftherunftffimesysftemwffifthouftneedffingfto
anaflyzeftheSparksysftemcode.Sffincefthearrayffiscreaftedaft
mafterffiaflffizaftffion,ftherunftffimesysftemcanjusftuseftheftagfto
deftermffinewhereftopflaceffift.AflfloftherobjecftsffinftheRDDare
noftffimmedffiafteflyaflflocaftedffinSdueftoftheafforemenftffioned
dffifficuflftffiesffinffindffingftheffiraflflocaftffionsffiftes.Theyareffinsftead
aflflocaftedffinftheyounggeneraftffion.Lafter,weuseftheGCfto
moveftheseobjecftsffinftoSasftracffingffisperfformed.
Anoftherffimporftanftreasonwhyweffirsftaflflocaftefthearray
objecftffinftoSffisbecausefthearrayffisoffftenmuchflargerfthan
ftheftopandftupfleobjecfts.Iftffismuchmoreefficffienftftoaflflocafte
ffiftdffirecftflyffinftofthespaceffiftbeflongsftoraftherfthanaflflocaftffing
ffiftsomewhereeflseandmovffingffiftflafter.
Tabfle1showsouraflflocaftffionpoflfficffiesffordffifferenftftypes
offobjecftsffinanRDD.ForRDDswffifthftag“DRAM”,array
objecftsareaflflocafteddffirecftflyffinftoftheDRAMcomponenftoff
ftheofldgeneraftffionffiffffifthasenoughspace.Oftherwffise,fthey
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haveftobeaflflocaftedffinftheNVMcomponenft.ForRDDswffifth
ftag“NVM”,arrayobjecftsareaflflocafteddffirecftflyffinftoftheNVM
componenft.InftermedffiafteRDDswffifthouftftagsareaflflaflflocafted
ffinftheyounggeneraftffion(DRAM).Mosftofffthemendupdy-
ffingfthereandnevergeftpromofted,whffifleasmaflflnumberoff
objecftsfthaftevenftuaflflybecomeofldenoughwffiflflbepromofted
ftoftheNVMspaceoffftheofldgeneraftffion.TopRDDobjecfts
anddaftaftupfleobjecfts,asdffiscussedearflffier,areaflflaflflocafted
ffinftoftheyounggeneraftffionandmovedflafterbyftheGCftofthe
spacesconftaffinffingftheffircorrespondffingarrays.

Tabfle1.Panfthera’saflflocaftffionpoflfficffies.
Tag ObjType InffiftffiaflSpace FffinaflSpace

DRAM
RDDTop YoungGen. DRAMoffOfldGen.
RDDArray DRAMoffOfldGen. DRAMoffOfldGen.
DaftaObjs YoungGen. DRAMoffOfldGen.

NVM
RDDTop YoungGen. NVMoffOfldGen.
RDDArray NVMoffOfldGen. NVMoffOfldGen.
DaftaObjs YoungGen. NVMoffOfldGen.

NONE
RDDTop YoungGen. YoungGen.orNVMoffOfldGen.
RDDArray YoungGen. YoungGen.orNVMoffOfldGen.
DaftaObjs YoungGen. YoungGen.orNVMoffOfldGen.

4.2 ImpflemenftaftffionandOpftffimffizaftffion

Thffissubsecftffiondescrffibesourffimpflemenftaftffionftechnffiques
andvarffiousopftffimffizaftffions.

4.2.1 PassffingTags

Rffighftbefforeeachmafterffiaflffizaftffionpoffinft(ffi.e.,ftheffinvocaftffion
offpersffisftoraSparkacftffion),ouranaflysffisffinserftsacaflflfto
anaftffivemefthodrdd_aflfloc(rdd,ftag),wffifthftheRDD’sftop
objecft(rdd)andftheffinfferredmemoryftag(ftag)asftheargu-
menfts.Thffismefthodffirsftseftsafthread-flocaflsftaftevarffiabfle
ftoDRAMorNVM,accordffingftoftheftag,ffinfformffingfthecur-
renftfthreadfthaftaflargearrayfforanRDDwffiflflbeaflflocafted
soon.Nexft,rdd_aflflocseftsftheMEMORY_BITSoffftheftopobjecft
rddbasedonftag.Regardflessoffwhereffiftcurrenftflyffis,fthffis
ftopobjecftwffiflflevenftuaflflybemovedbyftheGCftofthespace
correspondffingftoftag.
Thefthreadfthenftransffiftffionsffinftoa“waffift”sftafte,waffiftffing
fforfthffisflargearray.Infthffissftafte,ftheffirsftaflflocaftffionrequesft
fforanarraywhoseflengfthexceedsauser-deffinedfthreshofld
(ffi.e.,amffiflflffionusedffinourexperffimenfts)ffisrecognffizedasfthe
RDDarray.Panftherafthenaflflocaftesfthearraydffirecftflyffinfto
fthespaceffindfficaftedbyftag.Toffimpflemenftfthffis,wemodffiffied
bofthftheffasftaflflocaftffionpafth,assembflycodegeneraftedby
ftheJITcompffifler,andfthesflowpafth,ffuncftffionsffimpflemenfted
ffinC++.Afffterfthffisaflflocaftffion,fthesftaftevarffiabfleffisreseftand
fthefthreadexffiftsfthewaffiftsftafte.Iffftagffisnuflfl,fthearrayffis
aflflocaftedffinftheyounggeneraftffion,prefferabflyfthroughfthe
fthread-flocaflaflflocaftffionbuffer(TLAB),andftheMEMORY_BITS
offftheftopobjecftremaffinsasfthedeffauflftvaflue(00).

4.2.2 ObjecftMffigraftffion

Thereareftwomajorchaflflengesffinhowftomoveobjecfts:
cross-generaftffionmffigraftffionandobjecftcompacftffion.AsPan-
ftherapffiggybacksonageneraftffionaflGC,objecftsffinftheyoung

generaftffionfthaftsurvffiveseveraflmffinorGCsaredeemedflong-
flffivedandmovedffinftoftheofldgeneraftffion.Wefleveragefthffis
opporftunffiftyftomoveftogeftherobjecftsfthaftbeflongftofthesame
flogfficaflRDD—asdffiscussedearflffier,ftheseobjecftsmffighftnoft
havebeenaflflocaftedffinfthesamespaceffinffiftffiaflfly.

MffinorGC.Todofthffis,wemodffiffiedfthemffinorcoflflecftffion
aflgorffifthmffinftheParaflfleflScavengeGConwhffichPanftheraffis
buffiflft.TheexffisftffingmffinorGCconftaffinsfthreeftasks:rooft-ftask,
whffichperfformsobjecftftracffingffromftheroofts(e.g.,sftackand
gflobaflvarffiabfles);ofld-fto-young-ftask,whffichscansrefferences
ffromobjecftsffinftheofldgeneraftffionftofthoseffinftheyoung
generaftffionftoffidenftffiffy(dffirecftflyorftransffiftffivefly)reachabfle
objecfts;andsfteafl-ftask,whffichperfformsworksfteaflffingffor
floadbaflancffing.Tosupporftourobjecftmffigraftffion,wespflffift
ofld-fto-young-ftaskffinftoaDRAM-fto-young-ftaskandNVM-fto-
young-ftask,whffichffindobjecftsfthaftshoufldbemovedffinftofthe
DRAMandNVMparftsoffftheofldgeneraftffion,respecftffivefly.
Forftheseftwoftasks,wemodffiffiedftheftracffingaflgorffifthmfto

propagafteftheftag—fforexampfle,scannffingarefferenceffrom
aDRAM-basedRDDarray(wffifthftag“DRAM”)ftoaftupfle
objecft(ffinftheyounggeneraftffion)propagaftesftheftagftofthe
ftupfleobjecft(byseftftffingffiftsMEMORY_BITS).Hence,whenftrac-
ffingffisdone,aflflobjecftsreachabfleffromfthearrayhaveftheffir
MEMORY_BITSseftftofthesamevaflueasfthaftofffthearray.In
ftheorffigffinaflGCaflgorffifthm,anobjecftdoesnoftgeftpromofted
ffromftheyoungftoftheofldgeneraftffionunftffiflffiftsurvffivessev-
eraflmffinorGCs.InPanfthera,however,wemoveftheobjecfts
whoseMEMORY_BITSffisseftas01(10)ffinftracffingffimmedffiafteflyfto
DRAM(NVM)spaceffinftheofldgeneraftffion,Werefferftofthffis
mechanffismaseagerpromoftffion.ObjecftswhoseMEMORY_BITS
ffisnoftseft,00,ffinftracffingbeflongftoffinftermedffiafteRDDsorare
conftroflobjecftsnoftassocffiaftedwffifthanyRDDs.Themffigraftffion
offftheseobjecftsffoflflowsftheorffigffinaflaflgorffifthm,fthaftffis,fthey
wffiflflbemovedonflyffiffftheysurvffiveseveraflmffinorGCs.
Furfthermore,weaflsoneedftomoveRDDftopobjecftsfto
ftheapproprffiafteparftoffftheofldgeneraftffion.Theseftopob-
jecfts,whoseMEMORY_BITSwasseftbyftheffinsftrumenftedcaflflfto
rdd_aflflocaftftheffirmafterffiaflffizaftffionpoffinfts,arevffisffiftedwhen
rooft-ftaskffisexecuftedbecauseftheseobjecftsarerefferenced
dffirecftflybysftackvarffiabfles.Wemodffiffiedftherooft-ftaskaflgo-
rffifthmftoffidenftffiffyobjecftswffifthftheseftMEMORY_BITS.These
RDDftopobjecftswffiflflaflsobemovedfto(ftheDRAM(01)or
NVM(10)spaceoff)ftheofldgeneraftffionbyfthemffinorGC.

MajorGC.WhenamajorGCruns,ffiftperfformsmemory
compacftffionbymovffingobjecftsftogefther(ffinftheofldgener-
aftffion)ftoreduceffragmenftaftffionandffimproveflocaflffifty. We
modffiffiedfthemajorGCftoguaranfteefthaftcompacftffiondoes
noftoccuracrossftheboundarybeftweenDRAMandNVM.
Furfthermore,whenfthemajorGCperfformsaffuflfl-heapscan,
Panftherare-assesses,fforeachRDDarrayobjecft,wherefthe
objecftshoufldacftuaflflybepflacedbasedonftheRDD’srunftffime
accessffrequency.Thffisffrequencyffismeasuredbycounftffing,
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usffingffinsftrumenftaftffion,howmanyftffimesamefthod(e.g.,map
orreduce)hasbeenffinvokedonfthffisRDDobjecft.
WemaffinftaffinahashftabflefthaftmapseachRDDobjecftfto
fthenumberoffcaflflsmadeonftheobjecft.Oursftaftfficanaflysffis
ffinserfts,afteachsuchcaflflsffifte,aJNI(JavaNaftffiveInfterfface)
caflflfthaftffinvokesanaftffiveJVMmefthodftoffincremenftfthecaflfl
ffrequencyfforftheRDDobjecft.Frequenftfly(ffinffrequenftfly)
accessedarrayobjecftsaremovedffromftheNVM(DRAM)
spaceftoftheDRAM(NVM)spacewffifthffinftheofldgeneraftffion
andaflflobjecftsreachabfleffromfthesearraysaremovedasweflfl.
TheffirMEMORY_BITSwffiflflbeupdaftedaccordffingfly.Aftftheend
offeachmajorGC,ftheffrequencyfforeachRDDffisreseft.
TheDRAMspaceoffftheofldgeneraftffioncanbequffickfly
ffiflfledupasffiftffismuchsmaflflerfthanftheNVMspace.When
ftheDRAMspaceffisffuflfl,fthemffinorGCmovesaflflobjecftsffrom
ftheyounggeneraftffionftoftheNVMspaceoffftheofldgeneraftffion
regardflessoffftheffirmemoryftags.

Conffflfficfts.Iffanobjecftffisreachabfleffrommuflftffipflerefferences
anddffifferenftftagsarepropagaftedfthroughfthem,aconflfficft
occurs.Asdffiscussedearflffier,weresoflveconflfficftsbygffivffing
“DRAM”hffigherprffiorffiftyfthan“NVM”.Asflongasftheobjecft
receffives“DRAM”ffromanyrefference,ffiftffisaDRAMobjecft
andwffiflflbemovedftoftheDRAMspaceoffftheofldgeneraftffion.

4.2.3 CardOpftffimffizaftffion

InOpenJDK,ftheheapffisdffivffidedffinftomanycards,eachrep-
resenftffingaregffionoff512byftes.Everyobjecftcanftakeoneor
morecards,andfthewrffiftebarrffiermaffinftaffinsacardftabflefthaft
markscerftaffincardsdffirftyuponrefferencewrffiftes.Thecard
ftabflecanbeusedftoefficffienftflyffidenftffiffyrefferencesdurffing
ftracffing.Forexampfle,upona.ff=b,fthecardfthaftconftaffins
ftheobjecftrefferencedbyaffisseftftodffirfty.WhenamffinorGC
runs,ftheofld-fto-youngscavengeftaskcfleansacardffifffthe
ftargeftobjecftsofffthe(ofld-fto-young)refferencesconftaffinedffin
fthememoryregffionrepresenftedbyfthecardhavebeencopffied
ftoftheofldgeneraftffion.
However,ffiffacardconftaffinsftwoflargearrays(sayAandB)

—e.g.,AendsffinfthemffiddfleofffthecardwhffifleBsftarftsfthere
ffimmedffiaftefly—sffignffifficanftffinefficffiencffiescanresuflftwhenfthey
arescannedbyftwodffifferenftGCfthreads.Thecardwoufld
remaffindffirftyevenffiffaflflobjecftsrefferencedbyAandBhave
beenmovedffromftheyoungftoftheofldgeneraftffion—neffifther
fthreadcoufldcfleanfthecarddueftoffiftsunawarenessofffthe
sftaftusofffthearrayscannedbyanoftherfthread.Thffiswoufld
causeeverymffinorGCftoscaneveryeflemenftoffeacharray
ffinfthedffirftycardunftffiflamajorGCoccurs.
ThffisffisaserffiousprobflemfforBffigDaftaappflfficaftffionsfthaft
makeheavyuseoffflargearrays.Sharedcardsexffisftperva-
sffiveflywhenfthesearraysareffrequenftflyaflflocaftedanddeaflflo-
cafted.Frequenftscannffingoffsuchcardswffifthmuflftffipflefthreads
canffincuraflargeoverheadonNVMdueftoffiftshffigherread
flaftencyandreducedbandwffidfth.Weffimpflemenftedasffimpfle
opftffimffizaftffionfthaftaddsanaflffignmenftpaddffingfforftheaflfloca-
ftffionoffeachRDDarrayftomakeftheendofffthearrayaflffign

wffifthftheendoffacard.Aflfthoughfthffisfleadsftospaceffinefficffien-
cffies,ftheamounftoffwasftedspaceffissmaflfl(e.g.,flessfthan512
byftesfforeacharrayoffhundredsoffmegabyftes)whffiflecard
sharffingamongarraysffiscompflefteflyeflffimffinafted,resuflftffingffin
subsftanftffiaflreducftffionffinGCftffime.

4.3 Appflfficabffiflffifty

OursftaftfficanaflysffisffisdesffignedspecffifficaflflyfforSparkand
nofteasffiflyreusabfleftooftherfframework.However,ftheAPIs
ffordaftapflacemenftandmffigraftffionprovffidedbyfthePanfthera
runftffimesysftemcanbeempfloyedftomanagememoryfforany
BffigDaftasysftemfthaftusesakey-vafluearrayasffiftsbackbone
daftasftrucfture.ExampflesffincfludeApacheHadoop,Apache
Fflffink,ordaftabasesysftemssuchasApacheCassandra.
PanftheraprovffidesftwomajorAPIs,onefforpre-ftenurffing

daftasftrucftureswffifthftagsandasecondffordynamfficmonffiftor-
ffingandmffigraftffion.TheffirsftAPIftakesasffinpuftanarrayand
aftag,perfformffingdaftapflacemenftasdffiscussedearflffierffinfthffis
secftffion.Theftagcancomeffromfthedevefloper’sannoftaftffions
ffinftheprogramorffromasftaftfficanaflysffisfthaftffisdesffigned
specffifficaflflyfforfthesysftemftobeopftffimffized.
Toffiflflusftrafte,consffiderApacheHadoopwherebofthamap

workerandareduceworkermayneedftohofldflargedafta
sftrucfturesffinmemory.Someofffthesedaftasftrucfturesare
floadedffromHDFSasffimmuftabfleffinpuft,whffifleofthersareffre-
quenftflyaccessed.InfthecaseoffHashJoffin,whffichffisabuffifldffing
bflockfforSQLengffines,oneffinpuftftabfleffisfloadedenftffireflyffin
memorywhffiflefthesecondftabfleffisparftffiftffionedacrossmap
workers.Iffmapworkersareexecuftedffinseparaftefthreads,
ftheyaflflshareftheffirsftftabfleandjoffinftheffirownparftffiftffions
offfthesecondftabflewffifthffift.Theffirsftftabfleffisflong-flffivedand
ffrequenftflyaccessed.Hence,ffiftshoufldbeftaggedDRAMand
pflacedffinftheDRAMspaceoffftheofldgeneraftffion,whffifledffiffer-
enftparftffiftffionsofffthesecondftabflecanbepflacedffinftheyoung
generaftffionandftheywffiflfldffieftherequffickfly.
Panfthera’ssecondAPIftakesasffinpuftadaftasftrucfture
objecftftoftrackfthenumberoffcaflflsmadeonftheobjecft.Iff
fthffisAPIffisusedftoftrackftheaccessffrequencyofffthedafta
sftrucfture,fthedaftasftrucfture(andaflflobjecftsreachabfleffrom
ffift)woufldnoftbepreftenured(asspecffiffiedbyftheffirsftAPI),buft
rafther,ftheyaresubjecftftodynamfficmffigraftffionperfformedffin
fthemajorGC.WecanusefthffisAPIftodynamfficaflflymonffiftor
cerftaffinobjecftsandmffigraftefthemffiffftheffiraccesspaftfternsare
nofteasyftopredfficftsftaftfficaflfly.
UseoffftheseftwoAPIsenabflesaflexffibfleaflflocaftffion/mffigra-

ftffionmechanffismfthaftaflflowscerftaffinparftsofffthedaftasftrucfture
(e.g.,fforwhffichmemoryftagscanbeeasffiflyffinfferred)ftobe
preftenuredandoftherparftsftobedynamfficaflflymffigrafted.

5 Evafluaftffion

Wehaveadded/modffiffied9186flffinesoffC++codeffinOpenJDK
(buffifldjdk8u76-b02)ftoffimpflemenftfthePanftheraGCandwrffift-
ften979flffinesoffScaflacodeftoffimpflemenftfthesftaftfficanaflysffis.
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5.1 NVMEmuflaftffionandHardwarePflaftfform

Mosftoffftheprffiorworksonhybrffidmemorffiesusedsffimuflaftors
fforexperffimenfts.However,noneofffthemsupporftJavaap-
pflfficaftffionsweflfl.Wecannoftexecuftemanaged-runftffime-based
dffisftrffibuftedsysftemsonfthesesffimuflaftors.Thereaflsoexffisftem-
uflaftorssuchasQuarftz[51]andPMEP[18]fthaftsupporftem-
uflaftffionoffNVMfforflargeprogramsusffingcommodffiftymuflftffi-
sockeft(NUMA)hardware,buftneffiftherQuarftznorPMEP
coufldrunOpenJDK.Theseemuflaftorsrequffiredeveflopers
ftouseftheffirownflffibrarffiesfforNVMaflflocaftffion,makffingffift
ffimpossffibflefforfthePanftheraGCftomffigrafteobjecftswffifthouft
re-ffimpflemenftffingftheenftffireaflflocaftorandGCffromscraftch
usffingftheseflffibrarffies.
Asobservedffin[8,51],NUMA’sremoftememoryflaftency

ffiscfloseftoNVM’sflaftency,andhence,researchershaveused
aNUMAarchffiftecftureasfthebaseflffineftomeasureemuflaftffion
accuracy.Foflflowffingfthffisobservaftffion,webuffiflftourownemu-
flaftoronNUMAmachffinesftoemuflaftehybrffidmemorffiesffor
JVM-basedBffigDaftasysftems.
WeffoflflowedQuarftz[51]whenffimpflemenftffingouremufla-

ftor.Quarftzhasftwomajorcomponenfts:(1)ffiftusesfthefthermafl
conftroflregffisfterftoflffimffiftftheDRAMbandwffidfth;and(2)ffiftcre-
aftesadaemonfthreadfforeachappflfficaftffionprocessandffinserfts
deflayffinsftrucftffionsftoemuflafteftheNVMflaftency.Forexampfle,
ffiffanappflfficaftffion’sCPUsftaflflftffimeffisS,QuarftzscaflesftheCPU

sftaflflftffimeftoS×
NVM_flaftency
DRAM_flaftencyftoemuflafteftheflaftencyeffecftoff

NVM.For(1),weusedfthesamefthermaflconftroflregffisfterfto
flffimffiftftheread/wrffiftebandwffidfth.LffikeQuarftz,wecurrenftflydo
noftsupporftdffifferenftbandwffidfthsfforreadsandwrffiftes.For
(2),weffoflflowedQuarftz’sobservaftffionftouseftheflaftencyoff
NUMA’sremoftememoryftomodeflNVM’sflaftency.
AnaflfternaftffiveapproachftoemuflaftffingNVM’sflaftencyffis

ftoffinsftrumenftfloads/sftoresdurffingJITcompffiflaftffion,ffinjecftffing
asoffftware-creafteddeflayafteachfload/sftore.Theflffimffiftaftffion
offfthffisapproach,however,ffisfthaftffiftdoesnoftaccounftffor
cachffingeffecftsandmemory-fleveflparaflfleflffism.
WeusedoneCPUftorunaflflfthecompuftaftffion,fthememory

flocaflftoftheCPUasDRAM,andftheremoftememoryasNVM.
Inparftfficuflar,DRAMandNVMareemuflafted,respecftffivefly,
usffing2flocafland2remoftememorychannefls.Theperffor-
mancespecffifficaftffionsoffftheemuflaftedNVMarefthesameas
fthoseusedffin[51],reporftedffinTabfle2.ToemuflafteNVM’s
sflowwrffiftespeed,weusedfthefthermaflconftroflregffisfterfto
flffimffiftfthebandwffidfthoffremoftememory—fthereadandwrffifte
bandwffidfthffis10GB/seach.Theremoftememory’sflaftencyffin
ourseftftffingffis2.5×offfthaftoffftheflocaflmemory.

EnergyEsftffimaftffion.WeffoflflowedLeeeftafl.[32]ftoesftffimafte
energyfforNVM.WeusedMfficron’sDDR4devfficespecffiffi-
caftffions[39]ftomodeflDRAM’spower.NVM’senergyhasa
sftaftfficanddynamfficcomponenft.Thesftaftfficcomponenftffisneg-
flffigffibflecomparedftoDRAM[33].Thedynamfficcomponenft
consffisftsoffftheenergyconsumedbyreadsandwrffiftes.PCM

Tabfle2.EmuflaftedDRAMandNVMparamefters.

DRAM NVM

Readflaftency(ns) 120 300

Bandwffidfth(GB/s) 30
10(flffimffiftedbyfthefther-
maflconftroflregffisfter)

CapacffiftyperCPU 100soffGBs Terabyftes
Esftffimaftedprffice 5× 1×

arrayreadsconsumeabouft2.1×flargerenergyfthanDRAM
dueftoffiftsneedfforhffighftemperaftureoperaftffion[32].
NVMwrffiftesconsumemuchmoreenergyfthanDRAM

wrffiftes.Uponarow-buffermffiss,ftheenergyconsumedbyeach
wrffiftehasfthreecomponenfts:(1)anarraywrffiftefthaftevfficfts
daftaffromftherowbufferffinftofthebankarray,(2)anarrayread
fthaftffeftchesdaftaffromfthebankarrayftoftherowbuffer,and
(3)arowbufferwrffiftefthaftwrffiftesnewdaftaffromftheCPUflasft
fleveflcacheftoftherowbuffer.Assumffingftherow-buffermffiss
raftffioffis0.5,wecompuftedfthesefthreecomponenftsseparaftefly
byconsffiderffingftherowbuffer’swrffifteenergy(1.02pJ/bffift),sffize
(ffi.e.,8KbffiftsfforDRAM[39],32-bffift-wffideparftffiaflwrffiftebackfto
NVM[32])andmffissrafte(0.5),asweflflasfthearray’swrffifte-
backenergy(16.8pJ/bffift×7.6%fforNVM)andreadenergy
(2.47pJ/bffiftfforNVM).Theffacftoroff7.6%ffisdueftoLeeeftafl.’s
opftffimffizaftffion[32]fthaftwrffiftesonfly7.6%offfthedffirftywords
backftoftheNVMarray.
CPU’suncoreevenfts,coflflecftedwffifthVTune[6],wereem-
pfloyedftocompuftefthenumbersoffreadsandwrffiftes.Inpar-
ftfficuflar,ftheevenftsweusedwereUNC_M_CAS_COUNT.RDand
UNC_M_CAS_COUNT.WR.VTunecanaflsodffisftffinguffishreadsand
wrffiftesffrom/ftoflocaflandremoftememorffies.

5.2 ExperffimenftSeftup

WeseftupasmaflflcflusfterftorunSparkwffifthonemasfternode
andonesflavenode—ftheseftwoservershaveaspecffiaflInftefl
chffipseftwffiftha“scaflabflememorybuffer”fthaftcanbeftunedfto
producefthe2.5×flaftencyfforremoftememoryaccesses,whffich
maftchesNVM’sread/wrffifteflaftency.Sffinceourffocusffisnoft
ondffisftrffibuftedcompuftffing,fthffiscflusfterffissufficffienftfforusfto
execuftereaflworkfloadsonSparkandundersftandftheffirperffor-
manceoverhybrffidmemorffies.Tabfle3reporftsfthehardware
conffiguraftffionsoffftheSparkmasfterandSparksflavenodes.
Eachnodehasftwo8-coreCPUandftheParaflfleflScavenge
coflflecftoronwhffichPanftherawasbuffiflftcreaftes16GCfthreads
ffineachGCftoperfformparaflfleflftracffingandcompacftffion.

Tabfle3.Hardwareconffiguraftffionfforourservers.

Arch NUMA,4sockefts
QPI6.4GT/S,dffirecftory-basedMESIF

CPU E7-4809v32.00GHz,8cores,16HWfthreads

L1-I 8way,32KB/core,prffivafte
L1-D 8way,32KB/core,prffivafte
L2 8way,256KB/core,prffivafte
L3 20way,20MB,shared

Memory DDR4,1867MHz,SMI2channefls
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ThenegaftffiveffimpacftoffftheGCflaftencyffincreaseswffifthfthe
numberoffcompuftenodes.Asreporftedffin[36],aGCrunon
asffingflenodecanhofldupftheenftffirecflusfter—whenanode
requesftsadaftaparftffiftffionffromanoftherserverfthaftffisrunnffing
GC,ftherequesftffingnodecannoftdoanyfthffingunftffiflftheGCffis
doneonfthesecondnode.SffincePanftheracansffignffifficanftfly
ffimproveftheGCperfformanceonNVM,weexpecftPanfthera
ftoprovffideevengreafterbeneffiftwhenSparkffisexecuftedona
flargeNVMcflusfter.

SysftemConffiguraftffions.EachCPUhasa128GBDRAM.
Wereserved8GBoffDRAMfforftheOSandfthemaxffimum
amounftoffDRAMfthaftcanbeusedfforSparkffis120GB.We
experffimenftedwffifthftwodffifferenftheapsffizesfforftheSpark-
runnffingJVM(64GBand120GB)andfthreedffifferenftDRAM
sffizes(1/4,1/3,and100%offftheheapsffize;ftheresftoffftheheap
ffisNVM).Theconffiguraftffionwffifth100%DRAMwasusedasa
baseflffineftocompufteftheoverheadoffPanftheraunderhybrffid
memorffies.
PrffiorworksonNVMoffftenusedsmaflflerDRAMraftffiosffin

ftheffirconffiguraftffions.Forexampfle,WrffifteRaftffionffing[9]used
1GBDRAMand32GBNVMffinftheffirexperffimenfts.However,
aswedeaflwffifthBffigDaftasysftems,ffiftwoufldnoftbepossffibfle
fforusftouseaverysmaflflDRAMraftffio—ffinourexperffimenfts,
areguflarRDDconsumes10-30GBmemory,andhence,we
hadftomakeDRAMflargeenoughftohofldaftfleasftoneRDD.
ThenurseryspaceffispflacedenftffireflyffinDRAM.Wehave
experffimenftedwffifthseverafldffifferenftsffizes(1/4,1/5,1/6,and
1/7offftheheapsffize)fforfthenurseryspace.Theperfformance
dffifferencesbeftweenfthe1/4,1/5,and1/6conffiguraftffionswere
margffinafl(evenunderftheorffigffinaflJVM),whffifleftheconffigu-
raftffionoff1/7fledftoworseperfformance.Weendedupusffing
1/6ffinourexperffimenftsftoachffievegoodnurseryperfformance
andsffimuflftaneousflyfleavemoreDRAMftoftheofldgeneraftffion.

ProgramsandDaftasefts.Weseflecftedadffiverseseftoff7pro-
grams.Tabfle4flffisftsftheseprogramsandfthedaftaseftsusedfto
runfthem.Thesearerepresenftaftffiveprogramsfforawffidevarffi-
eftyoffftasksffincfludffingdaftamffinffing,machffineflearnffing,graph
andftexftanaflyftffics.PR,KM,LR,andTCrundffirecftflyonSpark;
CCandSSSParegraphprogramsrunnffingonGraphX[22],
whffichffisadffisftrffibuftedgraphengffinebuffiflftoverSpark;BCffisa
programffinMLffib,amachffineflearnffingflffibrarybuffiflftonftopoff
Spark.Weusedreafl-worflddaftaseftsftorunaflflfthesevenpro-
grams.Noftefthaftaflfthoughfthesffizesoffftheseffinpuftdaftasefts
arenoftveryflarge,ftherecanbeflargeamounftsoffffinftermedffiafte
daftagenerafteddurffingfthecompuftaftffion.

Baseflffines.OurffinffiftffiaflgoaflwasftocomparePanftherawffifth
bofthEspresso[56]andWrffifteRaftffionffing[9].However,neffi-
ftherofffthemffispubflfficflyavaffiflabfle.Espressoproposesapro-
grammffingmodeflffordeveflopersftodeveflopnewappflfficaftffions.
AppflyffingffiftftoBffigDaftasysftemswoufldmeanfthaftweneed
ftorewrffifteeachaflflocaftffionsffifte,whffichffiscflearflynoftpracftfficafl.
Inaddffiftffion,Espressodoesnoftmffigrafteobjecftsbasedonftheffir
accesspaftfterns.

Tabfle4.Sparkprogramsanddaftasefts.
Program Daftaseft InffiftffiaflSffize

PageRank(PR) WffikffipedffiaFuflflDump,German[3] 1.2GB
K-Means(KM) WffikffipedffiaFuflflDump,Engflffish[3] 5.7GB
LogffisftfficRegressffion(LR) WffikffipedffiaFuflflDump,Engflffish[3] 5.7GB
TransffiftffiveCflosure(TC) NoftreDameWebgraph[2] 21MB

GraphX-Connecfted
Componenfts(CC)

WffikffipedffiaFuflflDump,Engflffish[3] 5.7GB

GraphX-Sffingfle Source
ShorftesftPafth(SSSP)

WffikffipedffiaFuflflDump,Engflffish[3] 5.7GB

MLflffib-NaffiveBayesCflas-
sffiffiers(BC)

KDD2012[1] 10.1GB

The WrffifteRaftffionffingGChasftwoffimpflemenftaftffions:
Kffingsguard-Nursery(KN)andKffingsguard-Wrffiftes(NW).KN
pflacesftheyounggeneraftffionffinDRAMandftheofldgeneraftffion
ffinNVM.KWaflsopflacesftheyounggeneraftffionffinDRAM.
DffifferenftffromKN,KWmonffiftorsobjecftwrffiftesanddynamffi-
caflflymffigrafteswrffifte-ffinftensffiveobjecftsffinftoDRAM.Aflfthough
wecoufldnoftdffirecftflycomparePanftherawffifthftheseftwoGCs,
wehaveffimpflemenftedsffimffiflaraflgorffifthmsffinOpenJDK.Under
KW,aflmosftaflflpersffisftedRDDswerequffickflymovedftoNVM.
TheffrequenftNVMreadsffromftheseRDDs,ftogeftherwffifth
wrffiftebarrffiersusedftomonffiftorobjecftwrffiftes,ffincurredan
averageoff41%perfformanceoverheadfforourbenchmarks.
ThffisffisbecauseBffigDaftaappflfficaftffionsexhffibffiftdffifferenftcharac-
fterffisftfficsffromreguflar,non-dafta-ffinftensffiveJavaappflfficaftffions.
KNappearsftobeagoodbaseflffineaftftheffirsftsffighft.How-

ever,ffimpflemenftffingffiftnaïveflyffinftheParaflfleflScavengecoflflec-
ftorcanfleadftonon-ftrffivffiafloverhead—fthereducedbandwffidfth
ffinNVMcancreafteahugeffimpacftonftheperfformanceoffa
muflftffi-fthreadedprogram;fthffisffisespecffiaflflyfthecasefforParafl-
fleflScavengefthaftaftftempftsftoffuflflyuftffiflffizeftheCPUresources
ftoperfformparaflfleflobjecftscannffingandcompacftffion.
Toobftaffinabeftfterbaseflffine,wepflacedftheyounggenera-

ftffionffinDRAMandsupporftedftheofldgeneraftffionwffifthamffix
offDRAMandNVM.Inparftfficuflar,wedffivffidedfthevffirftuafl
addressspaceoffftheofldgeneraftffionffinftoanumberoffchunks,
eachwffifth1GB,andusedaprobabffiflffiftyftodeftermffinewhefther
achunkshoufldbemappedftoDRAMorNVM.Theprob-
abffiflffiftyffisderffivedffromftheDRAMraftffioffinfthesysftem.For
exampfle,ffinasysftemwhereftheDRAM-fto-memoryraftffioffis
1/4(1/4DRAM),eachchunkffismappedftoDRAMwffifth1/4
probabffiflffiftyandftoNVMwffifth3/4probabffiflffifty.Noftefthaftfthffis
ffiscommonpracftffice[21,53]ftouftffiflffizefthecombffinedband-
wffidfthoffDRAMandNVM.Werefferftofthffisconffiguraftffionas
unmanaged,whffichouftperfformsbofthKNandKWfforour
benchmarks.

5.3 PerfformanceandEnergy

Fffigure4reporftsftheoveraflflperfformanceandenergyresuflfts
whena64GBheapffisusedandDRAMftomemoryraftffioffis
1/3(1/3DRAM).Theperfformanceandenergyresuflftsoff
eachconffiguraftffionarenormaflffizedw.r.ft.fthoseofffthe64GB
DRAM-onflyversffion.ComparedftoftheDRAM-onflyversffion,
ftheunmanagedversffionreducesenergyby26.7%wffiftha
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21.4%execuftffionftffimeoverhead.Inconftrasft,Panftherareduces
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energyby32.3%afta4.3%execuftffionftffimeoverhead.

Fffigure4.Overaflflperfformanceandenergyresuflftsundera
64GBheap;DRAMftomemoryraftffioffis1/3.

Whenftheheapsffizeffis120GB(noftshownffinFffigure4,buft
summarffizedflafterffinFffigure6andFffigure7),ftheunmanaged
versffionreducesenergyby39.7%afta19.3%execuftffionftffime
overhead.Inconftrasft,Panftherareducesenergyby47.0%
wffifthflessfthan1%execuftffionftffimeoverhead.Cflearfly,consffider-
ffingftheRDDsemanftfficsffindaftapflacemenftprovffidessffignffifficanft
beneffiftsffinbofthenergyandperfformance.
GCPerfformance.ToundersftandftheGCperfformance,we
brokedownftherunnffingftffimeoffeachprogramffinftofthemu-
ftaftorandGCftffime;ftheseresuflfts(underfthe64GBheap)are
shownffinFffigure5.Comparedftofthebaseflffine,ftheunmanaged
versffionffinftroducesperfformanceoverheadoff60.4%and6.9%
ffinftheGCandcompuftaftffion,respecftffivefly;whffiflefforPanfthera
ftheseftwooverheadsare,respecftffivefly,4.7%and4.5%.Under
fthe120GBheap,ftheGCperfformanceoverheadoffftheun-
managedversffionandPanftheraare,respecftffivefly,58.0%and
3.1%.Noftefthaftdueftoflargeamounftsoffffinftermedffiaftedafta
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generafted,ftheGCffisffrequenftflyftrffiggeredfforftheseprograms.

Fffigure5.GCperfformance(64GBheap).

SffinceftheGCffisamemory-ffinftensffiveworkfload,ffinapproprffi-
aftedaftapflacemenftcanfleadftosffignffifficanftflyhffighermemory
accessftffimeandfthusaflargepenaflfty.Thepenaflftycomesffrom
ftwomajorsources.Fffirsft,NVM’sflffimffiftedbandwffidfth(whffich
ffisabouft1/3offfthaftoffDRAM)hasaflargenegaftffiveffimpacft
onftheperfformanceoffParaflfleflScavenge,whffichflaunches
16fthreadsftoperfformparaflfleflftracffingandobjecftcopyffingffin
each(nurseryandffuflfl-heap)GC.Gffivenfthffishffighdegreeoff

paraflfleflffism,ftheperfformanceofffthenurseryGCffisdegraded
sffignffifficanftflywhenscannffingobjecftsffinNVM.Second,objecft
ftracffingffisaread-ffinftensffiveftask,whffichsuffersbadflyffrom
NVM’shffigherreadflaftency.
PanftheraffimprovesftheGCperfformancebypreftenurffing

ffrequenftfly-accessedRDDobjecftsffinDRAMandperfformffing
opftffimffizaftffionsffincfludffingeagerpromoftffion(§4.2.2)andcard
paddffing(§4.2.3).Eagerpromoftffionreducesfthecosftoff(ofld-
fto-young)ftracffingffineachmffinorGC,whffiflecardpaddffing
eflffimffinaftesunnecessaryarrayscansffinNVM,whfficharesen-
sffiftffiveftobofthflaftencyandbandwffidfth.Affurftherbreakdown
showsfthafteagerpromoftffion,aflone,conftrffibuftesanaverageoff
9%offftheftoftaflGCperfformanceffimprovemenft.Theconftrffibu-
ftffionoffcardpaddffingffismuchmoresffignffifficanft—wffifthouftfthffis
opftffimffizaftffion,ftheGCftffimeffincreasesby60%dueftoftheffimpacft
offNVM’ssubsftanftffiaflflyflffimffiftedbandwffidfthandffincreasedfla-
ftencyonftheperfformanceoffparaflfleflcardscannffing.Inffacft,
fthffisffimpacftffissoflargefthaftftheoftheropftffimffizaftffionswoufld
noftworkweflflwhencardpaddffingffisdffisabfled.

VaryffingHeapsandRaftffios.Toundersftandftheffimpacftoff
ftheheapsffizesandDRAMraftffios(DRAMftoftoftaflmemory),
wehaveconducftedexperffimenftswffifthftwoheapsffizes(64GB,
120GB)andftwoDRAMraftffios(1/3,1/4)onffourprogramsPR,
LR,CC,andBC.Fffigure6reporftsftheftffimeresuflftsofffthese
conffiguraftffions.Panfthera’sftffimeoverheadsare,onaverage,
9.5%,3.4%,2.1%,and0%,respecftffivefly,underftheffourconffig-
uraftffions(64GB,1/4),(64GB,1/3),(120GB,1/4),and(120GB,
1/3).Theoverheadsfforftheunmanagedversffionare25.9%,
20.9%,23.9%,and19.3%,respecftffivefly,underfthesesameffour
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120GBHeap. (b)64GBHeap.

Fffigure6.PerfformancefforftwoDRAMraftffios+ftwoheaps.

Wemakeftwoffinfteresftffingobservaftffions.Fffirsft,Panfthera
ffismoresensffiftffiveftoftheDRAMraftffiofthanftheheapsffize.
Theftffimeoverheadcanbereducedbyaflmosft10%whenfthe
DRAMraftffioffincreasesffrom1/4fto1/3.Thereasonffisfthaftmore
ffrequenftflyaccessedRDDsaremovedftoDRAM,reducffing
fthememoryflaftencyandbandwffidfthboundoffNVM.Anofther
observaftffionffisfthaftftheunmanagedversffionffismuchflesssensffi-
ftffiveftoDRAMraftffio—ftheftffimeoverheadffisreducedbyonfly5%
whenftheDRAMraftffioffincreasesfto1/3.Thffisffisbecausearbffi-
ftrarydaftapflacemenftfleavesmuchoffftheffrequenftfly-accessed
daftaffinNVM,makffingCPUssftaflflheavffiflywhenaccessffing
NVM.
Fffigure7depfficftsftheenergyresuflftsfforftheftwoheapsand

ftwoDRAM/NVMraftffios.Forfthe64GBheap,ftheunmanaged
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versffion reduces energy by an average off 32.2% and 26.5%, re-
specftffivefly, under fthe 1/4 and 1/3 DRAM raftffio, whffifle Panfthera
reduces energy by 36.0% and 32.7% under fthese same raftffios.
The energy reducftffions ffor fthe 120GB heap are much more
sffignffifficanft — fthe unmanaged versffion reduces energy by
45.7% and 39.7%, respecftffivefly, under fthe 1/4 and 1/3 DRAM
raftffios, whffifle fthe energy reducftffion under Panfthera ffincreases
fto 51.7% and 47.0% ffor fthese ftwo raftffios.

(a)120GB Heap. (b)64GB Heap.

Fffigure 7.Energy ffor ftwo DRAM raftffios + ftwo heaps.

5.4 Memory Access Anaflysffis

NVM has hffigh flaftency and flow bandwffidfth. In generafl, fthe
perfformance penaflfty caused by hffigh flaftency ffincreases wffifth
fthe number off memory accesses. For fthe same number off
memory accesses, NVM ffincurs hffigher perfformance penaflfty
ffor appflfficaftffions fthaft have ffinsftanftaneous bandwffidfth requffire-
menfts whffich are beyond NVM’s bandwffidfth. Fffigure8depfficfts
fthe read/wrffifte bandwffidfth ffor unmanaged and Panfthera on
GraphX-CC. Compared fto fthe unmanaged versffion, Panfthera
mffigraftes mosft off fthe memory reads/wrffiftes ffrom NVM fto
DRAM and reduces fthe hffigh ffinsftanftaneous memory access
bandwffidfth requffiremenfts (ffi.e., peaks ffin fthe ffigure). Because
Panfthera aflflocaftes/moves ffrequenftfly accessed dafta fto DRAM,
ffift reduces unnecessary NVM accesses (§4.2.2,§4.2.3).

5.5 Overhead off Monffiftorffing and Mffigraftffion

As dffiscussed ffin §4.2, Panfthera perfforms flffighftweffighft mefthod-
flevefl monffiftorffing on RDD objecfts fto deftecft mffispflaced RDDs
ffor dynamffic mffigraftffion. Thffis subsecftffion provffides a cfloser
examffinaftffion off dynamffic mffigraftffion’s overhead.
As we monffiftor onfly mefthod caflfls ffinvoked on RDD objecfts,

we ffind dynamffic monffiftorffing overhead ffis negflffigffibfle,ffi.e.ffift ffis
fless fthan 1% across our benchmarks. For exampfle, ffor PageR-
ank, onfly abouft 300 caflfls were observed on aflfl RDD objecfts
ffin a 20-mffinufte execuftffion. The second coflumn off Tabfle5
reporfts fthe number off caflfls monffiftored ffor each appflfficaftffion.
For GraphX appflfficaftffions, whffich has fthousands off RDD caflfls,
fthe monffiftorffing overheads are sftffiflfl fless fthan 1%.
Dynamffic mffigraftffion (perfformed by fthe major GC) rarefly
occurs ffin our experffimenfts, as can be seen ffrom fthe fthffird
coflumn off Tabfle5. There are ftwo maffin reasons. Fffirsft, fthe
ffrequency off a major coflflecftffion ffis very flow because a majorffifty
off objecfts dffie young and mosft off fthe coflflecftffion work ffis done
by fthe mffinor GC. Second, ffor ffour appflfficaftffions (PR, KM, TC,
and LR), our sftaftffic anaflysffis resuflfts are accurafte enough and,
hence, dynamffic mffigraftffion ffis never needed.

(a)Unmanaged, DRAM raftffio = 1/3

(b)Panfthera, DRAM raftffio = 1/3

Fffigure 8.GraphX-CC’s memory access bandwffidfth.

Tabfle 5.Dynamffic monffiftorffing and mffigraftffion.

Program# Caflfls monffiftored # RDDs mffigrafted

PR 328 0

KM 550 0

LR 333 0

TC 217 0

CC 2945 1

SSSP 3632 1

BC 336 0

We observed fthaft onfly ftwo RDDs (durffing fthe execuftffions
off CC and SSSP) were mffigrafted dynamfficaflfly. Nofte fthaft bofth
CC and SSSP are GraphX appflfficaftffions. Each ffifteraftffion off
fthe processffing creaftes new RDDs represenftffing fthe updafted
graph and persffisfts fthem. Aft fthe end off each ffifteraftffion, fthe
RDDs represenftffing fthe ofld graph are expflfficffiftflyunpersffisfted.
Our sftaftffic anaflysffis, due fto flack off supporft ffor ftheunpersffisft
caflfl, marks bofth ofld and new graph RDDs as hoft dafta and
generaftes a DRAM ftag ffor aflfl fthem. These RDD objecfts are
fthen aflflocafted ffin DRAM and ftheffir dafta objecfts are promofted
eagerfly fto fthe DRAM space off fthe ofld generaftffion. The RDD
objecfts represenftffing fthe ofld graphs, ffiff fthey can survffive a ma-
jor GC, are mffigrafted fto fthe NVM space off fthe ofld generaftffion
due fto ftheffir flow access ffrequency.
To have beftfter undersftandffing off fthe ffindffivffiduafl conftrffi-
buftffions off preftenurffing and dynamffic mffigraftffion, we have
dffisabfled fthe monffiftorffing and mffigraftffion and rerun fthe en-
ftffire experffimenfts. The perfformance dffifference was negflffigffibfle
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(ffi.e.,flessfthan1%).Hence,weconcfludefthaftmosftoffPan-
fthera’sbeneffiftsftemsffrompreftenurffing,whffichffimprovesfthe
perfformanceoffbofthfthemuftaftorandftheGC.However,dy-
namfficmonffiftorffingandmffigraftffionffincreasesfthegeneraflffifty
offPanfthera’sopftffimffizaftffions,makffingPanftheraappflfficabflefto
appflfficaftffionswffifthdffiverseaccesscharacfterffisftffics.

6 ReflaftedWork
HybrffidMemorffiesfforManagedRunftffime.Toourknowfl-
edge,Panftheraffisftheffirsftpracftfficaflworkftoopftffimffizedafta
flayouftffinhybrffidmemorffiesfformanaged-runftffime-baseddffis-
ftrffibuftedBffigDaftapflaftfforms.Exffisftffingefforfts[9,12,21,26,27,
44,49,52,56]fthaftaftftempftftosupporftpersffisftenftJavaffocus
onreguflarappflfficaftffionsorneedftorebuffifldfthepflaftfforms.
InoueandNakaftanffi[24]ffidenftffiffycodepaftfternsffinJava

appflfficaftffionsfthaftcancausecachemffissesffinL1andL2.Gaoeft
afl.[20]proposeafframeworkffincfludffingsupporftffromhard-
ware,ftheOS,andftherunftffimeftoexftendNVM’sflffiffeftffime.
TworecenftworkscfloseftoPanftheraareEspresso[56]and
WrffifteRaftffionffing[9].However,ftheywerenoftdesffignedffor
BffigDaftasysftems.EspressoffisaJVM-basedrunftffimesysftem
fthaftenabflespersffisftenftheaps.Devefloperscanaflflocafteob-
jecftsffinapersffisftenftheapusffinganewffinsftrucftffionpnewwhffifle
ftherunftffimesysftemprovffidescrashconsffisftencyfforftheheap.
AppflyffingEspressorequffiresrewrffiftffingftheBffigDaftapflaftfforms
(e.g.,Spark)usffingpnew,whffichffisnoftpracftfficafl.
WrffifteRaftffionffing[9]ffisaGCftechnffiquefthaftpflaceshffighfly

muftaftedobjecftsffinDRAMandmosftfly-readobjecftsffinNVMfto
ffincreaseNVMflffiffeftffime.LffikeEspresso,fthffisGCffocusesonffin-
dffivffiduaflobjecftsanddoesnoftconsffiderappflfficaftffionsemanftffics.
Panfthera’snurseryspaceffisaflsopflacedffinDRAM,sffimffiflar
ftoftheKffingsguard-NurseryffinWrffifteRaftffionffing.However,
ffinsfteadoffffocusffingonffindffivffiduaflobjecfts,Panftherauftffiflffizes
Sparksemanftfficsftoobftaffinaccessffinfformaftffionaftfthearray
granuflarffifty,fleadffingftoeffecftffivepreftenurffingandefficffienft
runftffimeobjecftftrackffing.

MemorySftrucfture.Thereareftwokffindsoffhybrffid-memory
sftrucftures:flaftsftrucfture,whereDRAMandNVMsharea
sffingflememoryspace,andverftfficaflsftrucfture,whereDRAM
ffisusedasabufferfforNVMftosftorehoftdafta.Theverftfficafl
sftrucftureffisnormaflflymanagedbyhardwareandftranspar-
enftftoftheOSandappflfficaftffions[28,32,35,37,46,57,59,62].
Qureshffieftafl.[46]showsfthaftaverftfficaflsftrucfturewffifthonfly
3%DRAMcanreachsffimffiflarperfformanceftoffiftsDRAM-onfly
versffion.However,ftheoverheadoffpagemonffiftorffingandmffi-
graftffionffincreasesflffinearflywffifthftheworkffingseft[53].The
spaceoverheade.g.,ftheftagsftorespaceoffDRAMbuffer,can
aflsobehffighwffifthaflargevoflumeoffNVM[38].

Page-basedMffigraftffion.Agreaftnumberoffexffisftffingworks
usememoryconftroflflersftomonffiftorpageread/wrffifteffre-
quency[15,16,19,23,34,45,47,53,57,61]andmffigraftefthe
ftop-rankedpagesftoDRAM.Anoftherftypeoffhybrffidmemory,
composedoff3D-sftackedDRAMandcommodffiftyDRAM,aflso
adapftssffimffiflarpagemonffiftorffingpoflfficffies[17,25].However,

noneoffftheseftechnffiquesweredesffignedfforBffigDaftasysftems.
Hassaneftafl.[23]showfthaft,fforsomeappflfficaftffions,mffigraftffing
daftaaftftheobjecftfleveflcanreducepowerconsumpftffion.
ForBffigDaftaappflfficaftffionsfthafthaveveryflargememory

consumpftffion,conftffinuousmonffiftorffingaftfthepagegranuflarffifty
canffincuranunreasonabfleoverhead.Pagemffigraftffionaflsoffin-
cursoverheadffinftffimeandbandwffidfth.Bockeftafl.[13]reporft
fthaftpagemffigraftffioncanffincreaseexecuftffionftffimeby25%on
average.Panftherausessftaftfficanaflysffisftoftrackmemoryusage
aftftheRDDgranuflarffifty,ffincorporaftffingprogramsemanftfficsfto
reducefthedynamfficmonffiftorffingoverheads.
SftaftfficDaftaPflacemenft.Thereexffisftsabodyoffworkfthaft
aftftempftsftopflacedaftadffirecftflyffinapproprffiaftespacesbased
effiftheronftheffiraccessffrequencffies[15,34,45,50,57]oronfthe
resuflftoffaprogramanaflysffis[19,23,53].Accessffrequencyffis
normaflflycaflcuflaftedusffingasftaftfficdaftaflffivenessanaflysffisoroff-
flffineproffiflffing.Chaftfterjeeeftafl.[15]pflaceasffingflecache-flffine
acrossmuflftffipflememorychannefls.Crffiftfficaflwords(normaflfly
ftheffirsftword)ffinacache-flffinearepflacedffinaflow-flaftency
channefl.Weffieftafl.[53]showfthaftfthegroupoffobjecftsafl-
flocaftedbyfthesamesffifteffinfthesourcecodeexhffibffiftsffimffiflar
flffiffeftffimebehavffior,whffichcanbefleveragedfforsftaftfficdafta
pflacemenft.
Lffieftafl.[34]deveflopabffinaryffinsftrumenftaftffionftooflftosfta-

ftffisftfficaflflyreporftmemoryaccesspaftfternsffinsftack,heap,and
gflobafldafta.PhadkeandNarayanasamy[45]proffifleanap-
pflfficaftffion’sMLPandLLCmffissesftodeftermffineffromwhffich
ftypeoffmemoryftheappflfficaftffioncoufldbeneffiftfthemosft.Kffim
eftafl.[29]deveflopakey-vafluesftorefforhffigh-perfformance
compufterswffifthflargedffisftrffibuftedNVM,whffichprovffidesde-
vefloperswffifthahffigh-fleveflffinfterffaceftousefthedffisftrffibufted
NVM.However,noneoffftheseftechnffiquesweredesffignedffor
managedBffigDaftasysftems.

7 Concflusffion

WepresenftPanfthera,ftheffirsftmemorymanagemenftftech-
nffiquefformanagedBffigDaftaprocessffingoverhybrffidmemo-
rffies.PanftheracombffinessftaftfficanaflysffisandGCftechnffiquesfto
perfformsemanftffics-awaredaftapflacemenftffinhybrffidmemory
sysftems.OurevafluaftffionshowsfthaftPanftherareducesenergy
sffignffifficanftflywffifthouftffincurrffingmuchexftraftffimeoverhead.
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