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#### Abstract

When solving the linear inviscid shallow water equations with variable depth in one dimension using finite differences, a tridiagonal system of equations must be solved. Here we present an approach, which is more efficient than the commonly used numerical method, to solve this tridiagonal system of equations using a recursion formula. We illustrate this approach with an example in which we solve for a rectangular channel to find the resonance modes. Our numerical solution agrees very well with the analytical solution. This new method is easy to use and understand by undergraduate students, so it can be implemented in undergraduate courses such as Numerical Methods, Lineal Algebra or Differential Equations.
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## 1. Introduction

The understanding of shallow water flows is of great importance in the modelling of natural ecosystems. The concept of the shallow water approximation for fluid motion is present in atmospheric processes and in rivers, lakes and coastal environments that are delimited by topographical boundaries. Modelling of the shallow water phenomenon can be achieved by applying a much greater significance to the horizontal flow scale than to the vertical scale, both with respect to the position and velocity fields [1, 2]. Recent works that offer a clear mathematical implementation of the shallow water approximation in order to model wavecurrent interactions are given by [3-5]. With this simplistic and didactic model undergraduate
students can easily understand physical phenomena that involve shallow waters. In addition, this model is very useful for studying ocean currents, port design, flood warning systems, coastal processes that involve changes in the coastline due to hurricanes and other coastal processes, and even climate prediction and reduction of marine pollution - all of them favorite subjects of our students.

Shallow water equations have been studied extensively both by mathematicians and people who have used these equations to apply problems in fluids, both in terms of its analytical and numerical solution [6-8].

One important application of shallow water models is the phenomenon of resonance in ports. This phenomenon can cause major damage to port structures, potential collisions between ships, and problems in the loading and unloading of cargo ships [9]. Several studies have demonstrated the great importance of bathymetry in the response of water bodies with semi-closed boundaries to the incident waves [10]. Considering a circular water body, major variations occur in the amplitude of the water level; however, the wavelengths of the incident waves present minor variations [10].

The linearized shallow water differential equations are a linear system that derive from the conservation of mass and momentum using different schemes, both in one and two dimensions. Many numerical methods have been developed to calculate their solutions to solve problems where the shallow water model can be applied (see, e.g. [11-18], and references therein). The shallow water equations can be represented by a tridiagonal system. This kind of system is commonly found in problems of partial differential equations, in cubic spline interpolation algorithms, and in other applications of engineering and sciences. In 1949, the Thomas algorithm was proposed to calculate a numerical solution for tridiagonal systems [19]. This algorithm is based on LU decomposition, and consists of two phases, a forward elimination and a backward substitution. However, because of its sequential nature, this algorithm is considered inefficient, because the computing time of this algorithm is of the order of $N$, where $N$ is the number of equations to be solved. Several studies have proposed methods that solve tridiagonal systems in parallel: the cyclic reduction algorithm, proposed by Hockney in 1965 [12]; the recursive doubling algorithm that reduces the computation time to the order of $\log _{2}(N)$, proposed by Stone in 1971 [20, 21]; or the parallel factorization [22], among others.

The purpose of this paper is to present a numerical method to solve the tridiagonal system that we obtain from linearized inviscid shallow water equations. It is based on the ANA method proposed by Gomez-Garcia in 1991 [23], but modified for use in the linearized equations for shallow water in one dimension (1D) with variable depth; Robin-type boundary conditions are used in the present case. This new way of solving a tridiagonal system can be used in undergraduate courses, such as Numerical Methods, Linear Algebra or Differential Equations, so that our students learn a new, easy and didactic method to solve this type of system, along with the existing Thomas algorithm. Thus, our students have the possibility to learn that they can approach the solution of the same problem using different methods, comparing their effectiveness, the precision of the results, and analyzing the advantages and disadvantages of each technique. This activity is of great importance in the teaching and learning process.

In section 2 we present the linearized inviscid shallow water equations for the elevation and the velocity of the water flow in a channel in 1D. In sections 3 and 4 we show the numerical solutions for both differential equations, corresponding to the elevation of the water level and the flow velocity, respectively. In both cases we use an iterative method to calculate the solution for the tridiagonal system that is formed from discretization of the differential equations by the finite differences method.


Figure 1. Model of fluid in shallow water.

In section 5 two numerical examples are presented. The first one corresponds to a channel whose bathymetry is flat, where we know the analytic solution. In the second example the bottom channel presents a bathymetric high modelled with a Gaussian function.

## 2. Shallow water equations equation in 1D

Figure 1 presents a model of a thin water layer flowing frictionless in a channel with variable bathymetry. We suppose that the horizontal dimension of the channel is much larger than the vertical one. The flow within the channel is uniform, and we consider that the longitudinal scale is greater than the horizontal width of the flow. The flow direction is from left to right and the channel has two fixed boundaries: open to the left, in $x_{0}$, which corresponds to the channel entrance, and closed to the right, in $x_{N}$, which can model a shoreline or a dock with a vertical solid wall. The boundary conditions for elevation and velocity will depend on the corresponding problem, and will be defined in the following sections.

The linearized inviscid shallow water theory reduces the problem to solving the following partial differential equations [10]:

$$
\begin{align*}
& \frac{\partial u}{\partial t}=-g \frac{\partial \eta}{\partial x}  \tag{1}\\
& \frac{\partial \eta}{\partial t}=-H \frac{\partial u}{\partial x}-u \frac{\partial H}{\partial x}
\end{align*}
$$

where $u=u(x, t)$ is the average flow velocity that varies with position and time; $\eta=\eta(x, t)$ is the elevation above the mean sea level, also depending on position and time; $H=H(x)$ is the bottom topography; and g is the acceleration due to gravity. Although the shallow water model considers vertical scale variations to be less than horizontal scale, bathymetric changes should be considered important, but these changes should not be brusque but mild [10].

The method for solving the system of equations (1) depends on which one of the variables you want to obtain, either elevation or velocity.

For elevation, the second equation in the system (1) is used to differentiate with respect to time and the first equation is used to reduce the number of variables to one, obtaining

$$
\begin{equation*}
\frac{\partial^{2} \eta}{\partial t^{2}}=g H \frac{\partial^{2} \eta}{\partial x^{2}}+g \frac{\partial \eta}{\partial x} \frac{\partial H}{\partial x} \tag{2}
\end{equation*}
$$

Assuming that the elevation is given by a plane wave, $\eta=\hat{\eta}(x) e^{i \omega t}$, where $\hat{\eta}$ is the amplitude and $\omega$ is the angular frequency, equation (2) is transformed into


Figure 2. Mesh for a rectangular channel in 1D.

$$
\begin{equation*}
-\omega^{2} \hat{\eta}=g H \frac{\partial^{2} \hat{\eta}}{\partial x^{2}}+g \frac{\partial \hat{\eta}}{\partial x} \frac{\partial H}{\partial x} . \tag{3}
\end{equation*}
$$

To solve the problem for velocity, we must take the first equation of the system (1) and differentiate it as a function of time, obtaining

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=g\left\{2 \frac{\partial H}{\partial x} \frac{\partial u}{\partial x}+H \frac{\partial^{2} u}{\partial x^{2}}+u \frac{\partial^{2} H}{\partial x^{2}}\right\} . \tag{4}
\end{equation*}
$$

If the velocity is modelled as a plane wave, $u=\hat{u}(x) e^{i \omega t}$, where $\hat{u}(x)$ is the velocity and $\omega$ is its angular frequency, we obtain

$$
\begin{equation*}
-\omega^{2} \hat{u}=2 g \frac{\partial H}{\partial x} \frac{\partial \hat{u}}{\partial x}+g H \frac{\partial^{2} \hat{u}}{\partial x^{2}}+g \hat{u} \frac{\partial^{2} H}{\partial x^{2}} . \tag{5}
\end{equation*}
$$

To calculate $\hat{\eta}(x)$ and $\hat{u}(x)$, we propose two separate tridiagonal systems from equations (3) and (5), respectively, whose solutions are calculated using numerical methods. To do so, we suppose that the channel has a unitary length and we divide it into intervals of equal size, $\Delta x$, to create a mesh, as it is shown in figure 2.

The position of each node is given by

$$
\begin{equation*}
x_{i}=i \Delta x, \quad i=0: N \tag{6}
\end{equation*}
$$

where $i=0: N$, and $\Delta x$ is the size of the intervals,

$$
\begin{equation*}
\Delta x=\frac{1}{N} \tag{7}
\end{equation*}
$$

## 3. Numerical solution: elevation

If we replace $\eta_{i} \equiv \hat{\eta}\left(x_{i}\right)$ in the differential equation (3), and use the finite differences method, we obtain the following discrete equation:

$$
\begin{equation*}
\frac{H_{i}}{\Delta x^{2}}\left(\eta_{i+1}-2 \eta_{i}+\eta_{i-1}\right)+\frac{\left(H_{i+1}-H_{i}\right)\left(\eta_{i+1}-\eta_{i}\right)}{\Delta x^{2}}+\frac{\omega^{2}}{g} \eta_{i}=0 . \tag{8}
\end{equation*}
$$

The above equation can be accommodated as a tridiagonal system of equations as

$$
\begin{equation*}
\eta_{i+1}+\phi_{i} \eta_{i}+\gamma_{i} \eta_{i-1}=0 \tag{9}
\end{equation*}
$$

where we are defining

$$
\begin{equation*}
\phi_{i}=\frac{-H_{i}-H_{i+1}+\frac{\omega^{2} \Delta x^{2}}{g}}{H_{i+1}} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i}=\frac{H_{i}}{H_{i+1}} . \tag{11}
\end{equation*}
$$

The boundary conditions that we use to solve the system (9) are

$$
\begin{align*}
& \eta_{0}=0.001 \\
& \quad\left(\frac{\partial \eta}{\partial x}\right)_{N}=0 . \tag{12}
\end{align*}
$$

In position $i=0$, which corresponds to the channel entrance, we have set the unit value for the elevation in order to illustrate clearly the amplitude of the incident wave. At the end of the channel, for $i=N$, the Neumann boundary condition has been chosen. The latter condition can be reduced using the finite differences method for discretization, obtaining

$$
\begin{equation*}
\eta_{N-1}=\eta_{N} . \tag{13}
\end{equation*}
$$

Taking into account the boundary conditions (12) and (13), the tridiagonal system (9) can be rewritten as

$$
\left[\begin{array}{ccccccc}
\Phi_{1} & 1 & & & & &  \tag{14}\\
\gamma_{2} & \Phi_{2} & 1 & & & & \\
& \gamma_{3} & \Phi_{3} & 1 & & & \\
& & \cdots & \cdots & \cdots & \ldots & \\
& & & & \gamma_{N-2} & \Phi_{N-2} & 1 \\
& & & & & \gamma_{N-1} & \left(\Phi_{N-1}+1\right)
\end{array}\right]\left[\begin{array}{c}
\eta_{1} \\
\eta_{2} \\
\eta_{3} \\
\vdots \\
\vdots \\
\eta_{N-2} \\
\eta_{N-1}
\end{array}\right]=\left[\begin{array}{c}
-\gamma_{1} \eta_{0} \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
0
\end{array}\right] .
$$

Solving for the first value of the system, we obtain

$$
\begin{equation*}
\eta_{1}=\frac{-\gamma_{1} \eta_{0}-\eta_{2}}{\Phi_{1}} \tag{15}
\end{equation*}
$$

and doing the same for the second equation of the system, we obtain the second value for elevation

$$
\begin{equation*}
\eta_{2}=\frac{-\gamma_{2} \eta_{1}-\eta_{3}}{\Phi_{2}} \tag{16}
\end{equation*}
$$

which depends on the previous point $\eta_{1}$ and the next point $\eta_{3}$. Substituting (15) in (16), a new expression for $\eta_{2}$ can be given:

$$
\begin{equation*}
\eta_{2}=\frac{\gamma_{1} \gamma_{2} \eta_{0}-\Phi_{1} \eta_{3}}{\Phi_{1} \Phi_{2}-\gamma_{2}} \tag{17}
\end{equation*}
$$

The following value for the elevation can be obtained in the same way, resulting in

$$
\begin{equation*}
\eta_{3}=\frac{-\gamma_{1} \gamma_{2} \gamma_{3} \eta_{0}-\left(\Phi_{1} \Phi_{2}-\gamma_{2}\right) \eta_{4}}{\Phi_{3}\left(\Phi_{2} \Phi_{1}-\gamma_{2}\right)-\gamma_{3} \Phi_{1}} \tag{18}
\end{equation*}
$$

Therefore, we can generalize the calculation of the solution for the tridiagonal system (14) to find the recurrent expression for the elevation, which is given by

$$
\begin{equation*}
\eta_{i}=\frac{(-1)^{i}\left(\prod_{j=1}^{i} \gamma_{j}\right) \eta_{0}-C_{i-1} \eta_{i+1}}{C_{i}} \tag{19}
\end{equation*}
$$

with $i=1$ to $N-2$, and where we have used the coefficients $C_{0}=1, C_{1}=\Phi_{1}$, $C_{i}=\Phi_{i} C_{i-1}-\gamma_{i} C_{i-2}$ with $i=2$ to $N-2$.

The recursive formula (19) serves to calculate the values of the elevation along the entire mesh, except for the last point before the boundary, with $i=N-1$. To calculate the value $\eta_{N-1}$, we substitute $i$ by $N-2$ in (19) to obtain

$$
\begin{equation*}
\eta_{N-2}=\frac{(-1)^{N-2}\left(\prod_{j=1}^{N-2} \gamma_{j}\right) \eta_{0}-C_{N-3} \eta_{N-1}}{C_{N-2}} \tag{20}
\end{equation*}
$$

We calculate the value of $\eta_{N-2}$ by solving the last equation of the system (14) and using the right boundary condition, obtaining

$$
\begin{equation*}
\eta_{N-1}=\frac{-\gamma_{N-1} \eta_{N-2}}{\phi_{N-1}+1} \tag{21}
\end{equation*}
$$

Now, we calculate the value of $\eta_{N-2}$ in the above equation and substitute it in (20) to obtain the following expression for $\eta_{N-1}$, which depends only on the value of $\eta_{0}$ :

$$
\begin{equation*}
\eta_{N-1}=\frac{(-1)^{N-1}\left(\prod_{j=1}^{N-1} \gamma_{j}\right) \eta_{0}}{C_{N-2}\left(\phi_{N-1}+1\right)-C_{N-3} \gamma_{N-1}} \tag{22}
\end{equation*}
$$

Thus, with equation (22) we can get the elevation value at a point immediately prior to the closed boundary. To solve for unknown elevations in the rest of the mesh points, we replace the values of the elevations backwards, using equation (19), from $i=N-2 \quad$ to $\quad i=1$.

## 4. Numerical solution: velocity

We are now interested in solving the equation (5), numerically proposing a tridiagonal system as we did in the case of elevation. To do this, we substitute $u_{i} \equiv{ }^{\wedge}\left(x_{i}\right)$ in equation (5) and obtain the following discrete equation using the finite differences method with the mesh of figure 2:

$$
\begin{align*}
& \frac{H_{i}}{\Delta x^{2}}\left(u_{i+1}-2 u_{i}+u_{i-1}\right)+2 \frac{\left(H_{i+1}-H_{i}\right)\left(u_{i+1}-u_{i}\right)}{\Delta x^{2}} \\
& \quad+\frac{u_{i}}{\Delta x^{2}}\left(H_{i+1}-2 H_{i}+H_{i-1}\right)+\frac{\omega^{2}}{g} u_{i}=0 \tag{23}
\end{align*}
$$

This can be rewritten as the tridiagonal system

$$
\begin{equation*}
u_{i+1}+\phi_{i} u_{i}+\gamma_{i} u_{i-1}=0 \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i}=\frac{H_{i}}{-H_{i}+2 H_{i+1}} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}=\frac{-H_{i+1}-2 H_{i}+H_{i-1}+\frac{\omega^{2} \Delta x^{2}}{g}}{-H_{i}+2 H_{i+1}} \tag{26}
\end{equation*}
$$

As boundary conditions, we chose the following relationship between $u_{0}$ and $\eta_{0}$ to exemplify the velocity at the channel entrance [24]:

$$
\begin{equation*}
u_{0}=\eta_{0} \sqrt{\frac{g}{H_{0}}} \tag{27}
\end{equation*}
$$

and we use the Dirichlet condition for the closed boundary

$$
\begin{equation*}
u_{N}=0 . \tag{28}
\end{equation*}
$$

Thus, the tridiagonal system (24) can be rearranged:

$$
\left[\begin{array}{ccccccc}
\Phi_{1} & 1 & & & & &  \tag{29}\\
\gamma_{2} & \Phi_{2} & 1 & & & & \\
& \gamma_{3} & \Phi_{3} & 1 & & & \\
& & \cdots & \cdots & \cdots & \cdots & \\
& & & & \gamma_{N-2} & \Phi_{N-2} & 1 \\
& & & & & \gamma_{N-1} & \Phi_{N-1}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
u_{3} \\
\vdots \\
\vdots \\
u_{N-2} \\
u_{N-1}
\end{array}\right]=\left[\begin{array}{c}
-\gamma_{1} u_{0} \\
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
0
\end{array}\right] .
$$

From the system (23) we can obtain the recursive formula for the velocity, following the same procedure as for the case of elevation, which is given by

$$
\begin{equation*}
u_{i}=\frac{(-1)^{i}\left(\prod_{j=1}^{i} \gamma_{j}\right) u_{0}-C_{i-1} u_{i+1}}{C_{i}} \tag{30}
\end{equation*}
$$

with $i=1$ to $N-2$, and where we have used the same coefficients as in the case of the elevation, $C_{0}=1, C_{1}=\Phi_{1}$ and $C_{i}=\Phi_{i} C_{i-1}-\gamma_{i} C_{i-2}$, with $i=2$ to $i=N-2$.

The velocity in the $i=N-2$ mesh point, $u_{N-2}$, depends on the velocity at the entrance of the channel, $u_{0}$, and the velocity $u_{N-1}$ by the expression

$$
\begin{equation*}
u_{N-2}=\frac{(-1)^{N-2}\left(\prod_{j=1}^{N-2} \gamma_{j}\right) u_{0}-C_{N-3} u_{N-1}}{C_{N-2}} \tag{31}
\end{equation*}
$$

Using the latest equation of the tridiagonal system (29) and the boundary conditions (27) and (28), we can obtain an expression for calculating the value of the velocity at the point immediately before the closed border, which is

$$
\begin{equation*}
u_{N-1}=\frac{(-1)^{N-1}\left(\prod_{j=1}^{N-1} \gamma_{j}\right) u_{0}}{C_{N-2} \phi_{N-1}-C_{N-3} \gamma_{N-1}} \tag{32}
\end{equation*}
$$

Therefore, we can calculate the unknown velocities in the rest of the mesh points, replacing the values of the velocities backwards, using equation (29), from $i=N-2$ to $i=1$.

## 5. Numerical examples

In this section, two numerical examples are presented in order to show the effectiveness of the algorithm to solve the shallow water equations in 1D (1). In the first example we assume a flat bottom bathymetry. In this case, the analytical solution of the problem is known. In the second case, the bathymetry has been modelled by a Gaussian function.

### 5.1. Flat bottom case

Suppose we have a channel with a flat bottom bathymetry, i.e. a constant depth $H_{i}=H$, as it is shown in figure 3.


Figure 3. Model with flat bathymetry.

This reduces the system (1) to a Helmholtz equation, given by the following equations:

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial x^{2}}+\frac{\omega^{2}}{g H} u=0  \tag{33}\\
& \frac{\partial^{2} \eta}{\partial x^{2}}+\frac{\omega^{2}}{g H} \eta=0 \tag{34}
\end{align*}
$$

The wave number $k=2 \pi / L$, where $L$ is a characteristic wavelength, is defined in this setting by the relation

$$
k^{2}=\frac{\omega^{2}}{g H}
$$

The above formula is motivated by the well-known dispersion relation $c=\sqrt{g H}$ for shallow water waves; for linear waves, the wave phasespeed is obtained by way of the relation $c=\omega / k[1,2]$.

We consider the boundary conditions (12), (27) and (28); the analytical solution to the equations (33) and (34) is

$$
\begin{align*}
& u(x)=u_{0}(\cos (k x)-\cot (k) \sin (k x)),  \tag{35}\\
& \eta(x)=\eta_{0}(\cos (k x)+\tan (k) \sin (k x)) . \tag{36}
\end{align*}
$$

To verify that the result of the numerical method, presented in this paper, fits the analytical result, we use the equations (23) to (32), in section 4, to calculate the velocity $u_{i}$ considering that $H$ is constant. Given this, the parameters used in the method must be modified to comply with this condition. Thus, equations (25) and (26) become

$$
\begin{aligned}
& \gamma=1 \\
& \phi=-2+\frac{\omega^{2} \Delta x^{2}}{g H}
\end{aligned}
$$

and the coefficients $C_{i}$ are, in this case, $C_{1}=1, C_{2}=\phi$, and $C_{i}=\phi C_{i-1}-C_{i-2}$, with $i=2$ to $i=N-2$. Thus, the equation (30) becomes

$$
\begin{equation*}
u_{i}=\frac{(-1)^{i} u_{0}-C_{i-1} u_{i+1}}{C_{i}} \tag{37}
\end{equation*}
$$

Taking into account the above conditions and following the procedure used in section 4, we can generalize the solution to find the value of $u_{i}$ for the case in which we consider bathymetry with a flat bottom:


Figure 4. Comparison between analytical and numerical results for elevation (a) and velocity (b) for the flat bottom case.

$$
\begin{equation*}
u_{N-1}=\frac{(-1)^{N-1} u_{0}}{\Phi C_{N-2}-C_{N-3}} \tag{38}
\end{equation*}
$$

Hence, we can obtain the rest of the unknowns by back-substitution using the equation (37), with $i=N-2$ to $i=1$. The same procedure is used to calculate the elevation $\eta_{i}$ numerically, with constant depth $H_{i}$. Figure 4 shows the comparison between the numerical and analytical results for elevation and velocity. The simulation was performed for different lengths of the incident wave to visualize the points where resonance occurs.

As has been shown, both the analytical solution and the numerical one coincide in the same points where resonance occurs, so we can say that the model works properly for bathymetry with a flat bottom.

### 5.2. Gaussian modelled bottom case

In this section we consider that the bathymetry presents an elevation like a dome, which can be modelled using a Gaussian function (see figure 5) given by the following equation:

$$
\begin{equation*}
H(x)=H_{o}-\left(A * \exp \left(-\left(\left(x-x_{m}\right) / \sigma\right)^{2}\right)\right) \tag{39}
\end{equation*}
$$

where the value $H_{0}$ represents the maximum depth of the channel; $A$ is the maximum amplitude of the Gaussian with respect to the channel bottom, which models the bathymetric high; $x_{m}$ is the central position of the channel; and $\sigma$ corresponds to half the width of the Gaussian function and hence to half the width of the bathymetric high.

To calculate numerically the elevation $\eta_{i}$ and the velocity $u_{i}$ for this case, we use the equations presented in sections 3 and 4 . We can compare the resulting maximum resonance frequencies with those obtained in the case of flat bottom bathymetry, as shown in figure 6 .


Figure 5. Bathymetry with the presence of a dome, modelled as a Gaussian function.


Figure 6. Comparison between the maximum resonance frequencies for the constant depth case and the variable depth modelled by a Gaussian function, for elevation (a) and velocity (b), where the solid line represents the analytic solution for the flat bottom case, and the dotted line represents the bottom solution with the Gaussian model.

We can see that the maximum frequencies do not match because there is a change in the resonance frequencies within the channel due to the existence of the high.

## 6. Conclusions

In this paper, we have proposed an efficient numerical method to solve tridiagonal systems using a recursive form, based on the ANA method [23], with little memory requirement. This method works adequately for the problem of searching the resonant modes in an open channel with variable depth. We found that the variations in the depth of the channel can produce changes in the position of the expected resonances with respect to the wave number. This becomes more evident in the case of the fluid velocity.

This new method is easy to use by undergraduate students. As a didactic exercise, they can deduce the recurrence equation. This will give them the opportunity to experiment with a simple numerical method and compare the results with the traditional techniques used for this type of problem.

## Acknowledgments

The authors wishes to thank the support of the UABC (PREDEPA) and SEP (PRODEP), with its academic mobility program.

## References

[1] Johnson R S 1997 A Modern Introduction to the Mathematical Theory of Water Waves (Cambridge Texts in Applied Mathematics 19) (Cambridge: Cambridge)
[2] Acheson D J 1990 Elementary Fluid Dynamics (New York: Oxford)
Acheson D J 1997 (Cambridge: Cambridge)
[3] Constantin A 2011 Nonlinear Water Waves with Applications to Wave-Current Interac- tions and Tsunamis, CBMS-NSF Conference Series in Applied Mathematics vol 81 (Philadelphia, PA: SIAM)
[4] Escher J, Henry D, Kolev B and Lyons T 2016 Two-component equations modelling water waves with constant vorticity Ann. Mat. Pur. App. 195249271
[5] Ivanov R 2009 Two component integrable systems modelling shallow water waves: the constant vorticity case Wave Motion 46389396
[6] Vreudenhil C B 1994 Numerical Methods for Shallow-Water Flow (Berlin: Springer)
[7] Bresch D 2009 Shallow-water equation and related topics Handbook of Differential Equations: Evolutionary Equations 5 1-104
[8] Liu P L, Yeh H and Synolakis C 2008 High-resolution finite volume methods for the shallow water equations with bathymetry and dry states Advanced Numerical Models for Simulating Sunami Waves and Runup (Singapore: World Scientific Publishing)
[9] U.S. Army Corps of Engineers 2008 Coastal Engineering Manual. http://app.knovel.com/ hotlink/toc/id:kpCEM0000P/coastal-engineering-manual/coastal-engineering-manual
[10] Tinti S 1980 Response of a harbour opened to a sea of variable depth Pure Appl. Geophys. 118 783-95
[11] Berthon C and Foucher F 2012 Efficient well-balanced hydrostatic upwind schemes for shallowwater equations J. Comput. Phys. 231 4993-5015
[12] Fjordholm S and Tadmor E 2011 Well-balanced and energy stable schemes for the shallow water equations with discontinuous topography J. Comput. Phys. 230 5587-609
[13] Bates F D, Matthew S H and Fewtrell T J 2010 A simple inertial formulation of the shallow water equations for efficient two-dimensional flood inundation modelling J. Hydrol. 387 33-45
[14] Canestrelli A, Siviglia A, Dumbser M and Toro E F 2009 Well-balanced high-order centred schemes for non-conservative hyperbolic systems. Applications to shallow water equations with fixed and mobile bed Adv. Water Resour. 32 834-44
[15] Liang Q and Marche F 2009 Numerical resolution of well-balanced shallow water equations with complex source terms Adv. Water Resour. 32 873-84
[16] Castro Dil̀az M J, Fernandez-Nieto E D and Ferreiro A M 2008 Sediment transport models in shallow water equations and numerical approach by high order finite volume methods Comput. Fluids 37 299-316
[17] Vignoli G, Titarev V A and Toro E F 2008 ADER schemes for the shallow water equations in channel with irregular bottom elevation J. Comput. Phys. 227 2463-80
[18] Gallardo J M, Parées C and Castro M 2007 On a well-balanced high-order finite volume scheme for shallow water equations with topography and dry areas J. Comput. Phys. 227 574-601
[19] Thomas L H 1949 Elliptic problems in linear difference equations over a network Technical Report, Watson Sc Comput. Lab. (New York: Colombia University)
[20] Stone H S 1971 An efficient parallel algorithm for the solution of a tridiagonal linear system of equations X-62103 NASA N72-17137
[21] Stone H S 1973 An efficient parallel algorithm for the solution of a tridiagonal linear system of equations J. Assoc. Comput. Mach. 20 27-38
[22] Amodio P and Brugnano L 1992 Parallel factorizations and parallel solvers for tridiagonal linear systems Linear Algebr. Appl. 172 347-64
[23] Gomez-Garcia D 1991 ANA, una nueva solucion recurrente de un sistema tridiagonal. Su aplicacion en deflexiones de vigas complejas Saltillo Coah., UAdeC, Cuadernos de Inv. 5 31-50
[24] Camassa R, Holm D D and Hyman J M 1994 A new integrable shallow water equation Advances in Applied Mechanics 31 1-33

