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Fundamental Studies of Relationships between Experimental
Nonlinear Coherent Vibrational Spectroscopies

his contribution examines the creation of vibrational

coherences and the output signal and shows that the
efficiency of two-dimensional infrared (2D-IR) excitations is
limited when the excitation pulses are much shorter than the
coherence dephasing times. It does not treat nonlinear
electronic spectroscopies where the dephasing times are
much faster than typical excitation pulse widths so the
electronic coherence amplitudes already reach the steady
state. Using a simple closed form solution of the Liouville
equation, this Viewpoint derives the coherence and output
signal amplitudes using realistic conditions for different
nonlinear vibrational methods." The results allow direct
comparisons between 2D-IR spectroscopy,” " stimulated
photon echo (SPE),” pump—probe,® transient absorption
(TA),” transient grating (TG), triply vibrationally enhanced
spectroscopy (TRIVE),® doubly vibrationally enhanced
(DOVE) spectroscopy,g_11 triply resonant sum frequency
(TRSF) spectroscogy,u_ coherent anti-Stokes Raman spec-
troscopy (CARS),"” stimulated Raman spectroscopy (SRS),'
and femtosecond SRS (FSRS),'” and the experimental
compromises that control the capabilities and limitations of
these methods. In particular, this Viewpoint focuses on
understanding the factors that control how these method-
ologies can be used for measuring the wide range of modes
that are important in vibrational spectroscopy. This Viewpoint
(1) identifies why 2D-IR is constrained to the strongest
vibrational transitions while FSRS covers the entire vibrational
region, (2) estimates the relative signal levels for fully coherent
and partially coherent 2D-IR, (3) compares nonlinear infrared
spectroscopies with those involving Raman transitions, (4)
identifies the importance of the duty cycle and nonresonant
background in determining detection limits, (5) compares
heterodyne and homodyne detection, and (6) discusses the
extension of nonlinear methodologies to single-molecule
vibrational spectroscopy. Identifying the factors that control
these measurements can provide guidelines for designing
experiments and developing experimental systems that
optimize vibrational spectroscopy applications.

Theory. Nonlinear vibrational spectroscopies are based on
creating coherences that form a Schrodinger cat superposition
state where the photon fields and molecular quantum states
exist in multiple states simultaneously. Although CMDS is not
usually described using cat states, the cat state description is
particularly important in recognizing the fundamental proper-
ties of CMDS. The cat state character of CMDS coherences
makes it clear that the quantum states of a molecule and the
excitation and output photon fields are entangled. A measure-
ment of a molecular state or a photon field collapses the cat
state and defines the states of the remaining molecular and
photon fields. Measurements can be made by identifying the
state resulting from the collapse of the cat state, the increase or
decrease in the excitation field intensities, or the presence of a
new photon field created by the output coherence. Examples of
the different measurement strategies are 2D-IR and stimulated
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photon echo, inverse Raman and stimulated Raman, or CARS
and TRSF, respectively. They are all different aspects of the
same four-wave mixing process. Moreover, the nature of the
CMDS cat state makes it clear why the measurement of a
coherence is a fingerprint of the states and the direct coupling
between the states of the original superposition state. It also
makes it clear why the spectral fingerprint is immune to
population relaxation effects because any population relaxation
destroys the cat state.

A cat state wave function is given by W(x, t) =
i(E,,,-E—aJmt).

> m=all vibr, elect, cm(t)l//m(x)e Dirac bra-ket notation

photonic states
describes the amplitude and the temporal and spatial phase
relationships between pairs of states in the cat state,

P S A
f = ot = Mm@

I',, are the amplitude, spatial phase factor, frequency, and

where P, kyn'Z, @, and

dephasing rate of the mn coherence, respectively. The spatial
phase factors define the phase-matching conditions between
the nonlinear polarization and the field it creates. The Liouville
equation in the Bloch formalism describes how an electro-
magnetic wave drives the ket or bra transitions of an initial

coherence into a different coherence.
5 = —iS i( i(;i—wt) —i(z-i—(ut))(g o) )
pl.j i iﬂ-j + 5 e + e ikpkj Py
(1)

i E
fun

-—is the Rabi frequency; fi,,, is

where 6; = w;—il; Q,, =
the transition moment for the m — n transition; and E, E, and
® are the electric field, wave vector, and frequency of the
excitation pulse, respectively. It neglects Kubo type relaxation,
spectral diffusion, and coherence transfer effects. If i and k or j
and k are identical, the equation would describe the transition
of an initial population to a coherence. The feeding
coherences, py; and py, can oscillate at their free induction
decay (FID) frequency or at the excitation field frequency that

. ~ i —il;.
drives them. For the FID case, we assumepy; = pkje’("”g i)t

_ i
and p, = ppet T

phase has been incorporated into the amplitude, p,,,. In order

where the spatial dependence of the

to create a closed form functionality for the transition, we
assume a Heaviside excitation pulse that turns on at f = 0 and

remains constant. The solution is given by
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Figure 1. Simulation of coherence transients for different ratios of the dephasing rate to the excitation pulse width. Panels a—c assume an initial

static population, while d assumes a dephasing coherence.

0 _—io;t
/}1] = pt e l‘)
0.5 e—i(5k1+a))t _ e—iéqt
kP ;
T (0 — 0~ ’(Fij - ij))
e—i(ﬁkj—(u)t _ e—iﬁi’.t
+ ,
1 (0 + @ = i([; = T}))
+ J—
2 N e—i(&,k+w)t _ e—iéut
— by ;
(wkj -0 - ’(Ej - T))
e—i(&,k—m)t _ e—i&,,t
+

(wkj +o - i(Ej - I)) )

Its derivation appears in the Supporting Information. Here, pg-
is the initial amplitude of the ij coherence that undergoes FID.
The next set of terms describe absorptive and stimulated
emission transitions involving p; — p; ket-side transitions,
respectively. There are two terms in each that control the
transient response from the decay of the feeding coherence and
the creation of the p; coherence. If the feeding coherence is
itself driven and has reached steady state, the second term will
describe the initial transient response and the first term will
describe the steady state. Note in particular that the frequency
of the coherence is changing during the excitation when the
teeding coherence is driven off-resonance. The last set of terms
describe absorptive and stimulated emission transitions
involving py — p; bra-side transitions and the steady-state
and transient effects.

If we assume the first term is resonant and ignore the other
terms, this equation simplifies to

0 _—id;t

. —Tt —Tit
) it — e ,
o = ple iQ, (e e ) —iat
ij 3

Pye
Al =Ty 7 3)

There are two experimental limits that are relevant for this
expression. Time domain vibrational spectroscopies measure
the phase oscillations in the FID of the first term that are then
Fourier transformed into spectra. Frequency domain vibra-
tional spectroscopies measure the resonance enhancements
described by the second term in the steady state. When the
pulse widths are comparable to the dephasing time, the
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measurement is in the mixed domain where both FID and
driven frequencies are important.'®

Figure 1 shows example transients of eq 2 when the p;
feeding coherence is driven and detuned from resonance by éw
and the excitation pulse is constant for a finite time, At. Panels
a—c of Figure 1 assume the system is initially in the ground
state. The transients are representative of excitation pulses (a)
in the impulsive limit of time domain CMDS (1/At < T7),
(b) that have reached the steady-state limit of frequency
domain CMDS (1/At > Fij), and (c) in the mixed domain
(1/At =~ T;)) where the cw or impulsive approximations are
inadequate.”® In each case,

ﬁ &e—imﬁt(e—i(iﬁm—irﬂ)t _ —iF.t)

e i
Py 21—:7

during the excitation pulse and pij(t) = pij(t = At)e (@)t

after At. The p;; coherence will rise during the excitation pulse,
and its frequency will change as the transient dies away until it
matches the excitation frequency and the coherence reaches

the steady state. At the end of the excitation pulse, the

. . Ph Q, —T.At
coherence amplitude ratio is p—’ = 2_1"k( 1 — ¢ 5%), where Q,/
kj ij

2I'; is the steady-state amplitude. After Af, the coherence
decays exponentially at the w; frequency. If the initial py;
coherence is undergoing FID, the p; will not reach a steady
state and will disappear as the initial p; population decays.
Figure 1d represents this case where the pulse width is too long
compared with the relaxation times.

Relationships between a Coherence and the Output Signal. It is
also important to understand the factors controlling the output
signal in the different nonlinear vibrational methods. The
output nonlinear polarization created by a coherence launches
the output electromagnetic field. The output polarization
depends on the coherence amplitude, transition moment,
sample concentration, and path length. Neglecting refractive
index and local field effects, the output electromagnetic field is
related to the nonlinear polarization by

()Efut + 1 ()Egut _ 27iw,
0z c ot

ut 50 ik —kou)!
PNLe NL t

(4)

Here, ZNL and Eom are the nonlinear polarization and output
field wave vectors. If the output field is distinguishable from
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the excitation fields and is phase-matched to the nonlinear
polarization, the integral of this equation becomes

4wyt ( NL
c out (5)
where N is the concentration and L is the path length. In

typical nonlinear experiments, the highest signal intensities
occur when the peak excitation intensities are fixed just below

E

out

the damage threshold. Because I, = we can express the

in’

corresponding E./E;, ratio as

E T
=, %utNL 21 p (6)

out
E

Nonlinear infrared vibrational spectroscopy involves absorp-
tion transitions induced by one or more excitation beams. In
these cases, absorption of the excitation and output beams
determine the optimal path length. We approximate this case
by postulating that the excitation beam experiencing the
greatest absorption defines the path length. This approxima-
tion neglects other effects of absorption. Experimentally, the
path length is typically determined by the need for an
absorbance less than one. Assuming the excitation intensity
decrease is ™ = e/, the effective path length will be L,gcve
1/a and the E,/E;, ratio will be lowered by ~1/aL.
Because the absorption coeflicient itself is related to the same
factors as the four-wave mixing signal

in

47ta)inN/4ifl
Q= —-
hcl, (7)
we can write
Eout hw out m C ~
— 2
Ein 4a)in 2’77'-Iin o (8)

Alternatively, this expression can also be written in terms of the
Rabi frequency created by I,

E

out __

E

wout/’%,utr;n ~

t
2Coinﬂingzin o (9)
Note that the ratio does not depend on concentration or path
length. Because homodyne detection measures the output
intensity, the output signal will scale as the square of this ratio.
Heterodyne detection overlaps a local oscillator field with the
output field and measures the temporal beating between the
two fields:

in

2E

out

E,, + Eof

2
IE, |

~

(10)
if the local oscillator field is substantially higher than the

output field. The local oscillator can have either the same
intensity as the excitation pulses or an attenuated intensity in
order to increase the ratio.

Nonlinear Infrared Vibrational Spectroscopy. Four-wave
mixing (FWM) involves three successive interactions occurring
within the coherence dephasing times. We first apply this
approach to the evolution of coherences in a typical vibrational

ELO

pathway, gg =1 gv L 3 v'g. Because this Viewpoint is
developing a simple understanding of how the experimental
methodology defines the relative amplitudes of successive
coherences, we analyze only this single pathway and assume
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the perturbative limit where the ground-state population is
large compared with the coherences. A full treatment requires
calculation of all relevant pathways and the inclusion of excited
populations. Here, g, v and v', and e correspond to the ground,
vibrational, and electronic states. This pathway occurs in the
time domain methods of 2D-IR, SPE, TA, and TG as well as
the frequency domain TRIVE spectroscopy.'” The first
interaction creates a coherence from the ground-state
population; the second interaction creates a zero quantum
coherence between two vibrational states (if v’ and v are the
same, it is a population), and the last interaction creates the
output coherence. The output coherence launches an electro-
magnetic wave in the direction defined by phase matching, k4 =
—ky + k, + k3 Figure 2 shows example simulations of the

a)
Pjj VAU U\;rUﬂf\V d\vl o
1ps 35fs
0 2 4 6 8 0 1 2 3 4 5
C) Time (ps) d) Time (ps)
pij 1. hut\vlv \ ﬂMn f\vl\ ﬂ” I\‘ [\ /\VI\V ﬂ‘[lAVAVAVAV \F
| \)WUU UVUU\‘V ik
1ps ' 35fs
0 1 2 3 4 5 6 0 0.5 1 1.5 2
Time (ps) Time (ps)

Figure 2. Temporal evolution of the carbonyl coherences created by
(a) 1 ps pulses and (b) 35 fs pulses and fingerprint mode coherences
created by (c) 1 ps pulses and (d) 35 fs pulses (bottom). The delay
time is 900 fs. The delay times were 0.40 and 0.90 ps for the carbonyl
and fingerprint mode simulations, respectively. The coherence
frequencies and amplitudes are arbitrary and chosen only for
visualization. Their actual values appear in Table 1.

coherences in this pathway using At = 1 ps or 3 fs rectangular
excitation pulses and time delays between pulses of 900 fs.
These values are representative of mixed frequency/time
domain® or time domain CMDS.** Our estimates assume the
excitation intensity is limited to 10' watts/cm” regardless of
At, because any higher intensity can damage samples. They
also assume a transition moment and dephasing rate (¢ ~ 0.3
D and [' & 4 X 10" s7') characteristic of a typical strong
carbonyl mode excitation.”””” The actual frequencies and
amplitudes of each coherence cannot be visualized on a simple
graph, so the frequencies and amplitudes in the figure are
chosen only for representing the coherences. The actual
amplitudes are listed in Table 1. They are normalized to p§g=1.

Table 1 summarizes the values of each variable and the three
carbonyl coherence amplitudes shown in Figure 2 relative to
the ground state population. There are three important factors
that control the relative amplitude of the three coherences: (1)

DOI: 10.1021/acs.jpclett.9b01280
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Table 1. Summary of the Experimental and Molecular Parameters for Typical Carbonyl and Fingerprint Vibrational Modes
and Excitation Pulse Widths and Their Effects on the Amplitude of the Three Coherences or Populations”

Pinitial = Pfina Coherence Time Evolution

- 10" watts/cm?
At 1 ps 35 fs
mode carbonyl fingerprint carbonyl fingerprint
delay 400 fs 1 ps 400 fs 1 ps
r 3x 10757 107 57! 3x 1077 107 57!
" 03D 0.01 D 03D 0.01 D
Q 2.6 x 107 57! 8.7 x 10" 57! 42 x 10" s™! 8.7 X 10 s7!
Q/2I" 0.43 0.044 0.43 0.044
1 — et 0.95 0.63 0.10 0.034
Péwat/ Punitial 0.41 0.028 0.043 14 % 1073
Fully Coherent Pathway Maximum Coherence Amplitudes and Output Signals: 2D-IR, Stimulated Photon Echo, TRIVE
Py 0.41 0.028 0.041 14 X 1073
P 0.020 1.6 X 107* 52 x 107 7.3 X 1077
Pvg 3.8 x 107" 9.5 x 1077 6.4 x 107° 4.0 x 10710
Eou/Ei 33x 107 13X 107° 2.3 x 107° 2.7 x 1078
2E,./ELo 0.068 2.7 X 1073 4.8 x 1073 54 % 107°
Partially Coherent Population Pathway Maximum Coherence/Population Amplitudes and Output Signals: Pump—Probe, 2D-IR, Photon Echo
Py 0.41 0.028 0.043 14 x 1073
P 0.078 44 x 107 1.8 X 1073 22 % 107°
Pug 8.1 x 1073 7.0 x 107 3.9 x 107° 12 x 1070
Eou/Ein 9.3 x 1073 3.1x107° 22 x107* 7.9 X 1078
2E,/Eio 1.9 0.02 0.045 1.6 X 1075

“The ratios of the output/input field amplitudes or the output/local
methods.

oscillator field amplitudes characterize homodyne or heterodyne detection

The peak excitation intensity and the transition moment
determine the Rabi frequency, and the Q/2I" ratio determines
the loss of amplitude between the initial and subsequent
coherences. (2) The 1 — e™12* factor determines the fraction of
the steady-state coherence amplitude created from a static
population. (3) The initial and subsequent coherence
dephasing rates relative to the pulse width determine whether
the peak of the coherence occurs at the beginning, middle, or
end of the excitation pulse. For example, the p,, coherence
amplitude is 0.41 for the 1 ps pulse as a result of the Rabi/
dephasing rate ratio while the 0.043 amplitude for the 35 fs
pulse results from both the Rabi/dephasing rate ratio and a
smaller fraction of the steady-state coherence amplitude. The
pvy coherence amplitude is 20X and 80X lower than the p,,
coherence for the 1 ps and 35 fs pulses, respectively, because of
the additional effects from the high coherence dephasing rate
of the previous p,, coherence. These effects are clearly seen in
Figure 2.

The table also compares the changes in the maximum
coherence amplitudes for a vibrational mode in the fingerprint
region of the infrared (typically 4 ~ 0.01 D and ' &~ 10" s7").
The initial fingerprint mode coherence amplitudes are an order
of magnitude lower than the carbonyl mode coherences
because the transition moment is smaller and the lower
dephasing rate makes the fraction of the steady-state value
smaller. The subsequent coherences are lowered further by the
dephasing of the previous coherences, although those effects
are smaller because the fingerprint mode dephasing rate is
slower and the coherences reach their maximum intensity at
the end of the excitation pulses (Figure 2¢,d).

The output field includes the emission during the driven
process while the excitation pulses are present and the FID
after the excitation pulses. It is clear from Figure 2 that the
driven component of the output signal is the larger
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contribution to the signal (10X larger) for the 1 ps experiment
while the FID component is the larger contribution (100X
larger) for the 35 fs experiment. Table 1 summarizes the
intensity ratios for homodyne detection, (E,,/E;)% and
heterodyne detection, 2E,,/E;o, using eqs 9 and 10,
respectively. The p,, parameter in these equations includes
integrating over both the driven and FID contributions. The
table values assume a local oscillator intensity of 2 X 107* of an
excitation pulse intensity, a typical choice for achieving low
detection limits.”>~>° This factor includes both the attenuation
and the broad frequency bandwidth of the local oscillator
relative to the spectral width of the vibrational transition.

Comparison between the intensity ratios of the 1 ps and 35
fs experiments shows the carbonyl signal levels from the 1 ps
experiment are 3 orders of magnitude larger than the 35 fs
experiment and S orders of magnitude larger for the fingerprint
mode. Further, the signal levels for the 1 ps fingerprint mode
are comparable to those from the 35 fs carbonyl mode. These
differences relate directly to the extensive use of 2D-IR to
probe carbonyl and other modes with very large transition
moments, particularly for experiments where these modes are
used as molecular labels to probe dynamics at specific spots in
a molecule.”® 2D-IR has not been used for the spectroscopy of
fingerprint modes because of these differences in signal levels.
The exception is relaxation-assisted 2D-IR.** Here, a pump
excitation excites carbonyl or other strong vibrational
transitions. The carbonyl mode then undergoes population
relaxation to other modes which can then be observed with the
probe pulse. Direct excitation and detection has not yet been
successful for typical fingerprint modes.”

It is more common to use partially coherent methods that
create a population, p,,, after the first two interactions.”® These
methods include pump—probe,'' 2D-IR,** and photon echo.”’
Table 1 summarizes the coherence and population amplitudes

DOI: 10.1021/acs.jpclett.9b01280
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Table 2. Summary of Coherence Amplitudes for Different Raman-based CMDS Methods and the Values Required to Calculate

the Amplitudes and Conversion Efficiencies”

23s 5.75 X 107" cm®/erg
e 3.1 X 107 cm®/erg
N 1.97 X 102 cm™
Dyisible 18797 cm™
Toxait 10" watts/cm?”
DOVE TRSF CARS
o 918 cm™ W, 918 cm™ , 918 cm™
Wy 2253 cm™! Wy 2253 cm™! Wy -
T 3164 cm™ Oy 3164 cm™ D) -
W 77000 cm™! W 77000 cm™! W 77000 cm™!
Hgy 0.027 D He 0.027 D Hgy -
Hev - Hopsr' 0.025 D Hew -
Hg vy 0.0064 D 0.0064 D Hg vy -
Hun)(es ) 114D Hps)(er ) 1.14 D Heor Hey 114D
Ty 2.72 cm™ T, 2.72 cm™ Ty 2.72 cm™
Ty, 2.85 cm™ Ty, 2.85 cm™ Ty, -
i), ¢ 4.39 cm™ | I 4.39 cm™ | -
Q. 2.0 x 10" 57! Q, 54 x 10" s7! Qq -
Q, ) 5.8 x 10 57! Qi) 24 x 10" s Qi) -
Qi) (o) 9.9 x 102 57! Qi) (o) 9.9 x 102 57! Q. Q, 9.9 X 10" 57!
DOVE coherence amplitudes TRSF coherence amplitudes SRS and CARS coherence amplitudes
At 1000 fs 35 fs At 1000 fs 35 fs At 1000 fs 35 fs
Pyv 0.079 3.5%x 1073 Pug 0.079 3.5 %1073 Peg 4.5x 107 4.5x 107*
Pusviy 7.1 x 107 22X 107° Pyivig 3.3 x 1073 8.5 x 107¢ Pug 1.6 X 1073 7.5 x 107°
Pesvy 1.3 x 1077 49 x 1071 Pervg 8.1 x 1077 2.6 X 107° Peg 4.7 x 1077 2.1 x 1078
Eo/Ein 4.0 x 107° 22 X 1077 Eou/Ein 28 x 107* 12 X 107¢ Eou/En” 53 x 1072 5.1 x 1073

“The top of the table summarizes the experimental values used for calculating the coherence amplitudes for each of the different pathways involving

L. 9,
a Raman transition.”

"! The energy of the electronic state corresponds to the lowest excited electronic state of acetonitrile. The transition moment

of the electronic state is chosen to correspond to the measured third-order susceptibility. The lower part of the table summarizes the amplitudes of
the three coherences involved in each four-wave mixing process for the 1 ps and 35 fs pulses. The last entries summarize the ratio of the output
pulse intensity to an input pulse intensity (10'® watts/cm?). Details of the calculations appear in the Supporting Information. *Values for a 1 mm

path length.

when the first two pulses are temporally overlapped. The
amplitude of the individual coherences increases as a result of
the temporal overlap and allows an increase in the typical local
oscillator field to 0.01 of the original excitation beam.” The
increase in the coherence amplitude is less than an order of
magnitude; therefore, the signals from the fingerprint modes
are still too weak to make their spectroscopy feasible.
Nonlinear Vibrational Spectroscopy Involving Raman Tran-
sitions. In addition to the infrared CMDS methods that excite
coherences directly, there are also many nonlinear vibrational
methodologies that involve a Raman transition.''~'**%*’
Historically, these CMDS methods evolved from coherent
Raman methods that focused on obtaining vibrational spectra,
not dynamics. These methods were based in the frequency
domain and were able to measure vibrational modes over the
entire fingerprint region.”’** The inclusion of a Raman
excitation in fully coherent CMDS pathways creates output
coherences in the visible and ultraviolet regions where single-
photon detection methods are possible. These pathways are
particularly useful because the output signal can be spectrally
resolved from the excitation frequencies so single-photon
detection becomes possible.”® Because the pathways are fully
coherent, they are immune to population relaxation. The
coupled quantum states create multidimensional molecular
fingerprints.”> Complications from relaxation effects are
avoided because relaxation collapses the entangled Schrodinger
cat states and destroys the emission. The coupling between
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quantum states manifests through the requirement that the
pathways involve an overtone and combination band state in
an infrared or Raman transition. These methods can also
provide a very powerful approach for performing pump—probe
experiments on complex samples where spectral congestion
prevents resolution of individual spectral features. If the probe
is a fully coherent pathway, it can provide a multidimensional
fingerprint of specific molecules within the complex sample
that can identify the population dynamics that follow the
pump. This pump—fully coherent probe is already the basis for
FSRS.'7*

We consider four methodologies that are important in
vibrational CMDS: doubly vibrationally enhanced (DOVE)
spectroscopy,” ' triply resonant sum frequency (TRSF)
spectroscogy,lz_ stimulated Raman spectroscopy
(SRS),"?"3° ‘and coherent anti-Stokes Raman spectroscopy
(CARS)."® Example pathways for these four methods are

gg—_-%gv/—1> v +v), v/—3> (e +v'), v';
1 2 , 3 /
govg>S W +v),g> (e+v), g

—1 2 3 1 -2 3 .
gg —> ge = gv = ev; and gg = eg — vg = eg, respectively.
Here, the numbers denote the excitation frequencies and phase
matching, not the time ordering. In the DOVE pathway, the
first two interactions involve infrared excitation of a
fundamental (v') and a combination band (v+v')."" The last
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interaction involves an amplitude level Raman transition. In
the TRSF pathway, the first two interactions successively excite
two fundamental modes to create an overtone or combination
band (v+v’) and a Raman transition to an electronic state that
is coupled to both modes."”™"* In the SRS pathway, a Raman
transition excites a vibrational coherence and the final output
field heterodynes with field 2 to increase its intensity. In the
CARS pathway, there are two amplitude level interactions that
both involve a vibrational mode (v)."> In each case, the output
intensity depends only on the driven Raman process during the
excitation pulses because the electronic dephasing is so fast
that FID is negligible. Modeling for the Raman transition
differs from that used for the infrared transitions because the
rapid dephasing of the virtual or real electronic state requires
the temporal overlap of the Raman excitation pulses. Because
FID is negligible, the driven process defines the Raman
coherence transition. The implementation of the modeling for
the Raman transitions is described in the Supporting
Information.

Detailed measurements of the required variables are
available for both DOVE and CARS experiments of
acetonitrile C—C and C=N stretch modes that correspond
to v and v.”'" The v, v/, and (e+v"),v’ states of acetonitrile are
summarized in Table 2 along with the measured transition
dipoles and dephasing rates for the infrared transitions. The
table also includes the measured third-order susceptibility for a
CARS and a DOVE feature.” The third-order susceptibilities
) NEty

for each process are given b =——5"——p and
P § Y Xcars 4Dh3A§gA1g-ZA§g‘“3p 88

;((3) = NF”W'I%'(V+V')ﬂ(m')'(W')ﬂ(m')'wp Here, D is the degener-
DOVE ADIPALALE ) WA, 8 ! 8

”
acy factor of 6 in the Maker—Terhune convention for a three-
color pathway,37 N the concentration, F a local field correction,
and Ay) = w,,, — ®; + w; — il,, the detuning factor. These
equations assume that a single electronic state is responsible
for the electronic transition. The acetonitrile experiment lacked
an electronic resonance, so a correct treatment requires a
summation over the frequencies and transition moments of all
coupled virtual electronic states. Here, we assume that a single
electronic detuning factor and transition moment is
representative of the virtual states, that the detuning is large
compared with the dephasing rate, and that all electronic
transition moments are the same.

Because the CARS and DOVE third-order susceptibility
measurements used the same vibrational states, it is possible to
approximate the ,ufg/ A, ratio that determines the coherence
Steady state for the Plw)y > Plew)y and Plew)y > Py
transitions. Note that knowledge of the third-order suscepti-
bilities does not allow calculation of 4, and A, separately.
Instead, we estimate the detuning is at least ~77 000 cm™!
from the onset of the acetonitrile absorption bands. It is now
possible to obtain the corresponding value for y,, from the ugg/
A ratio. This estimate is conservative because larger detuning
values would increase the transition moment estimate. Finally,
the high dephasing rate of the virtual electronic state will
eliminate FID and the Raman process will correspond to the
steady state.

Table 2 summarizes the values required to implement this
strategy as well as the values for the three coherences involved
in the CARS and DOVE pathways and the E,/E;, conversion
efficiency determined by eq 6. These values can be directly
compared with those in Table 1. Note that the very high
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conversion efficiency for CARS results because the path length
is not determined by infrared absorption of vibrational modes,
so a longer path length is possible. The values in Table 2 used
a 1 mm path length that is typical of a CARS experiment.

The large detuning involved in the nonresonant Raman
transitions of DOVE, TRSF, SRS, and CARS pathways makes
an electronic coherence 5 orders of magnitude lower than the
previous coherence and 2 orders of magnitude lower than the
coherences created by infrared transitions. Despite the lower
conversion efficiency, the output coherences for a DOVE,
TRSF, SRS, or CARS process using 1 ps or 35 fs pulses are
comparable to those of the fingerprint mode in Table 1 and the
E,/E,, conversion efficiency is actually larger. The large
detuning factor associated with nonresonant Raman transitions
is offset by the larger electronic transition moments and the
resultant Rabi frequencies. It is noteworthy that the second
coherence, p,,, for the SRS and CARS process with a 1 ps pulse
is actually larger than the p,, coherence that preceded it. This
result occurs because the first and second excitation pulses are
temporally overlapped. The p,, amplitude has reached steady
state because Q. /I',, < 1 while the p,, amplitude can grow
rapidly because €2,,/I',, > 1. Under these conditions, the first
coherence quickly reaches a low steady-state amplitude that
continuously feeds the second coherence and allows its
buildup. It is also interesting that the TRSF output coherence
and conversion efficiency is significantly larger than that for the
DOVE pathway. The higher conversion efficiency is observed
experimentally. This increased signal results because the
infrared transitions are allowed for the TRSF coherence,
whereas the DOVE pathway involves a combination band or
overtone transition.

Experimental Considerations. There are other experimental
factors that enter into the comparisons between different
approaches. The delay time and duty cycle are very important
factors in defining the output field, not only for maximizing
coherence amplitudes and total signal but also for controlling
the effects of nonresonant background interference.'”” The
nonresonant background poses a fundamental limit to
measuring weak vibrational transitions. It arises because the
large transition moment of electronic transitions makes larger
electronic nonlinearities than vibrational nonlinearities.”® The
first vibrational CMDS experiments used neat acetonitrile for a
doubly vibrationally enhanced (DOVE) CMDS experiment
that excited a weak combination band and a fundamental
mode. The third interaction was nonresonant. The experiment
determined a third-order nonlinear susceptibility of 7 = 3.1
X 107'* cm?/erg for the DOVE CMDS pathway and 1.7 X
107" cm?/erg for the nonresonant 7.7 They differed only by
an order of magnitude. Discrimination against the nonresonant
background is usually based on inserting a delay time between
two excitation pulses.”” The nonresonant background signal
dephases almost instantaneously while the vibrational coher-
ence dephases slowly. In practice, excitation pulses are not
rectangular and always have some temporal overlap. Optimiz-
ing the discrimination involves controlling the temporal
overlap between the excitation pulses by adjusting the delay
times or the excitation pulse widths. Shorter pulses provide
greater discrimination but lower coherence amplitudes. The
optimum trade-off typically occurs when the dephasing time
and pulse widths are similar.

If the nonresonant signal is not important, the detection
limit for homodyne detection depends on the efliciency of
photon detection. For heterodyne detection, the detection
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limit is determined by the fluctuations in the local oscillator,
typically IAE; o/E; o ~ 0.02.”® Because fully coherent CMDS
methods involving Raman transitions often have output
frequencies that are spectrally distinct from excitation pulse
scatter, the detection limits can be extended to much less than
one photon/pulse. In this case, the detection limit depends on
the pulse repetition rate. Higher repetition rates increase the
duty cycle so the detection limits scale as the square root of the
rate. Higher repetition rates also decrease the pulse energy. To
maintain the same high peak intensity required for efficient
FWM, an experiment would focus the excitation beams more
tightly. This strategy is therefore well-adapted for high-
resolution microscopy. In this high repetition rate regime,
homodyne detection may become the preferred detection
method because of its capability for single-photon detection.

The duty cycle is a very important parameter in defining
whether single-molecule vibrational spectroscopy is possible.
In single-molecule fluorescence detection, the excitation is
continuous, and the intensities are ~10 kW/cm?. For a 1 D
electronic transition, the Rabi frequency is 1.4 X 10° s™'. The
relaxation rate for a fluorescence transition is typically 10° s™*
so the transition is saturated and the output coherence p,, >
0.5. The typical output coherences for the nonlinear vibrational
experiments create output coherences that are at least 2 orders
of magnitude smaller, depending on the transition moment
and pulse width, and the duty cycles are typically 107°. It is
clear that the low duty cycle and output coherence will prevent
single-molecule detection with current technology. Single-
molecule vibrational spectroscopy will require nearly con-
tinuous excitation and submicrometer spot sizes to reach the
intensities required for a feasible single-molecule CMDS
experiment. Even here, there are important questions about
nonresonant processes and the loss of the directional emission
that results from cooperative emission. Nevertheless, it is clear
that the ability to control the pulse width and the repetition
rate of the excitation pulses will provide the flexibility to
optimize experiments, particularly experiments involving vibra-
tional spectra.

Conclusions. Partially and fully coherent methodologies form
a complementary and closely related family of spectroscopic
tools. Methods like 2D-IR are a partially coherent method-
ology where the initial and final coherences are cat states that
are immune to population dynamics. They are separated by a
delay time where the cat state collapses into populations that
are probed by the last coherence. It is able to measure ultrafast
dynamics with a spectral clarity that is superior to pump—
probe methods. Fully coherent methods use the coupled states
to provide multidimensional fingerprints that are immune to
population relaxation dynamics and cover wide spectral ranges
and many different modes. They can also be used as a
multidimensional probe of population relaxation dynamics that
follows a pump as FSRS already demonstrates. Currently,
experimental systems are constrained to one of these
methodologies. This Viewpoint has identified the importance
of pulse width and duty cycle as the key factors that control the
capabilities of the different CMDS methodologies. If the
technology evolves to control these factors, the capabilities will
be greatly expanded. Just as the technology of NMR evolved to
implement the entire family of NMR methods, so also must
the technology of CMDS evolve from its focus on measuring
dynamics to a focus on making CMDS available to the broader
scientific community. The results can be transformative.
Spectroscopy is ubiquitous across all fields of science, but it
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is often hampered by the spectral congestion of complex
samples. The spectral selectivity of CMDS allows it to resolve
congested spectra and to identify the coupling and interactions
between states and the evolution of the states on a wide range
of time scales. These are exactly the capabilities required to
solve the most difficult problems encountered today. The
development of a more versatile CMDS technology can greatly
expand the capabilities of all fields of science that use
spectroscopic methods.
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