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Abstract—Hardware Trojans in the form of malicious mod-
ifications during the design and/or the fabrication process is
a security concern due to globalization of the semiconductor
production process. A Trojan is designed to evade structural
and functional testing and trigger under certain conditions (e.g.,
after a number of clock ticks or assertion of a rare net) and
deliver the payload (e.g., denial-of-service, information leakage).
A wide variety of logic Trojans (both triggers and payloads)
have been identified, however, very limited literature exists on
memory Trojans in spite of their high likelihood. Emerging
Non-Volatile Memories (NVMs) e.g., Resistive RAM (RRAM)
possess unique characteristics e.g., non-volatility and gradual
drift in resistance with pulsing voltage that make them a prime
target to deploy a Hardware Trojan. In this paper, we present a
delay and voltage-based Trojan trigger by exploiting the RRAM
resistance drift under pulsing current. Simulation results indicate
that these triggers can be activated by accessing a pre-selected
address 2500-3000 times (varies with trigger designs) since the
proposed trigger requires a large number of hammerings to
evade test phase. Due to non-volatility, the hammering need not
be consecutive and therefore can evade system-level techniques
that can classify hammering as a potential security threat. We
also propose a mechanism to reset the triggers. The maximum
area and static/dynamic power overheads of the trigger circuit
are 6.68,m’> and 104.24;:W/0.426. W, respectively in PTM 65nm
technology.

Index Terms—Trojan, Memory Trojan, Trojan Trigger, Pay-
loads, Read Failure, Write Failure.

I. INTRODUCTION

Hardware Trojan [1] is a malicious modification in a circuit
that causes a chip to perform undesirable operations. Ideally,
these modifications made to an Integrated Circuit (IC) should
be detected during pre-Silicon verification and post-Silicon
testing. In order to evade such structural and functional testing,
an adversary designs the Trojan to activate only under certain
rare conditions and to remain undetected during the test
phase. The recently surfaced news about tampering of server
motherboards by Chinese manufacturers that affected top US
companies like Amazon, Apple etc. [2] serves as a strong
motivation to investigate the possibility of hidden components
in each step of the design and manufacturing process.

Many prior works have investigated possible hardware Tro-
jans (both triggers and payloads). In [3], a content & timing
based Trojan trigger is designed and implemented in a Basys
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FPGA Board which activates only when the correct input
pattern is entered at the correct time. They demonstrate that
the Trojan can evade the test phase even if a correct trigger
pattern is provided since the timing constraints are not met.
In [4], the authors have proposed a Trojan for an embedded
SRAM. This Trojan is designed to evade industry standard
post-manufacturing memory tests (for example, March test).
The Trojan gets activated by writing a specific pattern to
one/few cells (that work as a trigger) that feed into the
input of the Trojan transistors (payload). The Trojan payload
transistors short the data node of a victim SRAM cell to ground
(data corruption). Although, the paper employs a data pattern
which is not tested by conventional tests, there still lies a
finite possibility of activating the Trojan during Burn-in and
functional tests when random patterns are applied to the chip.
This makes the Trojan detectable. In practical applications,
tapping an SRAM internal node to insert Trojan transistors
is extremely challenging due to the tight bitcell footprint.
Furthermore, the Trojan proposed in [4] is applicable to charge
based memories e.g., SRAM and DRAM since the charge
stored at a data node can be used to turn ON the malicious
transistors. However, these Trojans will not work on emerging
memories which use cell resistance/material magnetization to
store data.

Designing a small, controllable and undetectable Trojan is
key in deploying an efficient one. In [5], an analog Trojan trig-
ger, A2, is presented which is controllable, stealthy and small.
It proposes a capacitor-based trigger, that aims to flip specific
bits of control logic after a number of instruction issues and
can escalate the adversary’s privilege. If this is extended to
a memory-based trigger, the capacitor value required can be
prohibitively high to sustain a large number of hammerings to
evade testing. In [6], a capacitor based Trojan trigger circuit
is presented that is activated by writing a specific data pattern
to a specific address for a number of times. The cap value
in this work is high (~ 100fF) to sustain a large number of
charging cycles (~ 260, denoted by Vy, in this work) that may
be needed to evade the test phase. A large capacitor has a high
footprint, making it easy to identify through optical inspection.
Furthermore, the attack gets auto-reset (after 52.39us) if the
hammering is stopped due to charge leakage [6] of the cap.

Motivation for NVM-based Trojan Triggers: The exist-



ing pattern-based memory Trojan triggers can be triggered
inadvertently [6] whereas A2-based triggers [5], if extended
to memory, can be limited by large capacitors that can be
detected. Emerging NVMs possess qualities that can evade
such restrictions while maintaining a negligible area and
energy footprint. For example, the resistance of Resistive RAM
(RRAM) [7] or Phase Change RAM (PCRAM) [8] drifts with
respect to the applied input pulse voltage (i.e., number and
width of pulses). Fig. 1 shows that the resistance of RRAM,
employed in this work, changes by 2.21Q) every time a 2ns
pulse of 1.2V is applied. This means that the RRAM cell
can be hammered and the drifting resistance can be leveraged
to trigger a signal that can deliver a payload. The adversary
can exploit such Trigger circuits due to, i) a small footprint
(ENTTs designed in this work at most require only 6.68m?)
making it difficult to identify; ii) a large number of pulses
are needed to activate the trigger (IN¢,. = 2500 to 3000 in this
work); iii) controllability over the attack i.e., the payload can
be triggered and reset at will by the attacker.

Emerging NVM-based Trojan Trigger (ENTT) and the
Attack Model: We present two RRAM-based Trojan trigger
circuits, one of which is based on delay sensing (ENTT-1
in Fig. 2a), and the other based on voltage sensing (ENTT-
2 in Fig. 2b). These trigger circuits require a specific pre-
selected address enable signal (ENapp) as its input and outputs
a trigger signal (Vrygger). This output is high if the specific
address is written or read (i.e. accessed) Ny times. The
Trojan trigger could be inserted either during the design or
fabrication phase. By keeping N high through a proper
choice of RRAM initial resistance and trigger circuit design,
the trigger could evade conventional March tests and random
functional tests. The adversary can hammer a pre-selected
addresses to activate/reset the trigger (more details in Sections
IIl to VI). An interesting aspect of the proposed Trojan
trigger is that continuous hammering of the address is not
required since the RRAM can preserve its incremental change
in resistance. Therefore, the adversary can hide the hammering
by occasional accesses to the desired address and evade
system-level hammering detection schemes. A brief summary
of ENTT trigger and reset operations are provided below:

ENTT-1 (Delay-based): This trigger converts the RRAM’s
resistance drift during address hammering into an increase in
path delay which is used to generate a glitch. ENapp is a
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Fig. 1: Drift of RRAM resistance with pulsing signal.
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decoded signal for a specific address. Therefore, the ENapp
signal is pulsed each time the pre-selected address is accessed.
ENapp goes to two branches, namely Branch T (Top) and
Branch B (Bottom) of ENTT-1 (Fig. 2a). Branch T generates
an inverted signal (Vgxt) of ENapp where the ON period of
the signal is extended (Fig. 3). Branch B generates a delayed
version (Vrram) of ENapp without any modification (Fig. 3).
Every time ENspp makes a 0 — 1 transition, the RRAM’s
resistance in the RRAM-Inverter increases. Therefore, the 1 —
0 transition of Vrram gets delayed. If there are Ny, pulses of
ENapp (i.e. corresponding address is accessed Ny, times), the
0 — 1 transition of Vrram gets delayed enough and the AND
gate generates a glitch. If the glitch width is wide enough
(more than the propagation delay of the SR latch), Vrygger is
latched to HIGH. Note that one more inverter (not shown) is
connected after the RRAM-inverter to generate a clean signal.

ENTT-2 (Voltage-based): This trigger converts the
RRAM’s resistance drift during address hammering into a
voltage change that is used by a comparator to generate the
trigger signal. ENTT-2 is basically a resistance divider between
the RRAM and NMOS/PMOS transistors. Each time ENapp
is asserted, a current is passed through the RRAM to increase
its resistance. Therefore, the voltage of the node between
the RRAM and NMOS/PMOS drops. This node voltage is
compared with a reference voltage. If the node voltage is lower
than the reference voltage, the comparator output is O which
is inverted and captured by an SR latch.

Resetting the trigger: We also propose a reset mechanism
which can be implemented for both of the ENTTs. We call it
ENTT Reset (ENTTR). This reset circuit enables the adversary
to stop the attack (to evade detection) and restart again when
needed. Essentially, it reverts the resistance drift by hammering
the RRAM in reverse polarity.

Payloads of Memory Trojan: Once the trigger circuit is
activated, i.e. Vrygger 1S asserted, it can be used to launch
Denial of Service (DoS) attacks, fault injection attacks and
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information leakage attacks. We keep this discussion short in
this work since the payloads of memory Trojans are already
explained in prior works [6] [9].

In summary, the following contributions are made in this
paper. We,

(a) Propose delay-based and voltage-based memory Trojan
triggers by leveraging RRAM resistance drift;

(b) Propose a Trojan reset mechanism by leveraging the
RRAM resistance drift by pulsing a (reverse) current;

(c) Perform design space exploration of the trigger circuitry;

(d) Note that the ENTTs can evade test and row hammer
detection routines;

(e) Present process variation analysis to show that the trigger
stays inactive during the test phase under worst-case
corners;

(f) Discuss the implementation of Trojan triggers and estimate
the power/area overhead;

(g) Discuss assumptions, limitations and practicality of ENTT
and ENTTR.

The paper is organized as follows: Section II describes
the background of RRAM. Sections III and IV describe the
delay-based and voltage-based ENTTs, respectively; Section
V presents the proposed resetting mechanisms of the Trojan
triggers; Section VI presents a discussion on the practicality,
assumptions and limitations of the proposed trigger circuits;
Finally, Section VII draws the conclusion.

II. BACKGROUND ON RRAM

In this section, we present the basics of RRAM.

A. Basics of RRAM

RRAM contains an oxide material between its Top/Bottom
Electrode (TE/BE) (Fig. 4a). RRAM resistive switching is
due to oxide breakdown and re-oxidation which modifies a
Conduction Filament (CF). Conduction through the CF is
primarily due to transportation of electrons in the oxygen
vacancies. These vacancies are created under the influence of
an electric field due to the applied voltage. The two states of
the RRAM are termed as Low Resistance State (LRS) and
High Resistance State (HRS). The process of switching the
state to LRS (HRS) is known as SET (RESET).
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Fig. 4: (a) RRAM bitcell; and, (b) RRAM resistance drift
(negative) with reverse pulsing signal.

TABLE I: RRAM Parameters Used for Simulations

[ Parameter ‘ Value |
Oxide Thickness Snm
RRAM Gap (min/max) 0.53nm/1.1nm
Atomic Distance of Oxide 0.25nm
Atomic Energy for Vacancy Generation 1.501eV
Atomic Energy for Vacancy Recombination 1.5eV
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Fig. 5: Branch T: Signal Extender.

B. RRAM Resistance Drift

Fig. 1 shows that a pulsing signal can increase RRAM
resistance. Furthermore, RRAM resistance can decrease if the
voltage polarity of the pulsing signal is reversed (Fig. 4b).
In this work, we leverage the positive and negative drift of
RRAM resistance to trigger the Trojan (launch the attack) and
to reset the Trojan (exit the attack).

We have used ASU RRAM Verilog-A model [7] along
with PTM 65nm technology for the analysis. The RRAM
is bipolar HfOy-based resistive switching memory [7]. The
model parameters used in this work are shown in Table I.

III. DELAY-BASED TROJAN TRIGGER

In this section, we present design and analysis of ENTT-1.

A. ENTT-1: Design and Analysis

ENTT-1 contains two branches namely, Branch T and
Branch B. Both branches takes the ENapp as input. A glitch
is generated after the address is accessed Ny, times.

Branch T: ENjpp and a delayed version of ENapp (VpgrL)
are OR’ed to generate Vgxt which follows ENapp but with
an extended ON period (Fig. 6). This extension corresponds
to the number of accesses to trigger-address, N, needed to
create a glitch. If a large V4, is desired to evade post-Si testing,

Fig. 6: Branch T: Timing Waveform.
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Fig. 7: Simulation timing waveform for Branch T.
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the adversary can budget a long ON period. Finally, we invert
the Vgxr using a NOT gate. Therefore, Vgxr is an inverted
version of ENspp with an extended OFF period. The inverters
used are stacked (i.e., 2 PMOSs and 2 NMOSs in series) to
get more delays from each inverter. Overall, this branch incurs
293ps of delay between the falling edge of ENapp and the
rising edge of Vgxr of which 106ps/101ps/26ps comes from
the 4 inverters/the OR gate/the last inverter respectively. Note
that we can implement a NOR gate instead of one OR gate
followed by one inverter to save more area. However, we used
an OR-NOT combination in the block diagram for ease of
explanation with the intermediate signal, Vgxr. Fig. 7 shows
the timing waveform of the input/output of the NOR gate.

Branch B: This branch (Fig. 8) also takes ENapp as an
input with a 1V swing and converts it to a 2.2V swing through
a level-shifter circuit [10]. The level shifting is necessary since
the next stage employs an RRAM which requires at least 2.2V
to operate correctly. Note that 2.2V is expected to be available
in systems employing RRAM as embedded memory/discrete
chip. We embed the RRAM in the PMOS path of the inverter
so that a change in the RRAM’s resistance can be converted
into a delay of the 0—1 transition (rise delay) of the RRAM-
inverter’s output. As mentioned before, the RRAM’s resistance
changes when a voltage is applied across its terminals. The
key idea is to keep the initial resistance of the RRAM small
so that the AND output of Branch T and Branch B remain
zero. However, the resistance of the RRAM would gradually
increase every time the pre-selected address is hammered (to
cause the pulsing of ENapp). This will, in turn, increase
the rise delay of the RRAM-inverter in Branch B. Once the
extra delay due to the RRAM is more than the safety margin
budgeted in Branch T, a glitch (Vgiicn) Will be generated.

Note that, the input of the RRAM-inverter requires a very
sharp falling transition to ensure that the PMOS is fully turned
ON and the RRAM experiences maximum disturb voltage.
We add a skewed inverter, Inv,, with a very strong NMOS
(W/L=40) after level-shifter since it lacks drive-ability. We
have implemented one more inverter after the RRAM-inverter
to get VrRram Which is finally AND’ed with Vgxr to generate
the glitch.

B. RRAM-inverter Design Exploration

It is desirable to keep the rate of change of the RRAM
resistance low to ensure that the N, is high. This will avoid
any inadvertent triggering of the Trojan during test/normal
mode of operation. However, we don’t want Ny, to be very

Vip (2.2V)

Vpp (22V) ' Vpp (22V)

Case 1 : No Contention1 Case 2 : Stacked 1 Case 3: Feedback (FB)

Fig. 9: Design cases for RRAM-inverter of Branch B.
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is desirable; (b) RRAM resistance drift with time due to
hammering.

high since the operating system/wear leveling techniques can
catch them as potential issues. Furthermore, a large Ny, will
cause a longer delay to start the attack. Therefore, we have
considered N, = 2500 to 3000 as the optimum target number
of hammerings. Note that the rate of the RRAM resistance
change depends on: i) product of the voltage across the RRAM
and disturb time, and ii) initial gap/resistance of the RRAM.
These are explained below:

i) Product of voltage across RRAM and disturb time: A
current flows through the RRAM when the input of the
RRAM-inverter switches from 1—0. A high current through
the RRAM is needed to ensure that the voltage across the
RRAM is enough to change its resistance. At the same time, if
the output node of the RRAM-inverter charges up very quickly,
the time duration of the current flow through the RRAM will
be too short to change its resistance. Therefore, intentional
contention is added in the pull-up path. The following three
cases have been considered (Fig. 9): Case 1 where we have
an usual inverter with an RRAM. In this case, there is no
contention at the output node; Case 2 where we have stacked
two PMOS transistors to ensure that the current that charges
the output node reduces and the RRAM disturb time increases;
and, Case 3 where we have added one more PMOS as feedback
(similar to a Schmitt Trigger [11]) to add contention.

Fig. 10a shows that the charging time of the output node (i.e.
RRAM disturb time) of Case 3 > Case 2 > Case 1. However,
Fig. 10b shows that the resistance change of Case 3 > Case
1 > Case 2. Table II summarizes the key simulation results
which explains that the Case 2 fails to trigger (does not latch
even for Ny, = 10000) since the voltage across the RRAM is
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ENTT-1: Design Space Exploration
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100

low even though the disturb time of this case is greater than
the disturb time for Case 1. We choose Case 3 over Case 1
since N, for Case 1 is too high (8340).

Fig. 11 shows that N, in Case 3 depends on the width of
the PMOS transistors M;, M, and My. This is true since the
width of these transistor determines the disturb time and the
voltage across the RRAM. We have chosen the (W/L) ratio
for M;, M, and M3 as (40/1), (40/1) and (10/1) respectively
for Case 3 since it requires Ny, = 2890 to trigger.

ii) RRAM initial resistance: The RRAM’s initial resistance
also affects the rate of change of resistance (Fig. 12). For
example, if the initial gap is too low, the resistance drift
will require a higher voltage/longer time and therefore the
corresponding Ny, will be high. We have considered the initial
resistance to be 47.7K(} in this work.

We note that a delay of 128ps from the RRAM-inverter is
needed to latch the glitch (corresponding glitch width is 101ps)
by an SR latch. The RRAM gap changes from 530pm to
885pm during this period which translates to a resistance drift
from 47.7kQ2 to 173kS2. Fig. 13 shows the timing waveform
of Branch T, Branch B, Vgjjch and Vryigeer. Initially, there is
no timing overlap between Branch T and B due to the safety
margin of 27ps. However, the high to low transition of Branch
B gets delayed as the target address is hammered. It takes Ny,
= 2890 when the outputs of Branches T and B have enough
overlap and the AND of these two signals generates a Vgiixch
of 101ps. The width of this glitch is sufficient to SET the SR
latch.

Note that process variations can lead to a worst-case corners
where the required /Vy,. can be small and the circuit can trigger
inadvertently during the test phase. Therefore, we perform a
1000 point Monte-Carlo analysis with 30 of 5% of the RRAM
initial resistance with a mean of 47.7 KQ2 at T=25°C. Fig. 14a
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Fig. 13: ENTT-1: Timing waveforms showing Branch T and
B outputs, Vgiieh and Vrrgger.

TABLE II: Simulation Result for ENTT-1

\ Parameter | Casel [ Case2 | Case 3 |
Peak Current (11A) 620 782 688
AR (€2, per hammer) 4.1 0.2 6.1
Duration of AR (ps) 30 57 88
Voltage accross RRAM (V) 1.281 1.159 1.265
Cycles to latch for (W/L) 8340 for N/A 2890 for M;=40,
M;=40 M,=40, My=10

and Fig. 14b show the distribution of number of cycles for
Vaiiteh to reach 0.5V and 1V respectively and Fig. 14c shows
the distribution of Ny, to capture Vgjien by the SR latch. Note
that even in the worst-case corner, Ny, = 1890. This is still
high enough to evade testing.

IV. VOLTAGE-BASED TROJAN TRIGGER

In this section, we present ENTT-2 by leveraging voltage
change at a resistance-divider-node, composed of an RRAM,
after the resistance drift.

A. Design

ENTT-2 consists of two main components, namely the
RRAM-voltage divider and a voltage comparator (Fig. 15).
It takes the E N app signal as an input. The RRAM voltage
divider generates a voltage which depends on the RRAM re-
sistance. The voltage remains higher (lower) than the reference
voltage of the comparator if RRAM resistance is low (high).
This voltage is fed to a comparator which outputs a 1 (0) by
comparing this voltage with the reference voltage. When the
the output of the comparator is 0, it is inverted and latched to
an SR latch to generate Vrygeer. Note that RRAM resistance
can be changed by hammering the pre-specified address.

The RRAM-voltage divider consists of an RRAM bitcell
with its BE connected to two stacked transistors. The purpose
of the stacked transistors is to reduce the current flowing
through the RRAM bitcell during the hammering and increase
Ny,-. This also reduces the static current consumed by ENTT-2.

B. Design Choice and Analysis

The stacked transistors can be either NMOS (Case 1) or
PMOS (Case 2).
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Fig. 14: Process variation analysis of ENTT-1. (a), (b) and (c) shows the distribution of Ny, for Vgiicn to reach 0.5V and 1V

and to capture the Vgjien by the SR latch respectively.
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Fig. 16: ENTT-2 (NMOS-based): Voltage of node X, and
RRAM resistance change.

i) Case 1 (NMOS-based voltage divider): The NMOS
transistors M; and M, are ON when ENpp is HIGH which
leads to a current flow through the RRAM bitcell. The
resistance of the RRAM increases during each ON period of
ENapp as shown in Fig. 1. The voltage at node X; decreases
subsequently. We feed the voltage at node X; to a comparator
(node X,) through a pass transistor when ENpp is LOW. This
ensures that the RRAM changes resistance during ENapp’s
HIGH period and the voltage change at X, is sensed during its
LOW period. Node X is already pre-charged to Vpp (through
NMOS Ms) when ENapp is HIGH and gradually discharges
when ENjpp is LOW. This voltage stays well above the
reference voltage if the RRAM resistance is low and therefore,
the comparator outputs a 1. However, a sufficient number of
hammerings increases the RRAM resistance and the voltage
at node X, drops below the reference voltage. This causes the
comparator to output a 0. Finally, this output is inverted and
fed to an SR-latch the captures the 1.

We observe that the RRAM resistance changes gradually

from its low resistance, Ry, of 47.7K(2, during each instance
of the hammering. However, the resistance suddenly jumps to a
high resistance of 1.68MS2 from 202K(2 after only 1098 times
of hammering (Fig. 16). This sudden change in resistance
correspondingly leads to a rapid fall in the node voltage at X;
from 994mV to 74.7mV (sense margin = ((994-74.7)/2)mV =
456.65mV). This result corresponds to the NMOS transistor’s
(W/L) = 2. Although the change in voltage is large enough
to switch the Vrygger from 0 — 1, it occurs too soon. As
mentioned before, we have targeted N, to be 2500-3000.
Increasing the (W/L) of the NMOS transistors only leads to a
faster change in RRAM resistance and leads to a lower Ny,.
Therefore, an NMOS-based ENTT-2 provides poor design
controllability.

ii) Case 2 (PMOS-based voltage divider): Two stacked
PMOS transistors in the RRAM voltage divider (Fig. 15)
increases N;,.. We provide EN opp to the gates of transistors
Mg and M5 to ensure that the PMOS transistors are ON when
ENapp is HIGH. When ENpp is LOW, My is ON and
node Xy is pre-charged to 2.2V. Since the difference between
Vrer and Xy is larger than the designed sense margin, the
output of the comparator would be HIGH. Therefore, the
output of the SR Latch is 0. When ENpp is HIGH, Mg
is OFF, and Mg and My are ON. The node X, discharges
to 884mV during the OFF period of the first ENapp cycle.
The output of the comparator will remain HIGH and Vrigger

Voltage of Node X}

= [
= -==-884mV - 1--1
2 TEE VA im0 =i . s (4320
0500 14.371
Time [ps]

Fig. 17: ENTT-2 (PMOS-based): RRAM voltage divider out-
put and sense margin of ENTT-2.
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Fig. 18: (a) ENTT-2: Design space exploration; and, (b)
Process Variation for ENTT-2.
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LOW. Node X, discharges to 647mV after 2874 cycles of
hammering. The RRAM resistance gradually changes from
47.7k€2 to 749k) during this time. If the reference voltage,
VRer, of the comparator is set to 765.5mV, (gives a sense
margin of 118.5mV), the output of the comparator switches to
0 and Vryjgeer makes a 0 — 1 transition.

Transistors Mg and M7 have a (W/L) = 20. To determine the
appropriate (W/L) ratio of the PMOS transistors, their widths
are varied to determine the corresponding Ny,.. The minimum
sense margin is set as 110mV for the comparator. The results
are shown in Fig. 18a. (W/L) = 20 is chosen for Mg and M5 to
ensure that the N, is around 3000 (2894 in actual). In order
to maintain uniformity with ENTT-1 and ENTT-2, we select
the initial RRAM resistance as 47.7k(2.

We observe that a PMOS-based ENTT-2 provides better
controllability. Therefore, we chose it even though the NMOS-
based one provides better sense margin. We perform a 1000
point Monte-Carlo analysis with same setup as ENTT-1 and
find that the Ny, is 2820 for the worst-case corner that is high
enough to evade the testing phase.

V. RESETTING THE TROJAN TRIGGERS

We implement an SR latch to keep Vryigeer asserted. How-
ever, the attacker would like to reset at the trigger at will
for better controllability and stealthiness. In this section, we
present the design and analysis of a reset circuit. Resetting the
Trojan requires two operations namely, resetting the RRAM
resistance and generating a reset glitch for the SR latch.

A. Resetting the RRAM Resistance:

We can generate and provide a reset pulse to the SR latch
to reset the trigger output. However, Vgiien (for ENTT-1) is
generated or the comparator (for ENTT-2) outputs a 0 just
after a single access to the pre-selected address. This will set
the SR latch again. Therefore, we need to reset the RRAM
resistance to its initial low value in order to disable the trigger.
The adversary must hammer the address again (N times) to
change the RRAM resistance and assert the Vyigger, as before,
to restart the attack. Fig. 19 shows the proposed circuit for
resetting the RRAM. Note that the ENapp, can be generated
by hammering another address.

ENapp; is hammered while ENapp, stays LOW during
the trigger operation (Fig. 19). Therefore, transistors M, and
M; stay OFF while M; stays ON (since ENappy is LOW).
The RRAM resistance increases due to hammering address

RRAM Resistance Reset Operation

Case 1: Trigger Operation Case 2: Reset Operation
Yop(@22V) Ypp G2V
EN,pp2
M,
MR
RRAM E ]} ADD2
8 Voo | B
2 Mooy | 2
7z | Additional | v Z
= ENTT Circuitry BRI
EN,pp; HIGH, EN,pp, LOW > | ENypp, LOW, EN,pp, HIGH >
M, ON, M,/M; OFF. M, OFF, M,/M; ON.

Fig. 19: RRAM resistance reset implementation.

Attack Branch
EN \pp1 —fEnrr]y o

Attack Stop Routine:

® hammer ADD3 = Ve is 0
and Vg is 1 = Resets
latch

® hammer ADD2-> both RRAMs
are reset to low Resi

Fig. 20: Implementation of ENTTR.

ADDI and Vryjgger is SET as described in Sections III and IV.
During the reset operation, ENapp; stays LOW and ENapp»
is hammered. M, and M3 are ON and M; is OFF (during
ON period of ENapp2). This causes a reverse current to flow
through the RRAM and reduces its resistance. ENapp, is
hammered until the RRAM resistance is reset to its initial low
resistance, Ry. Here we assume that ENapp; and ENappy are
non-overlapping. This ensures that M;, M, and M3 are never
ON at the the same time. This assumption is correct if ADDI1
and ADD?2 are selected from a single bank since two addresses
of the same bank cannot be accessed simultaneously.

B. Generate Reset Glitch for SR Latch

The following mechanism can generate the reset glitch:

Design and analysis of ENTTR (Applicable to both
ENTTs): The reset signal can be generated using a circuit
similar to the one used for attack generation (ENTT 1/2).
However, it requires a different ENapp signal from a different
memory address. ENapp; is hammered to generate Vgich
(switches Vrygeer from 0 to 1) and start the attack. To reset
Viigger» at first, ENapp3 is hammered to generate Vggsgr-
Note that we assume address ADD1, ADD2 and ADD3 all
are non overlapping since they are from same memory bank
(Fig. 20). Therefore, when ENapps is hammered, ENapp; is
LOW which keeps Vgiiien LOW. The generated Vggsgr resets
the latch (Vgigger from 1 — 0). Finally, ENsppo is hammered
to reset the RRAMs of both ENTT and ENTTR.

VI. DISCUSSIONS AND LIMITATIONS

In this section, we present discussion on the practicality,
assumptions and limitations of the proposed trigger circuits.

A. Comparison of ENTTs

Table III summarizes the key performance metrics of the
proposed ENTTs. Delay-based trigger (ENTT-1) is susceptible
to process variation. ENTT-2 consumes lower area (0.46X),
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static power (0.51X), dynamic power (0.06X), and total trigger
energy (0.06X) compared to ENTT-1 and is less susceptible
to process variation as shown in Fig. 18b. Note that the static
power can be reduced by gating the trigger circuit with ENapp.
The maximum area and static power overhead of the proposed
ENTTs are 6.68um” and 104.24./W, respectively which are
less than 0.001% each for a typical memory [12].

TABLE III: Comparison of Different ENTTs

\ Parameter [ ENTT-1 | ENTT-2 |
Dynamic Power (mW) 0.426 0.024
Static Power (W) 104.24 53.48
Energy/hammer (pJ) 2.1 0.12
Area (um?) 6.68 3.06
Target N¢, 2890 2874
Worst-Case Ny 1890 2820

B. ENTT Comparison with other Sequential Triggers

Table IV compares the worst-case performance metrics of
the proposed ENTTs with other sequential triggers. It can be
seen that that [4] requires significantly less design overheads.
However, the Trojan will be triggered by writing a pattern
to a particular address only after one time. Furthermore, it
works for only a charged-based memory and most impor-
tantly requires bitcell modifications which are practically very
difficult due to the compact nature of SRAM bitcells for
high density. However, the proposed ENTTs work for wide
range of NVMs. It incurs a higher dynamic and static power
(97.6X and 118.6X, respectively) but a significantly lower area
(0.045X) compared to [6]. Additionally, the proposed ENTTs
incurs 0.026X, 0.017X and 0.005X lower dynamic power,
static power and area respectively compared to [5].

TABLE IV: Comparison of various Sequential Triggers

‘ Parameter [ This Work | [6] [ [51 [ [4] |
Dynamic Power (uW) 426 4.363 16550 -
Static Power (uW) 104.24 0.879 6210 -
Energy/hammer (nJ) 0.002 87.26 - le-6
Area (um?) 9.15 203.5 | ~1680 -
Target NsgT 2874 260 - 1
Worst-Case Nggr 1890 - - -
C. Memory Trojan Payload
Following payloads can be triggered:
(a) [Information Leakage et (b)  [Fault Injection or DoS]
e oV
BL[0] : Controlled BL[0] 1V_ BL[1]
Copies data to T I Write  Write
’ Cell, A 1 /sucu‘w Fails!™SA

ary Reads

CI
[& |
L= |

WL[O]l;IEeEI WL[1] Ceﬂ‘

I Trojan

Advers:

SL[0] SL[0] L
Enables Coupling V.. 0->1 Fails (Fault Injection) Tl()jan
bl 0->1 and 10 Fails (DoS) AV e

ENTT
Fig. 21: Malicious memory Trojan causing, (a) information
leakage attack; and (b) fault injection or DoS attack. [6].

(a) Information Leakage: An example of this case is shown
in Fig. 2la [6]. It is assumed that victim and adversary
have control over WL[0] and WL[1], respectively. The WLs
share the same bitline (BL[0]) and sourceline (SL[0]) and are
coupled through a Trojan transistor (switch). If the switch is
activated (by Vryigger from ENTTs), the data will be copied to
WL[1] whenever the victim writes to WL[0]. The adversary
can read WL[1] to leak the victims write data.

(b) Fault Injection: The Trojan can target memory addresses
to prevent writing one particular data polarity (either 0—1
or 1—=0). In Fig. 21b [6], we see that 0—1 fails since
the headroom voltage between bitline and sourceline is not
sufficient to write the cell [13], [14]. However, writing 1—0
is successful. Such fault injections can leak system assets such
as cryptographic keys. One example is when an adversary
induces single-bit or multi-bit faults in a cryptographic system
and performs differential fault analysis by observing correct
and faulty pairs of inputs and outputs and subsequently derives
simplified equations to extract the keys. Multiple methods for
extracting keys using fault injection have been extensively
studied and demonstrated [15].

(c) Denial of Service (DoS): If Trojan targets both write
polarities (1—0 and 0— 1), the victim will not be able to write
anything to the memory. This results in a DoS attack.

D. Effectiveness of Trojan Detection Techniques

i) Using failure analysis tools: Sophisticated failure anal-
ysis tools like light induced voltage alternation are proposed
to detect Trojans. However, this requires significant time and
effort, especially for nanometer technologies [16].

ii) Using Automatic Test Pattern Generation (ATPG):
ATPG does not work for logic Trojans where the malicious
inserted logic is unknown. Therefore, it cannot detect the
trigger mechanism.

iii) Side channel analysis (SCA): SCA is also ineffective
against the proposed memory Trojans since the trigger circuits
only consumes dynamic power when the the Trojan addresses
are accessed. For example, an RRAM memory word of 512
bits is written (read) when ENapp is asserted which consumes
around 51.2mA (5.12mA) of current considering Iyrite (Iread)
per bit is 100pA (104A). In the inactive mode, ENTT draws a
maximum current of 0.62pA (by ENTT-1) which is negligible
and cannot be detected using SCA. In the active mode, ENTTs
draw an additional 116.7uA of current which is not noticeable.
Furthermore, ENTT can be toggled statistically during normal
mode if the specified address is accessed. This makes detecting
side channel signatures extremely challenging. ENTTs draw a
high peak current of 700p.A for less than 100ps at the rising
edge of ENapp. However, 512 bits of RRAM also draw a
peak current of 66.56mA/9.73mA during write/read operation
which hides the peak current drawn by the ENTTs.

iv) Detection by Inspection: For a large memory it is im-
practical to visually inspect due to the presence of a large
number of sub-arrays and interfaces where the Trojan could
be hidden. For example, if the sub-array size is 32kB and each
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memory bank is 512kB, the total number of banks and sub-
arrays in a 0.5GB memory will be 1024 and 16K, respectively.
Each sub-array will have ~8 interfaces where the Trojan could
be hidden. This will lead to 128K interfaces that would require
inspection. Similarly, the address generation is also present in
plurality in the memory array. Automated image analysis of
each subarray image with machine learning based detection
can potentially detect the Trojan (see countermeasures below)
however it will increase Post-Si validation cost.

v) Detection using March Test: It might be possible to
trigger the proposed Trojan by hammering each address many
times. However, this increases the test time and time to mar-
ket the chip significantly. The designed ENTTs activate only
after 2500-3500 hammerings. For a 4AMB RRAM LLC, hav-
ing 4 banks with 16384 addresses and write latency of 10ns,
the required time to just check all addresses for the Trojan
is 4x16384x3500x10n = 2.29s. This is equal to the total
allocated test time including march tests, endurance tests and
latency tests [17]. Furthermore, an unique data pattern along
with the pre-selected address can be used to trigger the Trojan
like [4] making it exponentially difficult to detect using March
tests.

E. Effectiveness Against System Level Protocols

i) Wear leveling techniques: Memories with limited en-
durance such as, RRAM employs wear leveling techniques to
even out the wearing of bits. Hammering of a certain address
may wear them in reality. The wear leveling techniques map
the address to healthy banks so that wearing occurs evenly.
Therefore, the address can be changed internally. However,
adversary can tap the raw address before the mapping to
bypass wear leveling techniques.

ii) Hammering detection routines: Special routines can be
implemented to detect/flag hammering as a security violation.
However, the adversary can interleave the Trojan triggering
address among other valid accesses. Therefore, the hammering
will occur at an extremely slow rate. This could be a challenge
for capacitor-based triggers such as [6] but ENTT can work
due to its non-volatility and bypass the hammering detection.

iii) Detection by ECC: Extra overhead will be imposed to
avoid detection due to ECC e.g., ECC bits can also be copied
along with data to avoid detection (costs extra transistors). In
case of a fault injection, ECC must be computed to match with
the data and the faults will be injected into the ECC adding
complexity. For DoS, ECC of faulty data will be different
than the original ECC. Therefore, ECC may catch errors and
will flag cache-misses and page-faults to bring the data to the
memory again, imposing a performance penalty. If the errors
lead to a silent data corruption, DoS will be successful. In
either case the service will be unavailable.

F. Countermeasures against ENTT

Since the ENTTs are designed to evade traditional func-
tional and structural testing techniques, the following tech-
niques can be adopted as countermeasures.

Midlogic Interface

SAQ _ SAIL SA2 _ SA3

Column Interface
Wordline Interface

Transition Region

@ Potential ENTT
Locations

@ Memory Bitcell

~—— Interconnect

Midlogic

Fig. 22: Placement of ENTT within RRAM memory array.

i) Address Scrambling: Since the adversary exploits a pre-
defined memory address to trigger the Trojan, we can scramble
the logical to physical address mapping (fixed or generated
from a physically un-clonable function). This will add a layer
of complexity on the attacker to hit the predefined physical
address.

ii) Small validated ECC: A carefully validated and op-
tically inspected ECC (free of Trojan) can be used to store
the ECC for each memory word. If the Trojan performs fault
injections/DoS, the ECC will detect it.

iii) Analysis of memory images: Memory Trojans are vi-
sually tedious to identify due to replication of large number of
memory instances. Machine learning can be applied to analyze
the memory bank images to identify anomalies. This approach
will worsen the test/validation time.

iv) Temperature/voltage modulation to screen Trojan:
Higher operating voltage will accelerate the drift of the
RRAM’s resistance in the trigger circuit. Therefore, the Trojan
could be triggered quickly and can be detected. Similarly,
higher temperatures will lower the HRS of the RRAM and
aid in detection.

G. Placement of Trojan Trigger

The proposed ENTT and ENTTR can be hidden inside the
RRAM memory array as shown in Fig. 22. Note that sacrificial
bitcells are used at the interface of array and column areas and,
array and wordline areas for smooth transition to logic and to
maintain high yield. These non-functional sacrificial bits can
be repurposed to hide the Trojan trigger (by the designer or the
fabrication house). The additional logic e.g., inverter chains
and/or comparators can be hidden in the filler areas of the
non-memory logic (e.g., address pre-decoding and pipelining
units), also called midlogic [18] and connected to the RRAM.
Parasitic capacitance due to routing (~fF) is not accounted for
simplicity. Although it will not change the power consump-
tion significantly, delay may be affected. Floating metals are
abundant in the address generation logic and can be reused to
route the trigger signal without causing any area-overhead.

H. Endurance Issues with Hammering

RRAM endurance is known to be limited e.g., 10% [19].
Since ENTT requires hammering of the RRAM 2-3K times,
it may be stipulated that the adversary can trigger the Trojan
only limited number of times before it wears out. However,
it should be noted that the hammering is incremental due to
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weak writes. In fact the RRAM is written only once after 2-
3K hammerings. Therefore, the RRAM in ENTT is expected
to sustain triggering of up to 10° times.

1. Tapping and Pulse Width of ENapp Signal

In this work, we have considered a pulse of 5ns with TN
= 2ns for ENapp. From Fig. 10b we observe that the RRAM
resistance drifts only during the first 100ps (Table II) of ON
period of ENspp. Therefore, the raw address which is a single
cycle signal (i.e., Ton = 0.5ns considering 2Ghz clock) or the
subarray-level address enable which is phase-extended to 20
cycles to match the write latency of RRAM (10ns for [7]) can
both be tapped as ENapp. In both cases, N, remains same
since T is more than 100ps.

J. RRAM Drift During Test and Normal Mode

Since RRAM is non-volatile, the ENTT resistance can drift
in a positive or negative polarity during normal accesses
when the specified addresses are accessed by valid programs.
Assuming equal probability of accessing each address, the
resistance of RRAMs in ENTT and ENTTR are not expected
to divert significantly from their base values. Even if slight
deviations occur, it will affect the N;. and the ENTT may
trigger slightly earlier or later. By keeping the target Ny, high
we can avoid any unwanted triggering of ENTT.

K. Modulating Ny,

An adversary might want to design ENTTs with a higher
Ny.. We have shown that the value of Ny, depends on the
followings: 1) (W/L)s of PMOS/NMOS of the RRAM-inverter
(ENTT-1)/RRAM-voltage-divider (ENTT-2); (ii) RRAM ini-
tial resistance (both ENTTs); and, iii) safety margin delay
(ENTT-1). The first two parameters can be adjusted to get a
high N,,.. Adversary can also add an even number of inverters
in the Branch T (of ENTT-1/2) to design ENTT-1/2 with a
higher Ny,.

L. Limitation of SR latch

This work implements a NOR-based SR latch which has the
following limitations, i) SET=1 and RESET=1 is prohibited.
We design the ENTTRs in this way that both Vgji.c, and VRgsgr
are not 1 at the same time; ii) SET=0 and RESET=0 can lead
to an uncertain output when the latch is powering up. We can

VII. CONCLUSIONS

We proposed 2 flavors of Emerging NVM Trojan Trigger
(ENTT) by exploiting RRAM properties. The salient features
of ENTT are, (i) ability to enter and exit the attack at will;
(i1) small footprint to evade optical inspection; and, (iii) ability
to evade testing due to need of asserting the address a large
number of times and system-level hammer detection routines
due to non-volatility. ENTT uncovers a new attack surface that
adversaries can use to potentially launch extremely menacing
attacks including DoS, information leakage and fault injection.

use (Systemggser | Vreser) as the RESET input of the latch
to initialize the latch.
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