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ABSTRACT

Emerging Non-Volatile Memories (NVMs) suffer from high and

asymmetric read/write current and long write latency which can

result in supply noise such as supply voltage droop and ground

bounce. The magnitude of supply noise depends on the old data

and the new data that is being written (for write operation) or on

the stored data (for read operation). In this paper, we show that the

adversary can write specific data pattern (that results in determin-

istic supply noise) in their memory space to launch, i) Denial of

Service (DoS) attack (total write failure), and ii) specific polarity

fault (i.e., fault injection) attack in victim’s memory space sharing

the same power rails with the adversary’s memory space. These

attacks are specifically possible if exhaustive testing of the memo-

ry for all patterns, all possible location combinations, all possible

parallel read/write conditions are not performed under bit-to-bit

process variations and, specified (-10°C to 90°C) and unspecified

temperature ranges (i.e., less than -10°C and greater than 90°C).

Simulation result indicates that adversary can launch DoS attack on

victim’s write operation by injecting more than 120mV of supply

noise to victim’s write location. The adversary can also launch

0 → 1 polarity fault injection attack on victim’s write operation by

injecting supply noise greater than 50mV but shorter than 120mV

to victim’s write location. Furthermore, the adversary can cause

data ‘1’ read failure by injecting more than 150mV of supply noise

to victim’s read location.

CCS CONCEPTS

· Security and privacy→Hardware attacks and countermea-

sures; · Hardware →Memory and dense storage;
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1 INTRODUCTION

At the end of Silicon roadmap, keeping the leakage power in tolera-

ble limit has become one of the biggest challenges. Several emerging

Non-Volatile Memories (NVMs) are being investigated by the scien-

tific community to address this issue. Emerging NVM technologies

for example, Spin-Transfer Torque RAM (STTRAM), Magnetic RAM

(MRAM), Resistive RAM (RRAM), Phase Change Memory (PCM)

and Ferroelectric RAM (FRAM) have drawn significant attention

due to low static-power operation, high density, high speed and the

inherent non-volatility [1ś5]. Some of them have already entered

the mainstream computing. Examples include MRAM by Everspin

[6], CBRAM (a variant of RRAM) [7] by Adesto Tech, PCM by Intel

[8] and FRAM by Cypress [9].

Application of Emerging NVMs: STTRAM can reach the speed and

the endurance of SRAM and therefore can replace SRAM in L2/L3

cache [10, 11]. Both STTRAM and RRAM are proposed to replace

eFlash [10, 12]. PCM-based Solid State Drive (SSD), namely Optane

is already sold by Intel [8]. Furthermore, NVM enables low-power

computation and novel architecture [10, 11, 13]. NVM has been

also investigated for application beyond memory and proposed

for novel applications such as neuromorphic computing, ambient

sensor, security primitive etc. [10, 13]. Although these memories

are promising, their unique characteristics introduce new threats

to data security and data privacy which are not present in conven-

tional memories like SRAM or DRAM. Therefore, it is necessary to

investigate their vulnerabilities before their mass adaption.

Emerging NVM vulnerabilities: Most of the emerging NVMs are

susceptible to ambient parameters such as, temperature and mag-

netic field which can be used to launch Denial-of-Service (DoS)

attacks [14, 15]. In [16], it has been pointed out that NVMs suffer

from asymmetric and high read/write current (i.e., read/write cur-

rent for data ‘0’ and data ‘1’ are different) which can be exploited

to launch Side-Channel Attack (SCA) [17]. NVMs also suffer from

supply voltage droop due to high read and write current [18]. How-

ever, the ground bounce phenomena and the role of supply noise

(i.e. droop and ground bounce) on security and privacy have not

been explored before.

In this paper, we present that high and asymmetric write current

and long write latency of emerging NVMs cause supply noise such

as supply voltage droop and ground bounce. We further show that

an adversary can leverage the supply noise to launch fault injection

attacks. The adversary can write specific data pattern (i.e., specific

number of 0’s and 1’s in the write data) to generate deterministic

supply noise. The noise will propagate to victim-user’s memory

space and cause failure of read/write operation. This fault injection

can leak system assets such as, keys during sensitive operation such
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approach adopted by adversary is to store data that generates high-

est supply noise (i.e., all 0s in the stored data) in various locations

of the memory and read them frequently. If a read error occurs,

it can be assumed that the victim has initiated a write operation

near-by which caused failure in victim’s read operation. This is true

since victim’s read cannot generate enough noise to cause failure to

adversary’s parallel read operation. The adversary can keep reading

many different addresses to detect victim’s write operation as read

latency is significantly lower than write operation. However, de-

tection of victim’s write operation by observing adversary’s write

failure is not feasible because of long write latency.

3.2 Fault Injection by Read Failure

Fig. 9c presents the single ended read circuity [27] used in this

work. The read circuity is proposed in [27]. We have considered

RBL = 25Ω, RRef = 500KΩ and CBL = 25fF for read operation analysis.

Fig. 10b shows the supply noise (= ground bounce, droop due to

read ignored as mentioned before) generated by various read data

pattern. Therefore, the adversary can control the generated supply

noise by reading specific data pattern. Adversary can store these

data patterns in his memory space before launching the attack.

We further analyze the sense margin for both data ‘0’ and ‘1’ . Fig.

10c shows that sense margin reduces with additional supply noise.

However, ground bounce affects sense margin more compared to

droop as it, i) reduces the discharge current, and ii) reduces VGS

of access transistor (i.e., RTransistor is higher) while voltage droop

only reduces the discharge current. It is evident from Fig. 10c that if

the adversary can generate supply noise (by write or write + read)

in a way that the victim incurs additional supply noise > 150mV,

the victim will read data ‘1’ incorrectly. However, sense margin

for data ‘0’ is above 150mV even with 350mV of additional supply

noise. Therefore, both polarity read failure (DoS by read failure)

might not be possible as the required supply noise is too high. We

conclude that selection of polarity of fault injection during read

operation is not possible with single ended voltage-based sensing

as RL (data ‘0’) will always discharge faster compared to RH (data

‘1’).

4 DISCUSSION

4.1 Attack Countermeasures

Following techniques can prevent or alleviate the attacks:

• Sequential read/write access: This can be a naïve solution

as non-pipelined access hurts system throughput. However,

adversary will not be able to create supply noise or inject

fault by launching parallel access;

• Intelligent architecture: Parallel operations of different pro-

cesses can be initiated to addresses with highest possible

RInt. This will alleviate the issue to some extent;

• Good quality power/ground grid: A good power/gnd grid

reduces R1 (in Fig. 4) which in turn reduces supply noise.

However, this cannot eliminate the issue completely;

• Power rail separation for each bank: Separation of Vdd and

VSS rails between parallel accessed banks will prevent prop-

agation of supply noise from one bank to another. However,

this will incur significant area-overheard and reduce the

power rail capacitance (which is not desirable);

• Slow down the system clock: Higher TClock gives more time

to read/write operation at lower headroom voltage to fix

latency failures. However, TClock has to be at least twice (2X

throughput loss) to prevent fault injection for just 80mV of

additional supply noise (result extended from Fig. 9b).

4.2 Dependency on Memory Technology &

Power Grid Design

This study is carried out for RRAM LLC with a specific power grid

design. However, we believe that the conclusions drawn in this

work are applicable to broad range of NVMs and power grids. A

better grid or NVM with scaled read/write current could reduce

the amount of supply noise but may not eliminate the challenge

completely.

4.3 Memory Testing & Attack Effectiveness

The proposed attacks can be prevented if exhaustive testing of the

memory is performed considering all worst-case patterns, all worst-

case possible location combinations, all possible parallel read/write

conditions (performed under bit-to-bit process variations and wide

range of temperatures (-100°C to 200°C for example)) and optimal

Vdd/TClock is chosen accordingly. On one hand, exhaustive testing

of the memory with fully integrated system is impractical as it: i)

increases test time and time to market unacceptably; ii) guard-bands

system performance for situations that may never arise under nor-

mal workloads (especially true for high performance application).

Let’s consider that the noise generated at one address of a par-

ticular bank can affect 60% addresses of the nearest bank. Now,

one can argue that only the worst-case (nearest of that 60% lowest

RInt addresses) can be tested in order to detect error caused by

the worst-case supply noise of one address. If write failure is not

found, the chip passes the test. Read failure need not be tested as

it requires higher noise compared to the required noise for write

failure. Firstly, this test has to be done for each of the addresses of

all the banks. Such test consumes an extra of 0.68ms [2 parallel-

write (10ns) + 1 read (0.5ns, verify) × 1 (only nearest address of

other bank) × total number of address)] to test a chip similar to

the one employed in this work. Secondly, it is also possible that the

other nearest addresses can also get affected (even if the closest one

is not) as the bits of those addresses can be significantly weaker

due to process variation. Therefore, the test time can be extended

(testing all addresses in that range) to 27.06s per chip! This is unac-

ceptable as the total test time (including all other tests) of a chip

is typically around 2-3sec (unit test time = 2.7sec shown in [22]).

Thirdly, many chips have to be discarded even if a single failure is

observed (highly likely) or compromise with the system through-

put. Furthermore, adversary can also use ambient temperature in

unspecified ranges (i.e. thermal attack) to accelerate the design (for

example, Fclock) naturally, and force timing failures that were not

detected by test. Therefore, adversary can carefully choose patterns,

read/write sequences, memory locations and ambient conditions

to trigger failures. The weak bits under process and temperature

variations will be the likely candidates of such attacks.
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5 CONCLUSION

In this work, we show that high write current of NVM can lead

to supply noise such as voltage droop and ground bounce. The

noise can propagate to the neighboring banks and affect parallel

read/write operation. The adversary can control the magnitude of

the generated supply noise by various read/write data patterns and

leverage this to launch DoS and fault injection attack.
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