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ABSTRACT

Emerging Non-Volatile Memories (NVMs) suffer from high and
asymmetric read/write current and long write latency which can
result in supply noise such as supply voltage droop and ground
bounce. The magnitude of supply noise depends on the old data
and the new data that is being written (for write operation) or on
the stored data (for read operation). In this paper, we show that the
adversary can write specific data pattern (that results in determin-
istic supply noise) in their memory space to launch, i) Denial of
Service (DoS) attack (total write failure), and ii) specific polarity
fault (i.e., fault injection) attack in victim’s memory space sharing
the same power rails with the adversary’s memory space. These
attacks are specifically possible if exhaustive testing of the memo-
ry for all patterns, all possible location combinations, all possible
parallel read/write conditions are not performed under bit-to-bit
process variations and, specified (-10°C to 90°C) and unspecified
temperature ranges (i.e., less than -10°C and greater than 90°C).
Simulation result indicates that adversary can launch DoS attack on
victim’s write operation by injecting more than 120mV of supply
noise to victim’s write location. The adversary can also launch
0 — 1 polarity fault injection attack on victim’s write operation by
injecting supply noise greater than 50mV but shorter than 120mV
to victim’s write location. Furthermore, the adversary can cause
data ‘1’ read failure by injecting more than 150mV of supply noise
to victim’s read location.
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1 INTRODUCTION

At the end of Silicon roadmap, keeping the leakage power in tolera-
ble limit has become one of the biggest challenges. Several emerging
Non-Volatile Memories (NVMs) are being investigated by the scien-
tific community to address this issue. Emerging NVM technologies
for example, Spin-Transfer Torque RAM (STTRAM), Magnetic RAM
(MRAM), Resistive RAM (RRAM), Phase Change Memory (PCM)
and Ferroelectric RAM (FRAM) have drawn significant attention
due to low static-power operation, high density, high speed and the
inherent non-volatility [1-5]. Some of them have already entered
the mainstream computing. Examples include MRAM by Everspin
[6], CBRAM (a variant of RRAM) [7] by Adesto Tech, PCM by Intel
[8] and FRAM by Cypress [9].

Application of Emerging NVMs: STTRAM can reach the speed and
the endurance of SRAM and therefore can replace SRAM in L2/L3
cache [10, 11]. Both STTRAM and RRAM are proposed to replace
eFlash [10, 12]. PCM-based Solid State Drive (SSD), namely Optane
is already sold by Intel [8]. Furthermore, NVM enables low-power
computation and novel architecture [10, 11, 13]. NVM has been
also investigated for application beyond memory and proposed
for novel applications such as neuromorphic computing, ambient
sensor, security primitive etc. [10, 13]. Although these memories
are promising, their unique characteristics introduce new threats
to data security and data privacy which are not present in conven-
tional memories like SRAM or DRAM. Therefore, it is necessary to
investigate their vulnerabilities before their mass adaption.

Emerging NVM vulnerabilities: Most of the emerging NVMs are
susceptible to ambient parameters such as, temperature and mag-
netic field which can be used to launch Denial-of-Service (DoS)
attacks [14, 15]. In [16], it has been pointed out that NVMs suffer
from asymmetric and high read/write current (i.e., read/write cur-
rent for data ‘0’ and data ‘1’ are different) which can be exploited
to launch Side-Channel Attack (SCA) [17]. NVMs also suffer from
supply voltage droop due to high read and write current [18]. How-
ever, the ground bounce phenomena and the role of supply noise
(i.e. droop and ground bounce) on security and privacy have not
been explored before.

In this paper, we present that high and asymmetric write current
and long write latency of emerging NVMs cause supply noise such
as supply voltage droop and ground bounce. We further show that
an adversary can leverage the supply noise to launch fault injection
attacks. The adversary can write specific data pattern (i.e., specific
number of 0’s and 1’s in the write data) to generate deterministic
supply noise. The noise will propagate to victim-user’s memory
space and cause failure of read/write operation. This fault injection
can leak system assets such as, keys during sensitive operation such
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Figure 1: 17T1R-based 4MB LLC (containing 4 banks) showing
supply noise (droop and bounce). Each bank contains 8 Mat-
s and each Mat contains 8 subarrays each producing 64bit-
s. Each subarray has 8 Ways. Parallel read/write in Banky
(red) suffers due to propagation of supply noise from Banks;
(green) (or vice versa).

as encryption. For example, a simple XOR encryption module takes
a plaintext and XORs it with the key to generate the ciphertext. If
an adversary can set all the bits of the plaintext to 0 (1) by injecting
fault, the ciphertext becomes same as keys (1’s complement of
key). Therefore, the adversary can recover the key and figure out
the plaintexts in the consecutive cycles (given that the key is not
changed).

We have considered 1T1R RRAM-based Last Level Cache (LLC)
in this work as a test case. However, the attack is also applicable to
other NVMs such as, STTRAM as they consume high write/read
current and incur long write latency. Therefore, the observations
made in this paper are generic for NVM LLCs. It is notable that
RRAM is usually considered for main memory owing to poor en-
durance. However, high endurance (~10'2) RRAM has been also
proposed recently [19], which can be suitable for LLC.

Attack model and assumptions: In this work, we have as-
sumed the followings:

(i) NVM LLC is being shared by two users and the users are an
adversary and a victim;

(ii) Adversary has the knowledge of the amount of supply noise
that can be generated by a read/write data pattern during
read/write operation initiated by him;

(iii) Adversary knows the propagation model of the generated
supply noise (decays with distance) and the impact of the
propagated noise on the victim’s read/write operation;

(iv) The adversary is an expert in computer architecture and can
exploit knobs such as, accessing specific data pattern in a
predefined physical locations to prevent their replacement by
policies such as, Least Recently Used (LRU).

Fig. 1 shows an overview of 4MB 1T1R-based LLC. Extremely
high current (~50mA assuming 100ptA/bit) is drawn from the supply
for a full cache line (512bit) write operation. This creates two issues:

e Supply voltage droop: On-chip voltage regulator or pow-
er supply keeps the supply voltage constant. However, the
supply voltage, Vyq (distributed in metal M) reaches the
memory bitcell (implemented in metal M;) via power-grid
RC network. The interconnect resistance causes a significant
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Figure 2: (a) DoS attack; (b) specific polarity fault injection
attack.

voltage droop at the bitcell due to high current drawn by
the bitcell during read/write operation. Voltage droop causes
lower headroom for the bitcell and increases the write la-
tency for write operation or decreases the sense margin for
read operation. It can eventually lead to read/write failure.

e Local ground bounce: The true ground (Vgg) is routed on
upper metal layer (for example, Mg) and connects to the
transistors in M; (similar to Vgq routing). Therefore, the
voltage of local ground rail bounces when the charge (due
to high write/read current) is dumped to it.

The magnitude of total supply noise (droop and bounce) depends
on the present state of the memory bit as well as the new data being
written since write current for0 —» 0,0 - 1,1 > 0and 1 — 1
are different (for write operation), and on the stored data (for read
operation). It should be noted that read/write operation can be
affected due to both self-inflicted and parallel read/write-inflicted
supply noise. Therefore, bits are tested, and optimal Vgq/Tclock
are selected for successful read/write. However, traditional test
approach may fail to validate memory functionality for all possible
corner cases. The adversary can leverage this to add supply noise
to victim’s location, and affect victim’s read/write (details provided
in Section III).

The long write and read latency of emerging NVMs worsen
the supply noise issue due to bank-level parallelism (i.e., parallel
reads/writes on independent banks) that is employed in LLC to
achieve high bandwidth. Parallel accesses in emerging NVM-based
LLC draw more current which can worsen the noise issue result-
ing in read/write failure. Therefore, an adversary can exploit this
vulnerability to launch fault inject attacks on parallel accesses. Fur-
thermore, the nature of cache (for example, set associativity) and
the replacement policies (for example, LRU) can force adversary’s
address space physically close to the victim’s address space making
the task easier for the adversary. A detailed approach to manipu-
late addresses using cache associativity and replacement policy is
beyond the scope of this paper (subject of our future research). In
summary, adversary can launch following attacks by leveraging
the noise:

DoS attack: Fig. 2a shows the concept for launching DoS at-
tack. Adversary can store a data pattern which creates very high
magnitude of supply noise (for example, 0 — 0) during write op-
eration. This noise will propagate to victim’s memory space and
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Figure 3: RRAM (a) bitcell; high (a) write current; and (b) read current.

cause complete read/write failure to result in system failure (i.e.,
DoS).

Fault injection attack: Fig. 2b shows the concept for launch-
ing specific polarity fault injection. Adversary can write a specific
data pattern (i.e. specific magnitude of noise) to cause one specif-
ic polarity write failure. For example, 10.4mA of write current is
needed to generate 130mV of supply noise. Now, the adversary
can store 0x0000FFFFFFFFFFFFFFFFFFFFFFFFFFEF pattern in his
memory space, and write this pattern to an address (after flashing
the address) to generate 130mV of noise (assuming 0 — 1/0 — 0
write consumes 80pA/100pA respectively), and cause 0 — 1 write
failure of a near-by parallel access. We observe that 1 — 0 can
be written successfully whereas 0 — 1 write fails for RRAM if
certain magnitude of supply noise is generated in other banks by a
parallel write. We note that the adversary can control the polarity
of write error in victim’s memory space. This can be further utilized
to strengthen SCA for key extraction. Fault injection attacks are
well-known in the security community [20] and implementation
of fault injection in Multi-Level Cell (MLC) NAND flash has been
studied [21]. However, its implementation in emerging NVM has
not been explored before.

Following contributions are made in this paper:

(a) We show that high write current of emerging NVM can lead to
ground bounce which propagates to the neighboring banks;

(b) We show that supply noise worsen the write latency and sense
margin if write/read is performed in parallel in other banks.
Therefore, those bits can suffer from failures;

(c) We model the droop/bounce for RRAM during write/read, and
show the magnitude of supply noise required to create specific
polarity write failure and DoS attack;

(d) We show the magnitude of supply noise required to cause read
failure;

(e) We propose potential design-level countermeasures.

Rest of the paper is organized as follows: Section II presents the
background on RRAM, high and asymmetric read/write current,
supply noise generation, and its impact on parallel read/write oper-
ation; Section III describe DoS and fault injection attacks; Section
IV presents discussion on practicality of the proposed attacks and
design level mitigation techniques; Section V draws conclusion.

2 BACKGROUND

In this section, we present the basics of RRAM. We also describe
droop/bounce modelling, and their relation to fault injection.

2.1 Basics of RRAM

RRAM contains an oxide material between Top/Bottom Electrode
(TE/BE) (Fig. 3a). RRAM resistive switching is due to oxide break-
down and re-oxidation which modifies a Conduction Filament (CF).
Conduction through the CF is primarily due to the transportation
of electrons in the oxygen vacancies. These vacancies are created
under the influence of electric field due to applied voltage. The two
states of the RRAM are termed as Low Resistance State (LRS), Ry,
and High Resistance State (HRS), Ry. The process of switching the
state to LRS (HRS) is known as SET (RESET). We have used ASU
RRAM Verilog-A model [22] along with 65nm nMOS as access tran-
sistor for simulation and analysis. The RRAM is bipolar HfOx-based
resistive switching memory [22]. All the model parameters used in
this work are shown in Table 1.

High read/write current and long write latency: RRAM suf-
fers from long write latency (Fig. 3b, 10ns) and the write current
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Figure 4: Equivalent circuit for modeling local ground
bounce.
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required to switch the state is high (~100pA/bit). Read current for R-
RAM (~5.54pA/bit) is also high compared to conventional memories
(Fig. 3¢).

Asymmetric read/write current: Due to asymmetric write
current [16], the total write current for a full cache line is a function
of data pattern. An adversary can select the write data pattern to
precisely control and generate supply noise. Furthermore, NVM
read current is also asymmetric (Fig. 3c).

Table 1: Parameters Used for the Simulation

| Parameter | Value |
Access Transistor W/L/Vt 195nm/65nm/0.423V
RRAM Gap for Ry /Ry 0.53nm/1.368nm
Unit Cell Size 12F?
System Clock Frequency/Vgq 2GHz/2.2V
Read/Write Latency 0.5ns(1cycle)/10ns(20cycle)

Table 2: Parameters used for Ground Bounce Modeling

Value |

0.91/0.41/0.41/0.41/0.41/
0.41/0.04/0.04 [23, 24]

Parameter |

Resistance (Q/pm)
M;1/M2/Ms/M4/Ms5/Mg/M7/Mg

Capacitance (fF/pm) 0.13/0.17/0.17/0.17/
M1/M2/M3/M4/Ms5/Mg/M7/Mg 0.17/0.17/0.19/0.19 [23, 24]
Miller Coupling Factor (MCF) 1.5

6/5/5/3/3/1/1 (CVD
Tungsten-based) [25]
2.2/2.79 [24]

Via Resistance (Q) M1-2/
M3-3/M3-4/My-5/Ms.6/Me-7/M7-8
Di-electric Constant for Cap.
Calculation (Cpjate/Cside)

Res. between M; to Source/
Drain Contact, Reontact ()

~5 [26]

2.2 Modeling of Voltage Droop & Ground
Bounce

Fig. 1 shows 4MB 1T1R LLC organization. It is a 4-way set associated
cache. All the Ways of each Mat are accessed simultaneously and
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buffered at the edge of each Mat, resulting in total of 512bit accesses.
The figure also shows the upper layer metal plan. Vyq plane is in
Mo and Vgg plane is in Mg. Both V44 and Vgg is implemented from
My to M1 where M7, M5, M3 and M are horizontal and Mg, My, M»
are vertical. The total area of the chip is 49701 X 39501 where each
bank occupies 20464 X 15361 and the remaining is occupied by the
peripheral circuitry (for example, pre-decoder etc.). Note that A is
the feature size.

Ground bounce: Fig. 4 shows the circuit used for ground bounce
modeling. The total read/write current is dumped to the local
ground implemented in M; and causes bounce of local ground
voltage. Ground bounce propagates to nearest banks through metal
M; via metal My, and then down to M; again. We modeled the
resistance of path M; to Mg by R;.

Fig. 5 shows the connection of true ground (Mg) with the local
ground (M;) of a address of a Mat. We modeled the equivalent
resistance using 65nm layout parameters (Table II) [23, 24]. We
divided 512bits to 4 groups (only two of them shown in Fig. 5) for
simplicity. Each metal layer R/C and via resistance between metal
layers are also given in Table II. Our estimation shows that R1 is
equivalent to ~25Q (Fig. 5). Magnitude of ground bounce depends
on this value. Capacitance calculation is omitted for brevity. We
also modeled the resistance Rjy: which represents the equivalent
resistance between the local ground of one address of one bank to
the local ground of another address of another bank. Our estimation
shows that the lowest (closest two addresses of two banks) Ry is
1.63Q. Average read/write current for a full cache line is divided into
four constant Current Sources (CS). Therefore, current magnitude
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of CS, XmA is equal to Its,/4 (for example, 512bits of 0 — 0
writing, ITota1=56.32mA and X=14.08) and each one presents total
read/write current for 128bits.

Fig. 6 shows the bounce generated by a full cache line write
for various write data patterns. It is notable that 1 — 1 (we call
it P11) write creates lowest (~51.42mV) (best-case), and 0 — 0
(we call it P00) creates highest (~352.46mV) (worst-case) ground
bounce. It is also evident that other data patterns create bounce in
between P11 and P00. Furthermore, the bounce can be controlled
at the granularity of 1mV by choosing corresponding write data
pattern. Fig. 7 shows the bounce observed by victim when victim
write P11 in Banky and adversary writes P00 in Banky at the same
time. The bounce equalizes each other as Ry reduces, and victim
observes ~196.72mV (for Ryt =1Q) even though victim generated
only 51.42mV of self-bounce by writing P11.

Voltage droop: High write current creates supply voltage droop
due to the presence of interconnect resistance between the power
supply source (implemented in Mg) and destination (bitcell, imple-
mented in Mj). This is especially true for the farthest Mats of the
cache as it incurs highest parasitic resistance (i.e. highest droop).
Simulation indicates that supply voltage can droop to ~0.9V44 when
writing P00 to all the bits of a Mat of Banks (Fig. 8a). Droop is mod-
eled using a circuit model similar to Fig. 4 (details omitted for
brevity).

2.3 Parallel Read/Write Operation

RRAM write latency requires multiple clock cycles. For example,
the required number of clock cycles are 5 (1) with a system clock
frequency of 2GHz and write (read) latency of 2.5ns (0.5ns). How-
ever, the throughput will degrade if memory access is completely
stopped during 5 or 1 cycles (Fig. 8b-8c). In practice, RRAM write
latency is even higher (10ns, 20 cycle for this work). Therefore, par-
allelism is used to perform write/read in successive cycles (can be
initiated by different users). The parallel access can take following
forms:

1X write: Read can be initiated in the next 4 cycles in other banks
(Fig. 8b) for adversary when a write has been initiated for victim.
These data are processed in pipeline to maintain high throughput.
Read operations initiated in cycles 2, 3, 4 and 5 will experience
failure (due to supply noise propagation to those banks) owing
to, (a) poor sense margin at lower voltage headroom; (b) higher
access transistor resistance at lower word-line voltage. We call this
write/read scheme 1X write.

nX write: Multiple (n) writes can be initiated with read. For
example, one write along with 3 consecutive reads can be initiated
in the next four clock cycles in other banks (Fig. 8c) for adversary
when a write has been initiated for victim. The second write will
draw additional current from the supply which might add to the
existing supply noise. Furthermore, local ground will bounce due
to second write along with multiple reads and propagate to first
write (or vice versa) location and cause write failure. We call this
write/read scheme 2X write.

2.4 Supply Noise

In the rest of the paper, we have combined the magnitude of droop
and bounce and call it as supply noise. It should be noted that supply
noise can be both, self-inflicted and parallel-read/write-inflicted.
We call the parallel-read/write-inflicted supply noise as additional
supply noise. We have ignored the droop caused by read operation
(due to insignificant magnitude), and considered only the ground
bounce. Therefore, supply noise generated by read operation is
effectively ground bounce only. However, both droop and bounce
component of supply noise are considered for write operation.

3 DoS & FAULT INJECTION ATTACK

In this section, we discuss DoS and fault injection attack methodol-
ogy by leveraging supply noise.

3.1 DoS & Fault Injection by Write Failure

We have simulated RRAM write operation with additional supply
noise (excluding self-inflected noise) injected by parallel read/write
operation. It is evident from Fig. 9a that as the additional supply
noise increases, write latency for both LRS to HRS (0 — 1) and
HRS to LRS (1 — 0) increases. However, the write latency for
the former one increases very rapidly compared to the later one.
At this point, we can consider that LRS to HRS write fails with
even 10mV of additional supply noise as the corresponding write
latency is around 12ns (>10ns). However, let’s consider Fig. 9b for
better understanding which shows the RRAM resistance switching
during write operation with respect to additional supply noise. It is
evident that HRS to LRS write operation can sustain up to 100mV
(accurately 120mV) of additional supply noise. On the contrary,
final resistance of LRS to HRS does not reach the full Ryy (=1000KQ)
(reaches till 760K<Q2) value for even 50mV of supply noise. However,
we can still consider this as successful write since sufficient sense
margin will be generated during the read operation of this bit (using
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Figure 10: (a) RRAM write current profile for alternate design (symmetric); (b) ground bounce generation vs different read
data pattern; (c) sense margin with additional supply noise. Sense margin for data ‘1’ suffers more compared to data ‘0’, and
read failure is observed above 150mV of additional supply noise.

read circuitry shown in Fig. 9¢). This is true since the final resistance
is greater than Rper (=500KQ). Therefore, additional supply noise
beyond 50mV and less than 120mV will cause LRS to HRS write
failure but still can write HRS to LRS successfully. If adversary can
generate supply noise in a way that the victim incurs additional
supply noise in this range, it will launch 0 — 1 polarity fault
injection attack. However, if the victim incurs additional supply
noise > 120mV, it will cause complete write failure i.e. DoS attack.
Result indicates that adversary can launch DoS and fault injection
attack by writing P00 pattern if victim is writing P11 (best-case i.e.,
lowest self-inflicted noise) at a location with 0 < Ry < 22Q and 22
< Ryt < 37Q respectively. If the victim generates more self-infected
noise, the attacks can cover even larger address space. Note that
by preventing 0 — 1 write in victim’s memory for several cycles
(while allowing 1 — 0 write), the adversary can ensure that most
of the plaintext bits will eventually become 0 which can reveal the
full key (or partial key).

Controlling polarity of fault injection: The RRAM employed
in this work takes longer latency for writing 0 — 1. Therefore,
0 — 1 fault injection is possible with additional supply noise. If the
RRAM design takes longer latency for writing 1 — 0, only 1 — 0
fault injection would be possible.

In prior work, designs have been proposed to eliminate the asym-
metry using asymmetric doped transistor [28]. Fig. 10a shows the
write current profile for all possible four cases of write operation
for such alternate (symmetric) design. Write current for 1 — 0
and 0 — 0 increases (more supply noise) although asymmetry is
almost eliminated (by reversing TE/BE of RRAM cell, reducing ac-
cess transistor threshold voltage, VT by 100mV and using separate
write voltages for Vi _, ¢=2V and Vj — 1 = 1.8V). We still kept the
write time 10ns to successfully write even with process variation.
We investigated this circuit for possible fault injection attack. We
have observed for this symmetric design that if the write operation
incurs 132mV of noise with a period of 1ns, and the noise continues
for entire write operation (10ns), only 1 — 0 write is successful.
Furthermore, if the write operation incurs 116mV of bounce with a
period of 10ns, only 0 — 1 write is successful. Therefore, symmetric
designs could be worse, and both polarity fault injection would be
possible. Note that 1ns-periodic-noise can be generated by read op-
eration along with parallel write operation (for higher magnitude).
Furthermore, 10ns-periodic-noise noise can be generated by write
operation alone.

Detection of victim’s write initiation: Adversary needs to
know when and where (physical location) the user is writing in or-
der to launch DoS or fault injection attack effectively. One possible
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approach adopted by adversary is to store data that generates high-
est supply noise (i.e., all 0s in the stored data) in various locations
of the memory and read them frequently. If a read error occurs,
it can be assumed that the victim has initiated a write operation
near-by which caused failure in victim’s read operation. This is true
since victim’s read cannot generate enough noise to cause failure to
adversary’s parallel read operation. The adversary can keep reading
many different addresses to detect victim’s write operation as read
latency is significantly lower than write operation. However, de-
tection of victim’s write operation by observing adversary’s write
failure is not feasible because of long write latency.

3.2 Fault Injection by Read Failure

Fig. 9c presents the single ended read circuity [27] used in this
work. The read circuity is proposed in [27]. We have considered
RpL = 25Q, Rpef = 500KQ and Cpy, = 25fF for read operation analysis.
Fig. 10b shows the supply noise (= ground bounce, droop due to
read ignored as mentioned before) generated by various read data
pattern. Therefore, the adversary can control the generated supply
noise by reading specific data pattern. Adversary can store these
data patterns in his memory space before launching the attack.

We further analyze the sense margin for both data ‘0’ and ‘1° . Fig.
10c shows that sense margin reduces with additional supply noise.
However, ground bounce affects sense margin more compared to
droop as it, i) reduces the discharge current, and ii) reduces Vgs
of access transistor (i.e., RTyansistor is higher) while voltage droop
only reduces the discharge current. It is evident from Fig. 10c that if
the adversary can generate supply noise (by write or write + read)
in a way that the victim incurs additional supply noise > 150mV,
the victim will read data ‘1’ incorrectly. However, sense margin
for data ‘0’ is above 150mV even with 350mV of additional supply
noise. Therefore, both polarity read failure (DoS by read failure)
might not be possible as the required supply noise is too high. We
conclude that selection of polarity of fault injection during read
operation is not possible with single ended voltage-based sensing
as Ry, (data ‘0’) will always discharge faster compared to Ry (data
).

4 DISCUSSION
4.1 Attack Countermeasures

Following techniques can prevent or alleviate the attacks:

e Sequential read/write access: This can be a naive solution
as non-pipelined access hurts system throughput. However,
adversary will not be able to create supply noise or inject
fault by launching parallel access;

o Intelligent architecture: Parallel operations of different pro-
cesses can be initiated to addresses with highest possible
Rint. This will alleviate the issue to some extent;

e Good quality power/ground grid: A good power/gnd grid
reduces R; (in Fig. 4) which in turn reduces supply noise.
However, this cannot eliminate the issue completely;

e Power rail separation for each bank: Separation of V44 and
Vss rails between parallel accessed banks will prevent prop-
agation of supply noise from one bank to another. However,
this will incur significant area-overheard and reduce the
power rail capacitance (which is not desirable);
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o Slow down the system clock: Higher T¢jock gives more time
to read/write operation at lower headroom voltage to fix
latency failures. However, T¢jock has to be at least twice (2X
throughput loss) to prevent fault injection for just 80mV of
additional supply noise (result extended from Fig. 9b).

4.2 Dependency on Memory Technology &
Power Grid Design

This study is carried out for RRAM LLC with a specific power grid
design. However, we believe that the conclusions drawn in this
work are applicable to broad range of NVMs and power grids. A
better grid or NVM with scaled read/write current could reduce
the amount of supply noise but may not eliminate the challenge
completely.

4.3 Memory Testing & Attack Effectiveness

The proposed attacks can be prevented if exhaustive testing of the
memory is performed considering all worst-case patterns, all worst-
case possible location combinations, all possible parallel read/write
conditions (performed under bit-to-bit process variations and wide
range of temperatures (-100°C to 200°C for example)) and optimal
Vad/Tclock is chosen accordingly. On one hand, exhaustive testing
of the memory with fully integrated system is impractical as it: i)
increases test time and time to market unacceptably; ii) guard-bands
system performance for situations that may never arise under nor-
mal workloads (especially true for high performance application).

Let’s consider that the noise generated at one address of a par-
ticular bank can affect 60% addresses of the nearest bank. Now,
one can argue that only the worst-case (nearest of that 60% lowest
Rpyt addresses) can be tested in order to detect error caused by
the worst-case supply noise of one address. If write failure is not
found, the chip passes the test. Read failure need not be tested as
it requires higher noise compared to the required noise for write
failure. Firstly, this test has to be done for each of the addresses of
all the banks. Such test consumes an extra of 0.68ms [2 parallel-
write (10ns) + 1 read (0.5ns, verify) X 1 (only nearest address of
other bank) X total number of address)] to test a chip similar to
the one employed in this work. Secondly, it is also possible that the
other nearest addresses can also get affected (even if the closest one
is not) as the bits of those addresses can be significantly weaker
due to process variation. Therefore, the test time can be extended
(testing all addresses in that range) to 27.06s per chip! This is unac-
ceptable as the total test time (including all other tests) of a chip
is typically around 2-3sec (unit test time = 2.7sec shown in [22]).
Thirdly, many chips have to be discarded even if a single failure is
observed (highly likely) or compromise with the system through-
put. Furthermore, adversary can also use ambient temperature in
unspecified ranges (i.e. thermal attack) to accelerate the design (for
example, F|oc) naturally, and force timing failures that were not
detected by test. Therefore, adversary can carefully choose patterns,
read/write sequences, memory locations and ambient conditions
to trigger failures. The weak bits under process and temperature
variations will be the likely candidates of such attacks.
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5

CONCLUSION

In this work, we show that high write current of NVM can lead
to supply noise such as voltage droop and ground bounce. The
noise can propagate to the neighboring banks and affect parallel
read/write operation. The adversary can control the magnitude of
the generated supply noise by various read/write data patterns and
leverage this to launch DoS and fault injection attack.
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