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Time Dependent Dielectric Breakdown (TDDB) is a major concern for the reliability of magnetic

tunnel junctions (MTJs) in Spin-Transfer Torque RAM (STTRAM). We provide a breakdown model

to capture the MTJ lifetime under dynamic read/write activity factors. We also propose static and

dynamic current throttling coupled with circuit and system level techniques to improve the MTJ relia-

bility at the cost of small performance penalty. Simulations using SPLASH benchmarks demonstrate

∼1010× improvement in MTJ reliability of the most frequently accessed cache sets for a minor IPC

loss of ∼1.3% for dynamic throttling and ∼2% for static throttling under process variations.

Keywords: Magnetic Tunnel Junctions, Time Dependent Barrier Breakdown, Lifetime, Mean

Time to Failure, Activity Factors, Process Variations.

1. INTRODUCTION
Spin-Transfer Torque-RAM (STT-RAM)1 using Magnetic
Tunnel Junction (MTJ), is a promising memory technol-
ogy due to its non-volatility, high speed of operation, very
low power consumption, large endurance, high density,
and CMOS compatibility. The MTJ employs a thin tun-
nel oxide barrier (typically MgO) sandwiched between
fixed and free magnetic layer. The dimension of the MgO
is in the order of ∼1 nm. With technology scaling, the
MTJ dimensions shrink without compromising its resistive
properties. As the thin oxide experiences high electric field
due to extremely thin dimension (<1 nm), the breakdown
of the oxide determines the MTJ reliability.2–3 The high
write current accentuates this issue further as the high cur-
rent creates more voltage drop across the oxide. Larger
memory size and process variation adds another dimension
to this problem where one bit out of several MB can expe-
rience very high voltage drop. One possible case occurs
when the access transistor is of extremely low Vth and the
entire voltage drop appears across the MTJ.

Lifetime of MTJs is usually measured with respect
to the Time Dependent Dielectric Breakdown (TDDB)
mechanism. The experimental techniques to estimate the
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TDDB is by subjecting the MTJ to a constant high voltage
or current stress and measure dielectric breakdown time.
However, under normal operation, the MTJs experience
multiple writes and reads with different activity factors
(AFs). Furthermore, the operating voltages are different
during read and write. A DC model fails to capture these
detailed circuit behaviors resulting in pessimistic estima-
tion of reliability.
Research has been done to describe and model the

effects of oxide barrier breakdown.3–5 In Ref. [4], the
lifetime estimation is formulated using the percolation
model,6 where the statistical probability (and time) of the
tunneling electrons creating a closed path between the two
magnetic layers is captured. Although the model captures
the barrier degradation in detail, it does not describe the
degradation under normal operation (multiple reads and
writes) and varying AF. In Ref. [5], a new model is pre-
sented that incorporates the concept of charge trapping due
to the tunneling current which causes stress on the barrier
layer, leading to eventual breakdown. This model takes
the variation of MTJ reliability of the MTJ under differ-
ent pulsed regimes into account. Several studies have been
conducted on the reliability and lifetime calculation of the
MTJ.4�7�8 However, lifetime estimation using read/write
frequency and AF have not been considered.
The lifetime of non-volatile based memories (NVM)

such as phase change memory and resistive RAM have
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been studied extensively and various architectural tech-
niques have been proposed. Broadly, there are two cate-
gories, reducing the number of writes and distributing the
writes evenly.9–12 In Ref. [9], a cache replacement mech-
anism is proposed that reduces the number of writes by
giving preference to unmodified entries when choosing a
victim for replacement. But this technique has a negative
impact on miss rate and also degrades the latency and
energy depending on the preference value. In Ref. [10], a
novel algorithm is proposed for achieving a balanced write
distribution in NVM by selectively writing to SRAM and
NVM. However, this technique does not leverage the prop-
erties of NVM to its fullest. In Ref. [12], an integrated
wear leveling mechanism with two techniques namely
row-shifting and segment-swapping is proposed. This tech-
nique however suffers from high overhead of hardware
address mapping table. The above techniques fail to con-
sider the AF and the read/write frequency.
We observe that write current is strongly correlated to

the MTJ write latency and lifetime. Figure 1 shows the
dependence of write latency and write current. It is to be
noted that the latency increases as the current is lowered.
This can result in performance degradation. However, the
reliability can drastically improve due to lower voltage
across the MTJ. Figure 1 shows that a 50% reduction in
write current can improve the MTJ time to failure (TTF)
by ∼105× at the cost of 2× higher latency. We also note
that read is a more frequent operation than write. There-
fore, consideration to write operations only for lifetime
estimation can lead to a severe underestimation of MTJ
lifetime. Furthermore, the write data polarity may also
impact the lifetime since the MTJ experiences different
voltages in high and low resistance states.
Based on the above observations we propose a frame-

work for reliability assessment and mitigation (Fig. 2).
First, we find write latencies for different amount of write
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Fig. 1. Write latency with respect to write current. The time to failure
is also plotted.
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Fig. 2. Overview of the proposed reliability analysis and mitigation.

currents. Then a LLG (Landau Lifshitz Gilbert)13–14 equa-
tion based model15 is used for accurate circuit simulations.
The latency obtained in this step is used in the gem521 sim-
ulator to determine the read and write profile of the bench-
marks. The read/write profiles show that the read and write
are not evenly distributed. Few bits experience substan-
tially higher number of read/write operation than others.
These bits are the potential candidates for breakdown and
determine the lifetime of the NVM. The read/write profile
of theses bits is studied to determine the activity factor
which is then applied to the lifetime model to estimate
the mean time to failure. Two techniques are employed to
mitigate the degradation: (a) static write current throttling:
where the write current is lowered to improve the lifetime
at the cost of performance overhead; and (b) dynamic write
current throttling: where the write current is lowered for
only those bits which are frequently accessed and have low
write latency due to process variation. By combining pro-
cess variation with dynamic current throttling the perfor-
mance degradation due to lower write current is balanced
by the low write latency. The reliability is re-estimated
after this step.
To the best of our knowledge this is the first attempt to

study the effect of number, AF and polarity of read/write

towards the reliability of the MTJ. We also propose a static
and dynamic current throttling coupled with process vari-
ation for reliability improvement. In particular, we make
the following contributions in this paper:
• We provide a time dependent dielectric breakdown
model that considers number of read/write operations,
polarity of the data and activity factor to calculate MTJ
lifetime.
• Our analysis indicates that ignoring read operation and
AF of read and write operation can result in significant
under-estimation of MTJ reliability.
• We perform system level analysis and propose static
write current throttling to make trade-off between MTJ
lifetime and performance.
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• We also propose a system level technique to throttle
the write current dynamically for frequently accessed bits
having low write latency due to process variation. This
improves lifetime with minimal performance overhead.

The rest of the paper is organized as follows.
In Section 2, we describe the basics of the MTJ and pro-
vide the lifetime model. Static and dynamic write current
throttling analysis are discussed in Section 3. Simulation
framework and results are presented in Section 4. Lifetime
dependency on process variation and data polarity is pre-
sented in Section 5. Conclusions are drawn in Section 6.

2. BASICS OF MTJ AND MODELING
2.1. Brief Introduction of MTJ

Figure 3 illustrates a MTJ that is composed of a free mag-
netic layer and a pinned magnetic layer separated by a
thin magnesium oxide (MgO) barrier. The resistance of the
MTJ is low (high) if the free layer magnetic orientation is
parallel (anti-parallel) with respect to the pinned layer. The
orientation of the free layer can be changed from parallel
to anti-parallel (or vice versa) by injecting current from
bottom-to-top (or top-to-bottom). Read and write opera-
tions create voltage drop across the MTJ. The thin oxide
barrier experiences high electric field which degrades the
reliability of the device. In this context it should be noted
that: (a) the voltage across the MTJ is a function of read
and write operation and, the MTJ resistance; (b) write
operation is bipolar in nature. Therefore, the voltage across
the MTJ is positive in one direction and negative in other.
Furthermore, the voltage drop is higher during high-to-low
transition compared to low-to-high transition; (c) the read
operation is unipolar. Therefore, the voltage drop is posi-
tive and a function of the MTJ resistance only; and (d) the
current needed during write operation is typically higher
than the read operation. Therefore, the voltage drop across
the MTJ is higher for write compared to the read. Consid-
erations of the above factors are important for the reliabil-
ity assessment of the MTJ under dynamic workload.
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Fig. 3. MTJ schematic with the free layer, oxide barrier and pinned
layers. The voltages during read/write operations is also shown.

2.2. Reliability Model

E-model of dielectric breakdown16 is popular for esti-
mation of MTJ intrinsic barrier breakdown. The applied
voltage induces an electric field which causes an overall
reduction of activation energy EA, leading to an increased
breakdown probability. A detailed analysis is presented in
Ref. [17] to establish that the observed intrinsic dielectric
breakdown of the oxide barrier follows the E-model. Other
results18 are also in close agreement with this observation.
According to the E-model the breakdown probability is
defined as

p�t�=
dF �t�/dt

1−F �t�
(1)

where F �t� denotes the fraction of devices that break
intrinsically after a time ‘t’ and p�t� is defined as

p�t�= A exp
(

V �t�

B

)

(2)

where V �t�= E�t�∗ tox , is the time-dependent oxide volt-
age with E�t� being the electric field and tox being the bar-
rier thickness. If no explicit time dependence is assumed
for p�t� then A∝ Aj exp�−EA/kT �, where Aj is the junc-
tion area, EA is the activation energy for the dielectric
breakdown, and B ∝ kTtox/a�qZ�, where a ≈ 2 Å is the
atomic spacing of MgO19 and Z = 2 for Mg2+ ions. In the
case when dV /dt is a constant, an intrinsic failure F �t�

can be given as

F �t�= 1− exp
[

�−p�t�B

(

dv

dt

)−1

+AB

(

dv

dt

)−1]

(3)

The maximum failure rate, which is the peak of dF �t�/dt,
is found at

VMAX = B ln
(

dV

dt
·
1
AB

)

(4)

where VMAX is the breakdown voltage observed at large
voltage ramp speed dV /dt. For a time independent
breakdown probability density p�t�, the mean lifetime is
expressed as

�1/2 =
ln�2�
p�t�

(5)

where �1/2 is the time for when 50% of the devices will
experience breakdown. By curve fitting the experimental
data from Ref. [19], we derived the corresponding values
of constants for A and B to be 7× 108 and 0.27 respec-
tively assuming a constant rate of degradation due to both
reads and writes. Figure 4 shows the variation of �1/2�s�
as a function of applied bias voltage for four different bar-
rier thicknesses (0.85 nm–1.15 nm) and a junction area of
40× 40 nm2. Under typical operating conditions (0.4 V),
the lifetime of the MTJ is estimated to be ∼108�5 s or
∼10 years (for tox = 0�85 nm) which adheres to the values
presented in Ref. [20].
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Fig. 4. Estimated lifetime using E-model for varying bias voltage for
different values of barrier thickness and junction area of 40×40 nm2.

2.3. MTJ Lifetime and Mean Time to Failure

The E-model provides the time to breakdown assum-
ing constant voltage across the MTJ for the entire life-
time. In reality, the voltage depends on various factors
as described in Section 2.1 as well as on the dynamic
workload that is a mix of read and write opera-
tions. In this work we consider four major factors and
include them in the proposed model for accurate lifetime
estimates.

2.3.1. Consideration for Process Variations

The process variation induced change in threshold volt-
age in the read and write circuitry, severely alters the
device lifetime as well. We simulate the MTJ voltage for
typical (TT), fast (FF) and slow (SS) corners of access
transistor using 22 nm predictive model.24 For SS (FF)
we increase (decrease) the transistor threshold voltage by
250 mV. The write and read voltages for the three cor-
ner cases are (158 mV, 337 mV, 520 mV) and (45 mV,
192 mV, 267 mV) respectively. The voltage across the
MTJ increases in FF corner due to less drop across the
access transistor. Figure 5(a) shows the corresponding dif-
ference between the times to failure for both read and write
voltages for the three process corners. Both write time to
failure (WTTF) and read time to failure (RTTF) reduces at
faster process corners. Therefore, consideration to process
variations is important for the lifetime estimate.

2.3.2. Consideration for Data Polarity

The lifetime of the MTJ depends on the value of the data
being written. Writing a ‘1’ degrades the MTJ more com-
pared to writing a ‘0’. The reason being while writing ‘1’
the free layer and pinned layer are in anti-parallel posi-
tion thus the resistance of the MTJ becomes high which
causes more stress across the MTJ. Similarly, reading ‘1’
and reading ‘0’ degrades the MTJ to a different extent for

(a) MTTF for purely reads/writes

(b) MTTF trend with respect to write to read AF ratio

(c) MTJ lifetime

Fig. 5. (a) MTTF for purely read/write conditions for three different
process corners (SS, TT and FF), (b) MTTF trend with respect to write
to read AF ratio, and (c) MTJ life calculation for four different factors
of read operations with respect to write.

the same obvious reasons. The corresponding difference is
shown in Figure 6. We have considered all the three pro-
cess corners (FF, TT, SS). The MTJ experiences the worst
reliability when ‘1’ is written whereas reading a ‘0’ causes
the least degradation.
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Fig. 6. Lifetime comparison of MTJ for different data polarities under
process variations.

2.3.3. Consideration for Activity Factor

Due to dynamic workload, the MTJ may not experience
constant read and write operations. Therefore, only certain
number of read and write operations will be performed
during the workload. The read (write) AF is defined as
the ratio of aggregate number of cycles for read (write)
operations and total number of cycles in the workload.
Figure 5(b) shows the variation of mean time to failure
(MTTF) for a varying write to read ratios (write/read AF).
We note that the reads tend to dominate the device lifetime
only until a certain point beyond which the degradation
due to writes takes over.

2.3.4. Consideration for Read Operations

Typically, the MTJ lifetime is calculated for write oper-
ations only. The rationale is that the writes require a
higher current (and corresponding voltage drop across the
MTJ) as compared to reads. The higher voltage tends to
degrade the MTJ much faster than the reads. Figure 5(b)
shows the MTJ lifetime for different fractions of read and
write operations. The number of reads in the four sce-
narios are 0, 107×, 108× and 109× than writes respec-
tively. It can be noted that even though degradation due
to is low, as the number of reads increase, the overall
device degradation increases faster than the only write
case. Therefore, ignoring read operations could result
in under-estimation of MTJ reliability for large memory
accesses.

In order to obtain the MTJ lifetime, we considered
both read and write operations. For simplicity we assume
all writes and reads to be back-to-back and lumped
together (Wtot and Rtot respectively). Then we calculate
the WTTF/write latency and RTTF/read latency. With each
write (read) the life of the device degrades by 1/Wtot×

100% (1/Rtot× 100%). Therefore, for a given number of
reads and writes, the total amount of device life degrada-
tion is given by

Life �%�=

(

1−
# writes
Wtot

+
# reads
Rtot

)

×100 (6)

In the case of systems that are operating under a certain
AF the failure rate (FR) is expressed as

FR =
AFW

WTTF
+

AFR

RTTF
(7)

Where AFW and AFR are the activity factors for write and
read operation respectively. The MTTF is the inverse of the
failure rate and is used as a reliability measure to estimate
the device lifetime. MTTF is given by

MTTF =
1
FR

(8)

Let us consider an example case where the reads and
writes are evenly distributed (1×1010 each) for a device
in the FF corner. The corresponding degradation in device
life is ≈99.996% from (6). Assuming the same system
is always ON and operates with an activity factor of 0.5
for both reads and writes, the failure rate is ≈1�67×10−7

(using (7)). The MTTF is therefore ≈69�3 days (from (8)).
This large variation of MTTF is due to the exponen-
tial relationship between �1/2 and bias voltage. The above
model is used for the reliability analysis of STTRAM
arrays.

3. RELIABILITY ENHANCEMENT
TECHNIQUES

3.1. Static Throttling

In this technique we throttle the write current to exploit the
exponential relationship between lifetime and write cur-
rent. Note that this technique incurs IPC (Instruction per
Cycle) loss since the write operations are slowed down for
functional correctness. We use a current mirror based write
driver to throttle the write current of the column if needed
(Fig. 7). A reference write current Iref (WR) is mirrored
on the leg that is driving BL/SL. The direction of current
flow is controlled by the polarity of data to be written
(Din�. The BL (SL) is connected to current source (VSS)
if the data to be written is 1 (0). The sizing of PMOS
P1 is ratioed with respect to the reference leg to generate
the required write current. We add an extra PMOS transis-
tor P2 with size 1/k so that the write current is throttled
when throttle signal is asserted (i.e., thr= 1). For nominal
conditions P2 is disabled by connecting the gate to VDD.
The proposed driver needs 4 transistors for multiplexers
and an extra PMOS to generate the throttled current. Since
gate leakage is negligible and thr is a DC signal the multi-
plexers can be designed using minimum sized transistors.
Therefore, the area overhead of the proposed boosting can
be kept below 1%.

3.2. Dynamic Throttling

Note that the static throttling is simple to implement but
it incurs performance penalty due to higher write latency.
We observe that typical workloads tend to access some
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Fig. 7. Current throttling circuitry used in this work.

sets more frequently than the others. Number of read and
write access for different sets in SPLASH benchmarks
are shown in Figures 8(a)–(b). It is evident that there is
cliff between different sets in the benchmarks for read and
write operation. This results in an uneven device wear-out.

(a) Distribution of number of Writes

(b) Distribution of number of Reads

Fig. 8. Distribution of number of (a) writes, and (b) reads for different
sets for SPLASH benchmark suite.

Table I. Parameters used for process variation study.

Device Parameter Mean Std. dev.

Transistor VTH 0.46 60 mV
MTJ MgO thickness 1.1 nm 5%

Area Pi∗25∗10−9 15%

The sets accessed frequently are degraded faster than the
remaining sets leading to an eventual system failure even
though majority of the memory cells are healthy. We also
note that the most frequently sets are also common among
different benchmarks (Fig. 11(d)). These two observations
are exploited in this work for dynamic current throttling.
We exploit the uneven access of the sets to identify the

most frequently accessed sets and throttle the write current
to increase the lifetime of the system. Note that throttling
the write current could be associated with performance
degradation. A minimal overhead is incurred for finding
the frequently accessed sets that are also fast under pro-
cess variation and don’t limit the clock cycle. Once iden-
tified using a test routine, we throttle the current while
maintaining the same clock cycle. It is also possible that
the most accessed sets fall under slow process corner. For
those cases we exclude that set from the list for throttling.
In order to identify the frequently accessed sets we run

few benchmarks and note down the data accesses for each
set in gem5.21 The results shown in later section reveal
that few sets are accessed comparatively more than other
sets. We select those sets to be the candidate for throttling.

3.3. Process Variation Analysis

Process variation results in distribution of slow and fast
bits. In order to account for the process variation in the
MTJ, we consider the variations in the MgO oxide barrier
and surface area. In case of the access transistor, we have
taken into account the threshold voltage fluctuations. The
mean and standard deviation of these parameters are given
in Table I. We run Monte-Carlo analysis for 5000 simu-
lation points using the MTJ model.15 We used the curve
fitting model in MATLAB to extrapolate the distribution
to 8 MB bits to match the cache size in this work (Fig. 9).
A long tail is observed in the write latency plot. We find

Fig. 9. Write latency distribution using curve fitting model for 8 MB
cache.

222 J. Low Power Electron. 14, 217–226, 2018



IP: 128.118.7.237 On: Wed, 26 Jun 2019 22:52:13
Copyright: American Scientific Publishers

Delivered by Ingenta

Iyengar et al. MTJ Reliability Assessment Under Process Variations and Activity Factors and Mitigation Techniques

the number of bits beyond (mean+ 4�� point and dis-
tribute them in the cache randomly. Next, we identify
the sets containing the slow bits. If the most frequently
accessed sets contain the slow bits, then the proposed
dynamic throttling may result in IPC degradation. We pro-
pose to select only those sets for throttling from the most
frequently accessed set list that don’t contain the slow bits.
This technique ensures lifetime improvement without com-
promising IPC.

4. SIMULATION RESULTS
4.1. Cache Organization

Figure 10 shows the L2 8 MB cache organization for our
study. The cache is logically divided into (a) 4 banks, with
each bank comprising of 2 MB (223 bits); (b) each bank
has 8 mats, with each mat comprising of 221 bits; (c) each
mat has 8 sub arrays, with each sub array comprising
of 218 bits. Every sub array contains peripheral circuitry
including row decoders, column multiplexers, and output
drivers. The sense amplifiers are also placed at the sub
array level.
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Fig. 10. Cache organization.

Table II. Processor configuration.

Processor ALPHA, 03, 2 GHz, 4 cores
SRAM L1 cache Private, Icache = 16 KB, Dcache = 16 KB, 512

bit Cache Line, 2 cycle read/write latency,
write back

L2 cache Shared, 8 MB, 4 banks, 8 ways, 512 bit cache
line, write back, 6 cycle read latency, 20 or
7 cycle write latency

Main memory 512 MB, DDR3, 200 cycle latency

Table III. Cache design parameters (in 22 nm predictive technology).

Values

Cache parameters I1 (50 uA) I2 (150 uA)

Write latency 9.642 ns 3.362 ns
Read latency 2.702 ns 2.771 ns
Total area 2.279 mm2 2.79 mm2

Cell turned-on resistance 1.48 K� 1.48 K�
Cell turned-off resistance 3.82 K� 3.82 K�
Cell aspect ratio 0.4 0.4
Cell area 40 F2 40 F2

Read dynamic energy 0.813 nJ 0.813 nJ
Write dynamic energy 0.369 nJ 0.369 nJ
Leakage power 0.3 W 0.3 W

(d) Numbers of sets dynamically throttled

(c) MTTF under the Two Throttling Regimes

(b) Total Energy of Splash Benchmarks

(a) IPC of Splash Benchmarks

Fig. 11. Analysis of different splash benchmarks w.r.t (a) IPC; (b) total
energy; (c) the MTTF under the two throttling regimes; and, (d) numbers
of sets dynamically throttled.
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4.2. Simulation Setup

We have evaluated the performance of 8 MB L2 STTRAM
cache on a 4 core ALPHA processor (Table II). We have
used the gem521 full system architectural simulator. Appro-
priate changes were made in gem5 to incorporate different
read/write latency. We use NVSim22 a circuit level model
for non-volatile memory to estimate overall read and write
latencies, area, and dynamic energies (Table III). The read
and write latencies were fed to gem5 and the performance
of SPLASH benchmark suite for 2 write latency (9.64 ns
and 3.36 ns) with same read latency (2.69 ns) is evaluated
(Fig. 11). In the same simulation the number of write oper-
ations and read operations to each set in L2 cache is also
calculated. The number of MTJs (Nslow� with write latency
greater than 4� were determined from the latency distribu-
tion obtained fromMATLAB. Next, Nslow bits are randomly
distributed among the 64 million MTJs. The sets (Sslow�
which are found to contain the Nslow bits are noted. To select
the target sets for throttling, the sets with highest write
operations for all benchmarks are selected. We selected all
the frequently accessed sets from top till we find a set which
contains Sslow. By doing this we ensure lifetime improve-
ment without affecting the IPC. The same benchmarks are
re-simulated with the throttled sets for those sub arrays
which contains the selected sets.

4.3. Simulation Results

The simulation were performed on SPLASH benchmarks23

for static write currents of 50 	A and 150 	A with write
latency of 9.6 ns and 3.3 ns that is equivalent to 20 cycles
and 7 cycles respectively at 2 GHz. The 150 	A cur-
rent corresponds to normal write current whereas 50 	A
corresponds to throttled write current (for both static and
dynamic throttling). The corresponding IPC and energy
(normalized to original case), and, lifetimes are plotted in
Figures 11(a)–(c). The loss in IPC due to static throttling is
2% for a total lifetime improvement of 1010×. The energy
overhead is 1% on average (due to longer runtime).
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Fig. 12. Distribution of voltage across MTJ due to process variation.

We also note that the most frequently accessed sets are
also common across the benchmarks (Fig. 11(d)). For, sim-
plicity we have plotted the top 20 most frequently accessed
sets. Two benchmarks (radiosity and fft) have all 20 sets
common while the worst case is limited to six common
sets. By using the above results, we implement dynamic
current throttling to increase the lifetime of NVM systems.
As discussed before, the sets which are most frequently

accessed and do not fall in the Sslow obtained from pro-
cess variation are selected for dynamic throttling (called
Sfrequent�. For dynamic throttling we keep the nominal write
current at 150 	A and for sub arrays containing Sfrequent
we reduce the write current dynamically to 50 	A. The
write drivers are shared among all the sets in a sub-array
and therefore the entire sub array is slowed down even
if it contains one of the Sfrequent sets. This technique will
provide better results if the architecture of the memory is
designed keeping the number of sets in each sub array low
and increasing the sub arrays in each mat.
The IPC and energy for dynamic throttling is shown in

Figures 11(a)–(b). We notice an IPC degradation of 1.3%
on average and the lifetime improvement similar to static
throttling (∼1010×). The energy overhead is limited to
1.5% on average. Therefore, dynamic throttling provides
us with the best of both worlds by not sacrificing perfor-
mance while providing significant lifetime improvement.

5. LIFETIME DEPENDENCE ON PROCESS
VARIATION AND DATA POLARITY

5.1. Process Variation Dependency

Process variation results in bits that may experience more
stress under dynamic workload conditions. Therefore, the
reliability of the design will be bounded by the reliabil-
ity of the weakest bit in the array. In order to evaluate
the effects due to process variation we performed analysis
for 5000 Monte Carlo simulation points and measured the
voltage across the MTJ (Fig. 12). Curve fitting model is
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Fig. 13. Lifetime of MTJ for different SPLASH benchmarks under var-
ious conditions.

used to extrapolate the distribution to 8 MB cache size.
The number of bits above (mean+ 5�� voltage is deter-
mined and distributed in the array randomly. It is found
that the bits in the most accessed sets for each benchmark
experiences the highly stressed bits during write operation.
Process variations can reduce the lifetime by 1011×.

5.2. System Level Dependency

The lifetime of the MTJ depends on the write or read oper-
ation. The write operation requires a higher voltage than
read operation and thus degrades the lifetime of the MTJ
more. The lifetime not only depends on the type of oper-
ation but also on the data polarity as shown in Figure 6.
We performed an in-depth analysis of these factors on
SPLASH benchmarks suite and the results are shown in
Figure 13. For simulations we have considered read/write
of all 0’s, read/write of all 1’s, 50% distribution of 1’s and
0’s, and, read/write under process variations. The lifetime
under these conditions are compared with the maximum
lifetime of the MTJ when the voltage across it is 0 V
(i.e., unstressed bit). It is evident that the lifetime under
process variation is minimum while writing/reading 0’s
affects the MTJ life the least. The lifetime does not change
drastically between benchmarks because each benchmarks
stresses the worst-case bit similarly.

6. CONCLUSION
In this paper we presented a MTJ reliability model consid-
ering the activity factors, stress voltages of read and write
operations, write/read data polarity and process variation.
Our investigations revealed that MTJ reliability models can
result in significant over- or under-estimation of lifetime
without consideration to above factors. Furthermore, pro-
cess variation shows worst effects on the MTJ lifetime.
The proposed model is coupled with system level analy-
sis and mitigation mechanisms using static and dynamic
current throttling. The proposed techniques improved the
lifetime by ∼1010× at the cost of minor (1–2%) IPC
degradation.
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