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CSRO-Based Reconfigurable True Random
Number Generator Using RRAM

Rekha Govindaraj

Abstract—1In this paper, we propose a high-speed (kilohertz—
megahertz), reconfigurable current starved ring oscillator
(CSRO)-based true random number generator (TRNG) design.
The proposed TRNG exploits the intradevice stochastic variations
in resistive RAM switching parameters and random telegraph
noise (RTN). We demonstrate the effect of RTN on the jitter of
CSRO oscillations. We also propose a methodology to reconfig-
ure the TRNG to generate new random numbers. The proposed
10-bit TRNG is validated by NIST test suite for randomness in the
data stream. Energy/bit is 22.8 fJ for generation, and the speed
of random data generation is 6 MHz. Security vulnerabilities and
countermeasures of the proposed TRNG are also investigated.

Index Terms— Current starved ring oscillator (CSRO),
hardware security, jitter, nonvolatile memory, random telegraph
noise (RTN), resistive RAM (RRAM), true random number
generator (TRNG).

I. INTRODUCTION

NFORMATION security is one of the primary con-

cerns with the growth of internet and cloud storage.
Data encryption and cryptography are reliable techniques for
protecting the data over communication channel (network and
storage). Random number generator (RNG) is an integral part
of cryptography algorithms in encryption engines [1]. Data
and system security depends on the randomness of the bit
stream generated by RNG [2], [3]. Entropy of the source
is instrumental in ensuring the security of the encrypted
data. RNGs also find numerous applications other than cryp-
tography such as gaming, gambling, industrial testing and
labeling, Monte Carlo simulations, and password generation.
Software-based encryption engines depend on the random
number generated by the computer which is only pseudo-
random due to deterministic algorithms used for generat-
ing random number from an initial seed value. Hardware
RNG exploits the randomness in physical processes such
as electronic noise, quantum processes, and chaotic light
emission to generate a continuous stream of random numbers.
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Although CMOS-based solutions [1], [4], [5] are promis-
ing they offer limited security-specific properties such as
process variations, noise, and chaos. Emerging technolo-
gies such as spintronics [6], [7], memristor [8], and resis-
tive RAM (RRAM) [9], [20] have demonstrated significant
promise because in addition to low power, high density,
and high speed, they also offer new sources of noise and
randomness [40]. Furthermore, these technologies integrate
with CMOS easily [12].

In this paper, we explore the RRAM technology and fea-
tures such as cycle-to-cycle variations and random telegraph
noise (RTN) for true RNG (TRNG) design. We make the
following contributions in this paper.

1) We exploit inherent noise sources of RRAM to design

a TRNG.

2) We propose a high-speed (kilohertz—megahertz) cur-
rent starved ring oscillator (CSRO)-based TRNG using
RRAM. We evaluate the proposed TRNG using NIST
test suite.

3) We propose a methodology to reconfigure the TRNG
when entropy reduces over time and to recover from
noninvasive adversary attacks such as exploiting tem-
perature sensitivity of RTN.

4) We discuss the security vulnerabilities of RRAM-based
TRNGs and potential countermeasures in the proposed
TRNG.

The remainder of this paper is organized as follows.
Section II provides the background of TRNG, RRAM
model with switching parameter variation and RTN, and
RRAM-based TRNG. Sections III and IV describe the design
and present simulation results of the proposed TRNG, respec-
tively. Section V discusses potential adversary attacks on
RRAM-based TRNG and countermeasures. Conclusions are
drawn in Section VI.

II. BACKGROUND

We discuss the details of TRNG, RRAM model, and RRAM
as the source of randomness in the TRNG design.

A. Related Work on True Random Number Generator

RNGs are broadly categorized into two basic types based
on the quality (in terms of randomness) and the method
of bit stream generation, namely, pseudo-RNG (PRNG) and
TRNG. In PRNGs, bit stream is not completely random
as the algorithm is deterministic except the seed value [1].
More secure data encryption algorithms require fully random
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and nondeterministic method of generation. Such streams are
generated using TRNGs. Several TRNGs have been proposed
in [1] and [4]-[8] based on randomness in electrical noise,
thermal noise, and oscillator-based RNGs such as free-running
oscillator, Fibonacci RO, and Galois RO. Noise-based RNGs
postprocess the noise from the analog source (resistance,
voltage source, and temperature) to generate random numbers
for a digital system. Amplifying tiny noise voltage or con-
verting noise from physical environment to a digital signal
often requires multiple stages of processing [1], [4] which
depreciates the randomness from the source. Furthermore,
the TRNGs which employ the analog parts are weak due to
their vulnerability to various adversary attacks.

Emerging technologies such as spintronics and
RRAM [6]-[10], which are compatible with the CMOS
technology [12] and provide rich sources of entropy on-chip,
are attractive in such scenario [40]. However, the resistance
range of spintronic device is limited and the speed of
RRAM-based TRNGs is as low as few kilohertz due to their
dependency on programing speed of RRAM. A high-speed
TRNG is proposed in [20], which employs the RRAM RTN
noise. The principle is to utilize the differential change in
the bias voltage to modify the sampling frequency. The
distinction between [20] and the proposed work is as follows.

1) RTN of RRAM in the cell of a memory array modulates
the bias voltage of a voltage-controlled oscillator (VCO).
However, the bitline interconnect noise could be large
enough to suppress the effect of RTN on voltage
differential eventually affecting the available entropy.
Furthermore, on-chip noise from pseudorandom source
such as power supply, temperature, and crosstalk [4] can
overpower RTN noise of RRAM which is as small as in
the range of nanoampere when bias voltage is generated
from a cell in large memory array. The proposed design
incorporates a dedicated RRAM in TRNG circuit which
preserves the entropy of RRAM RTN.

2) Once the adversary can predict stable frequency of the
faster clock (by the method of frequency injection when
memory and digital supply rails are accessible) [21],
random number samples could be predicted for various
sampling frequencies under such weak frequency modu-
lation method. In the proposed design, power supply of
the TRNG can be isolated and placed such that it is not
accessible externally. This prevents from the possibility
of frequency injection attack.

3) TRNG in [20] employs multiplexers to drive each of the
inverters in the VCO for frequency trimming which adds
considerable area overhead.

4) The peak-to-peak (p—p) amplitude of current varia-
tions due to RTN is a figure of merit (FoM) for an
RRAM in storage application. Considering the FoM of
RRAM to be used in memory array, it is not feasible
to use the RTN of RRAM from a memory cell as
source of entropy [22] because of their contrary FoM
requirements. RO is placed as boundary circuit in the
memory architecture. RTN being a noise voltage of
less than100 nA, the method uses a bias current of
greater than 50 uA to generate bias voltage differential
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Fig. 1. (a) RRAM memory device and resistance transfer characteristics.
(b) Forming, SET, and RESET mechanisms.

of ~200 mV. The proposed TRNG can operate with bias
voltage differential as low as 0.7 mV without any current
source for biasing. Furthermore, having a microampere
range of current source in the bias circuit also increases
the power dissipated in the bias circuit compared to
the proposed TRNG. Reconfiguration of the faster clock
oscillator and using a dedicated RRAM cell within bias
voltage circuit is essential for a robust design under
these circumstances. The proposed method provides
two levels of recovery from external adversary attacks
by configuring the TRNG through programing RRAM
(SET/RESET), and by tuning the sampling frequency
to obtain good statistical properties of the generated bit
stream.
Therefore, the proposed design is more effective in exploiting
the entropy of the RRAM device for TRNG application.
We discuss various potential adversary attacks on TRNG
in Section V.

B. Resistive RAM

RRAM is a promising candidate for future nonvolatile
memory applications. It is designed by sandwiching an oxide
material between two metal electrodes i.e., top electrode (TE)
and bottom electrode. RRAM resistive switching is primarily
due to the mechanism of oxide breakdown and reoxidation
which modifies a conduction filament (CF) in the oxide.
Fig. 1(a) shows the voltage and current transfer characteristics
during the SET and RESET process cycles. The minimum
resistance of the filament depends on the current compliance
used in the process of forming. The two states of the RRAM in
low resistance and high resistance are termed as low-resistance
state (LRS) and high-resistance state (HRS). We have used the
expressions from [11], [18], and [23] as the basis to model
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(a) Mechanism of RTN due to trapping/emission of electrons in the vicinity of CF. (b) RTN current distribution in HRS state of RRAM based on

measurement data [22]. IrTn with the frequency of 5 kHz is shown in the inset.

the resistance of Hafnium oxide-based RRAM at different
voltages applied at the TE. The resistance switching of RRAM
involves three elementary processes such as formation, SET,
and RESET.

The forming voltage is applied across the electrodes to
create an electric field in the oxide material. Oxygen atoms
are knocked out of oxide material forming oxygen vacancies
under the influence of high electric field, typically as high
as 10 MV/cm [Fig. 1(b)]. The conduction through the CF is
primarily due to the transportation mechanism of electrons
in these oxygen vacancies termed as trap-assisted tunnel-
ing (TAT). After the process of forming, the resistance of
the RRAM is at the lowest (LRS). The resistance in LRS
depends on the current compliance as shown in characteristic
plot in Fig. 1(a). The SET process is the same as forming
except that only a part of CF is recovered as compared to
forming process [Fig. 1(b)]. Also, SET is performed following
a RESET process and SET voltage depends linearly on the
RESET voltage [11], [15]. The process of setting state to HRS
state is called RESET process. During RESET, the oxygen
ions drifted to the anode return to the bulk to combine with
the oxygen vacancies or oxidize the metal precipitates. The
rate of reoxidation depends on the magnitude of the RESET
voltage [11].

C. Source of Randomness in RRAM and Model

RRAM shows the intradevice temporal variations in switch-
ing process. HRS and LRS vary cycle to cycle [11] and
the resistance after switching depends on the generation and
recombination of oxygen vacancies. This is stochastic process
induced by the electric field and the temperature of the oxide
under the applied switching voltage [11], [15]. In the proposed
TRNG, there are three major sources of entropy, namely,
circuit and device noise of CMOS RO, RTN of RRAM, and
resistance switching probability of RRAM. Model is based
on TiN/Ti/HfOx/TiN RRAM device having a physical oxide
thickness 7,x of 5 nm. We have used RRAM model based on
the experimental data and model fitting from [11] and [22].
Methodology of the proposed TRNG design remain the same
given inherent switching variations and RTN noise of RRAM
irrespective of the device type and respective models used in
the simulation framework. Establishing a consistent model for

RRAM-based design is different research problems, which is
out of the scope of this paper.

1) Cycle-to-Cycle Variation: We have used the parameters
and the equations to model cycle-to-cycle switching variations
in RRAM from [11] which are calibrated with experimental
data. Current compliance of 100 A is used for modeling the
SET resistance. RESET process is performed by negative ramp
voltage and the differential barrier length with the voltage
modeled. RESET is a thermally activated process. The tem-
perature increases with the electric power and overcomes the
activation energy to switch the state of the device. Switching
of the device at an applied RESET voltage is probabilistic
activity [15], [24]. To model the variation in the resistance of
the RRAM due to defects in the oxide material, we assume
Gaussian distribution in the SET resistance of RRAM with the
variance of 0.08 [11]. The RESET resistance is calculated by
assuming Gaussian distribution of the proportionality coeffi-
cient Cxv with variance of 0.034. Cxv models the stochastic
variation in the CF rupturing process due to recombination
of oxygen vacancies with the ions [10], [11] from cycle to
cycle. Due to exponential dependence of RESET resistance
on the barrier length, HRS exhibits lognormal distribution
characteristics.

2) Random Telegraph Noise: Conduction in the RRAM is
explained by TAT of electrons in CF. Due to random distrib-
ution in the TAT supporting defects, the current through the
RRAM shows stochastic variations with time. The phenom-
enon responsible for RTN is explained by Balatti ez al. [17],
Puglisi et al. [18], and Tseng et al. [19] as charging and
discharging of the traps at or close to the surface of the
CF [Fig. 2(a)]. In Fig. 2(a), red dots show the deactivated
traps due to the trapping of electrons. When the trapped
electrons are emitted/released, the traps are activated for
electron conduction to increase the dc current through RRAM
temporarily till the trap is deactivated. Also, the frequency of
trap charging increases with the bias voltage (voltage across
RRAM) and temperature due to local Joule heating of CF. The
trapping/emission time of the defects near the CF junction
can be modeled as lognormal distribution [17], [19]. RTN
results in current fluctuations through the RRAM with time.
However, the relation of the trapping/emission times with the
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Fig. 3. (a) Proposed TRNG circuit based on CSRO. (b) Illustration of N-bit TRNG. (c) Al through RRAM due to RTN with a frequency of 5 kHz.

(d) Reconfiguration of TRNG.

current fluctuation is still unclear and is determined to be
randomly distributed. Variation of RTN current directly related
to the fluctuations of current through RRAM [22]. Essentially,
RTN is a multilevel low-frequency noise in the RRAM of
kilohertz range. RTN can be characterized by the factor-
ial hidden Markov model [25] by superposing the multiple
two-level RTNs. However, this does not provide a determin-
istic circuit model that could be adapted for circuit analysis.
RTN being a truly random process in RRAM, leading to read
current fluctuations, exhibits no deterministic behavior which
could be modeled without direct access to RRAM. Modeling
RTN as normal distribution component in RRAM current is the
simplistic model for circuit analysis. In this paper, multilevel
RTN in HRS state (RESET) is modeled as variable current
source [IrTn through RRAM in Fig. 3(a)] with 20%-30%
variation in the steady current in HRS state by fitting in normal
distribution curve shown in Fig. 2(b) [18], [19], [22]. This RTN
model follows the RTN current measurements in [22]. The
frequency of current fluctuation is affected by the temperature
which is due to longer trapping and emission periods of
electron at lower temperature compared to those at higher
temperatures [19]. Therefore, available entropy due to RTN
is temperature dependent.

III. PROPOSED TRNG

In this section, we describe the proposed TRNG and
perform qualitative and quantitative analysis.

A. Details of the Proposed TRNG

The proposed TRNG based on CSRO is shown in Fig. 3(a).
The delay of the inverters in CSRO can be controlled to adjust

the frequency of oscillations. The principle of delay control is
based on current starving of the inverters by controlling the
gate voltage of the additional control transistors [16] stacked
in nMOS and pMOS networks, respectively [Fig. 3(a)]. Gate
voltages of these two series transistors are derived from a bias
circuit. In the proposed TRNG, we embed RRAM in the bias
circuit to control the gate bias voltages randomly as dictated
by the RTN and cycle-to-cycle switching variations of RRAM.

The bias circuit is shown in the inset of Fig. 3(a). It con-
sists of RRAM and access transistor (1T-1R structure) for
programing the RRAM as required. nMOS is sized to carry the
compliance current of RRAM. V¢ of the access transistor can
be connected to constant voltage greater than threshold voltage
of nMOS device during normal TRNG operation. Frequency
of programing depends on the quality of bit stream generated
with time and RRAM switching speed. In 22-nm technology,
the width of the diode connected transistors (W, = 400 nm
and W,, = 200 nm) in the bias network is chosen to keep the
voltage across the RRAM below 300 mV under the highest
HRS of the RRAM (3 MQ). The operating voltage of the
TRNG is 1 V. We assume worst case conditions for voltage
drop estimation across RRAM for process variation tolerance.
The bias voltages Viypias vary in proportion to current through
the RRAM. V,piss varies in negative correlation with RRAM
current and Vipias, 1.€., Vpbias = Vad — (VRrRAM + Vias(Vewr) +
Vibias)- Vibias and Vppias voltage nodes in the bias network are
such that the voltage at Vjpias varies around Vgq and Vppias
varies around ground voltage. This ensures that nMOS and
pMOS in the inverters chain are operated around respective
threshold voltages. Variation of CSRO frequency with the
current through RRAM is explained as follows. When the RTN
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current increases, the current through the bias network, Vi,
of diode-connected nMOS increases proportionally by increas-
ing Vppias node voltage. At the same time, Vpias decreases
proportionally. Because of increasing the pMOS gate voltage
and decreasing the nMOS gate voltage in the inverter stack,
delay of the inverters increases. Consequently, the frequency
of the oscillator decreases. Thus, current variations in RRAM
due to RTN induce respective differential change in Vpias and
Vibias- Differential change in bias voltages in turn changes the
delay of the inverter chain and, thus, the frequency of the
CSRO. It should be noted that the direction of inverter delay
differential depends on the net effect of strength of pMOS
and nMOS delay control transistors and bias voltages. In this
paper, we have used 2:1 ratio for pMOS to nMOS sizing.
The speed of inverters varies in the direction of Vpias. These
variations are stochastic in nature, and thus, data sampled by
the sampling clock is random due to stochastic variations in
operation of CSRO. The output of multiple ROs is provided to
D-flip flops which sample the outputs using a sampling clock,
as shown in Fig. 3(b).

B. Sampling Frequency

Sampling frequency determines the rate of generation of
random numbers. Minimum sampling frequency is dictated by
the frequency of oscillations generated by CSRO. Sampling
frequency must be selected at least half of that of CSRO
oscillations to avoid the duplication of the bits in the random
bit stream. Theoretically, sampling frequency up to several
megahertz can be selected for CSRO oscillations greater
than 10 MHz. We have selected 6 MHz of sampling frequency
for the CSRO oscillations in ~60-70-MHz range. Sampling
frequency can be selected during the time of design by
estimating the frequency of CSRO from the initial delay
of the inverters. Sampling frequency can also be selected
dynamically to improve the statistical properties of the bit
stream [26]. A technique based on built-in self-test (BIST)
is proposed to measure the statistical properties of RO-based
TRNGs in [26]. However, it requires on-chip clock generator
with dynamically adjustable frequency and BIST with logic
for testing statistical properties which adds to the design
complexity and additional cost. Frequency of random bit
stream is theoretically limited by the number of inverter stages
in the CSRO and frequency of the various sources of entropy in
the TRNG. Circuit and device noise depends on bias voltage,
temperature, junction capacitance of MOS devices and scales
proportionally with the number of stages in a single-ended
CSRO [27]. To achieve synergistic effect of circuit noise and
RTN and high-speed generation of random numbers, we limit
the sampling frequency in the range of megahertz.

C. Configurability

Frequency of CSRO can be dynamically configured by alter-
ing the parameters in the bias circuit, which varies the current
starved by the delay inverters. For this purpose, we embed
1T-1R cell in the bias circuit. Due to exponential dependency
of HRS current on the barrier length, a small change in the
barrier length manifests as significant change in the resistance
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unlike in LRS where current is linearly dependent on the bar-
rier length. HRS exhibits the higher cycle-to-cycle variability
and RTN compared to LRS [18], [19]. Therefore, in the design,
we RESET the RRAM for reconfiguration. It should be noted
that the cycle-to-cycle switching parameter variations and RTN
are uncorrelated but concurrent in nature [18].

For programing the RRAM, we halt the operation of CSRO
by power gating pMOS transistor connected to power supply.
Power gating transistor is driven by a pulse with pulse of width
equal to the write time. The nMOS transistor controlled by
Vel in the regular operation is connected to Vyq or a constant
voltage. RRAM is RESET by applying Vieset ramp voltage
of —1.3 V across the electrodes from SL and BL signals.
RRAM demonstrates switching time of ~10 ns which adds
penalty of one cycle with CSRO frequency of up to 100 MHz
in the worst possible scenario of write conditions. The primary
advantage of the proposed TRNG over other RRAM-based
TRNGs is high-speed generation [9], [10] of random bit stream
and the frequency of TRNG is independent of the write time
of RRAM [10]. By choosing a reset voltage at probabilistic
switching voltage and using probability switching model of
RRAM, the entropy can be further improved. The reconfigu-
ration feature can also be exploited to recover from adversary
attacks by generating new random numbers. However, this
requires additional circuitry to detect the adversary attacks and
activate the write operation of RRAM. The TRNG is recon-
figured in regular intervals after generating a set of random
numbers (10°) under default conditions without any assistance
to detect adversary attacks for simplicity of the solution. In a
secure environment, TRNG can be operated without RESET
operation for generating millions of random numbers and
reconfigured to generate a new set of random numbers.

By applying the probabilistic switching voltage instead of
RESET voltage —1.3 V the RRAM undergoes probabilistic
switching. The RRAM remains RESET or changes to SET
state by the applied switching voltage [23], [24]. This kind
of switching could improve the randomness in the oscillator
frequency further after configuration. This is out of the scope
of this paper and will be explored in our future work.

The frequency of programing pulse is at least few
1000 times slower than frequency of CSRO oscillations.
Typically, TRNG is configured after generating a few sets of
random numbers. Within a single configuration cycle, circuit
noise and RTN acts as a source of randomness to generate jitter
in oscillations. Between different configuration cycles RRAM
switching parameters’ variation and respective RTN synergis-
tically contribute to entropy in the TRNG system. Table I
presents the comparative analysis of the proposed TRNG with
other spintronics and RRAM TRNGs. Power consumed in the
proposed TRNG is to operate a CSRO and RRAM switching
for configuration which is comparable to the power consumed
by RRAM memory in an Internet of Things (IoT) device. Area
of the proposed TRNG is larger compared to other RRAM
switching-based TRNGs which consume power in analog-to-
digital converters and comparators requiring more power and
design time. Therefore, the proposed TRNG is suitable for
security primitives in embedded systems and IoT for secure
design.
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TABLE I

COMPARATIVE ANALYSIS OF TRNG

Methodology Source of Speed Advantages Drawbacks
ENEropy
Spin dice [4] | Rezet and probabilistic | Probabilistic Ultra-low wvoltage | Speed iz limited by reset [4],
Perturt and switching voltage for | switching of switching probabilistic switching time; Delay,
tracking [5] programming. And [5] | Magnetic ME operation of MTJ. | area and power overhead of tracking
- eliminates reset every cycle | Tunnel z system [3].
conditionally from the | Junction
previous o/p sample. 3 phases: | (MTI)
reset, perturb and read
Balatts et. al. | Stochastic set process by a | Stochastic Broader Accurate switching veltage control,
[71 random set pulze with median | switching kHz- Resistance and Slow switching limits the speed.
of set voltage distribution process MEz distribution
compared to MTI.
Balatti et al. | Probabilistic switching of a | RRAM ~0.16kHz | Mo  bhiasing of | Slow switching speed. FReguires
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3 phases: set, reset and read. switching
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Biasing circuit vses a current TENG. applications. Interface noize and
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~200m%  of ‘bias wvoltage the effect of RELAM RTN.
differentizl.
Yang et. al. Counting the number of cycles | RESET speed | kHz- Write speed | Complex design to count the number
[38] to  reset FRRAM  indicates | varation MHz variation is | of cleck cycles for write with
variation in write speed relizble zource of | feedback. Binary decision based on
entropy. analog quantity leads to repetition of
bits in the random stream.
Propozed FEREAM corent makes the | BTN, MHz- High speed not | Requirespower gating; and larger area |
TRNG current through the bias | electronic GHz limited by FRAM | compared pther RREAM based TRNGs.
network of CERO which in | neoize in RO switching  zpead.
turn generates phase noise and | and cycle- Simple CERO
jitter in the oscillations. cycle reset based design. No
switching analog parts
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Fig. 4. Histogram over 200 configuration cycles. (a) RRAM current. (b) nMOS bias voltage. (¢) pMOS bias voltage. (d) Delay of inverters. (e) Frequency

of CSRO.

IV. SIMULATION RESULTS

We present the simulation results of the proposed TRNG
using 22-nm PTM models of MOS transistors and Verilog-A
model of RRAM (Section II). Fig. 4 shows the histogram

of RRAM current, bias voltages and delay of inverters, and
frequency of a CSRO at 200 different RESET cycles for
reconfiguring the resistance of RRAM. The current through
RRAM in different RESET cycles varies from ~83 to 116 nA
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in random steps which induce respective differential changes
in the delay of inverters. nMOS and pMOS bias voltages
[Fig. 4(b) and (c)] undergo differential change in each of the
configuration. The delay of the inverter varies in tandem with
the current through the RRAM/bias network [Fig. 4(c) and (d)]
exhibiting positive correlation. Frequency of CSRO changes
in the range of ~62-67 MHz in unpredictable random steps
[Fig. 4(c)]. Also, the frequency of CSRO varies in negative
correlation (£ and vice versa) with respect to current through
RRAM. Positive and negative correlation can be observed
from the similar/complement distribution pattern and peaks
in the histogram. It can also be observed that the pMOS and
nMOS bias voltage differentials vary in negative correlation
(£ and vice versa) with each other. pMOS bias voltage varies
proportional to current through the RRAM [Fig. 5(a)]. The bias
voltages demonstrate a differential change of few millivolts
(21 and 16 mV), which induce a proportional change in the
delay of the inverters and frequency of CSRO. Fig. 5(b)
illustrates the cycle-to-cycle differential change in the delay
of inverters, and it varies in the direction of Vpias. Fig. 5(c)
shows the frequency of CSRO varying with current through the
RRAM. As the current through RRAM decreases frequency
of CSRO increases and vice versa.
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to RTN at 30 °C.

RTN in the RRAM induces jitter in the oscillations which
leads to randomness in the bit stream sampled from the
CSRO oscillations. To illustrate the effect of RTN on jitter
in CSRO oscillations, we have plotted the differential cur-
rent flow through the RRAM and bias voltages with time
[Fig. 6(a)] and the time period of the oscillations with time.
Also, differential change in delay of the inverter is plotted
due to the respective change in the current through RRAM
[Fig. 6(b)]. The delay of inverter changes in the range
of £10—=£200 fs exhibiting a maximum differential change
of 200 fs. Jitter in the range as low as 3 ps to as high as 60 ps
is observed [Fig. 6(c)]. This additional jitter due to RTN in the
RRAM acts as a source of randomness to produce the random
bit stream when CSRO oscillation is sampled by a clock of
stable frequency. Correlation coefficient (CC) in Figs. 5 and 6
shows ~100% (CC = %1) negative/positive correlation of the
parameters with RRAM current.

We present NIST test results of a 10-bit TRNG with
100000 random data samples (1000000 bits in a stream)
to validate the randomness of the data generated. From
Fig. 7, it can be noted that the p-value in the NIST tests is
greater than 0.01, which indicates sufficient randomness in the
generated bit stream.
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Fig. 7. NIST test results on bit stream from 10-bit TRNG.

V. ADVERSARY ATTACKS ON TRNGs

In this section, we discuss the adversary attacks on the
RO-based TRNGs and RRAM-based TRNGs. We also discuss
the robustness of the proposed design against these attacks.

A. Background on Attacks and Prevention

Several adversary attacks such as frequency injection attack,
attack over the network [28], electromagnetic waves emission
based [29], [30], and fault attacks [21], [29]-[32] have been
investigated in the literature. Researchers have also proposed
techniques such as error correction, induction of nonlinearity
in the response [30], attacks detection from frequency, bit
stream monitoring, and recovery using RC filters closer to the
power supply [31], [32] to safeguard against these adversary
attacks. Attacks such as frequency injection attacks from the
power rails could be avoided by keeping the power rails not
accessible to the adversary externally. This can be achieved
by deriving the voltage from a dedicated on-chip power
supply [33]. In this paper, we focus our discussion on potential
attacks on RRAM-based TRNGs.

B. Vulnerabilities: Temperature Sensitivity of RTN

RRAM-based TRNGs are vulnerable to the adversary
attacks due to the sensitivity of RRAM characteristics to
temperature and voltage. RTN of RRAM is associated with the
charge and discharge time of traps in the CF. The frequency
of charge and discharge is dependent on the Joule heating
of the CF and the ambient temperature. Fig. 8 illustrates the
simulation results for the effect of RTN at 5 °C. At cooler
temperature, the charge and discharge time of the electrons in
the traps are longer which reduces the rate of change of RRAM
current [19]. Hence, change in the RRAM current varies at the
rate of few hertz (1-4 times/s). Very few traps available are
responsible for RTN decreasing the variation range of RRAM
current in few nanoampere (Al of RRAM is 0.5 nA—-1 nA),
as shown in Fig. 7. Differential change in the bias voltages,
delay, and frequency is reduced by ~25x, ~10x, and ~40x,
respectively, compared to the variations at 30 °C. There are flat
regions in the frequency plot where the differential change in
the frequency is almost zero due to degradation in the entropy
available at cooler temperature. Attack model is discussed
in Section V-C.
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Fig. 8. Differential current through RRAM resulting differential change in
(a) bias voltages, (b) delay of inverters, and (c) frequency (A f) in oscillations
due to RTN at 5 °C.

C. Attack Model: Cooling and Model Building

Entropy decreases (due to RTN) considerably at low tem-
perature [19] which affects the quality of random numbers
generated. This makes the underlying cryptographic system
vulnerable to adversary attacks [2], [3], [34]. Adversary can
cool the chip by nitrous oxide and control the temperature
of the chip which would eventually affect the entropy of the
RRAM-based TRNGs. Although the vulnerability to machine
learning (ML)-based model building attacks on TRNGs is still
unproven, TRNGs could be vulnerable to model-based attacks
similar to physically unclonable functions [35].

D. Countermeasures: Temperature Sensing,
Configurability, and Correction

By using an on-chip temperature sensor to sense the ambi-
ent temperature and configuring the TRNG at an adaptive
frequency depending on the temperature could safeguard
against temperature-based attacks. Diode temperature sensor
proposed in [36] can be employed for on chip temperature
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Fig. 9. NIST tests on 10-bit TRNG within RESET cycle when RTN noise
is set to zero with Von Neumann correction.

sensing. It should also be noted that RRAM demonstrates
lower durability of few million cycles compared to other
nonvolatile memories [9] which affects the productive lifetime
of TRNG in the security chip under insecure operating envi-
ronments. Research efforts have been dedicated toward making
RRAM a commercial memory device high endurance of
~10'0 cycles and 10 years have been achieved with HfO2/Ti
cap bipolar RRAM in HRS and LRS switching [39]. With
~10'9 cycles of configuration, TRNG can be used to generate
>10'0 sets of random number streams. Assuming configu-
ration of 1000 times a day in the lifetime of TRNG offers
a lifetime of ~10'%/(365 x 1000) = 27397.3 years. In case
of few millions of cycles of endurance ~100/(365 x 1000) =
2.739 years of operation is offered by the proposed TRNG
design.

Reconfiguration at regular intervals after generating a few
random bit streams makes it almost impossible for the adver-
sary to predict the new CSRO frequency. This can be used
to safeguard against the model building attacks. Furthermore,
RRAM switching speed adds to speed overhead in such
scenario. In the applications where the speed of TRNG renders
it useless, the Von Neuman correction technique [37] is
employed within RESET cycle to compensate for the reduction
in the entropy with configuration frequency of kilohertz.
We applied the Von Neumann correction on the bit stream
generated after setting the effect of RTN to zero (no RTN
current source) in current fluctuations of RRAM on 10-bit
TRNG (Fig. 9).

VI. CONCLUSION

We proposed a high-speed (kilohertz—megahertz), reconfig-
urable CSRO-based TRNG for on-chip applications. It exploits
the RTN low frequency noise in RRAM and cycle-to-cycle
switching parameter variations as the source of entropy.
We propose a technique to reconfigure the system to recover
against adversary attacks. Configurability makes the model
building and ML attacks harder. The 10-bit random data stream
is validated successfully for sufficient randomness using NIST
test suite. The speed of the designed TRNG is 6 MHz and
energy/bit is 22.8 fJ.
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