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Approximate Dynamic Programming for
Selective Maintenance in Series-Parallel

Systems
Khatereh Ahadi and Kelly M. Sullivan

Abstract—The problem of allocating limited resources to
maintain components of a multi-component system, known
as selective maintenance, is naturally formulated as a high-
dimensional Markov Decision Process (MDP). Unfortu-
nately, these problems are difficult to solve exactly for real-
istically sized systems. With this motivation, we contribute
an Approximate Dynamic Programming (ADP) algorithm
for solving the selective maintenance problem for a series-
parallel system with binary-state components. To the best of
our knowledge, this paper describes the first application of
ADP to maintaining multi-component systems. Our ADP is
compared, using a numerical example from the literature,
against exact solutions to the corresponding MDP. We
then summarize the results of a more comprehensive
set of experiments that demonstrate the ADP’s favorable
performance on larger instances in comparison to both
the exact (but computationally intensive) MDP approach
and the heuristic (but computationally faster) one-step-
lookahead approach. Finally, we demonstrate that the ADP
is capable of solving an extension of the basic selective
maintenance problem in which maintenance resources are
permitted to be shared across stages.

Index Terms—Maintenance optimization, Selective main-
tenance, Approximate dynamic programming

ACRONYMS

ADP Approximate Dynamic Programming
MDP Markov Decision Process
MWO Multiple Weighted Objectives

NOTATION

m Number of subsystems
ni Number of components in subsystem i ∈

{1, . . . ,m}
T Number of missions
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ri Reliability of components in subsystem i ∈
{1, . . . ,m}

Sti Number of failed components in subsys-
tem i ∈ {1, . . . ,m} at the end of mission
t ∈ {0, . . . , T}, where S0

i is the number of
initially failed components in subsystem i

ati Number of components in subsystem i ∈
{1, . . . ,m} to be repaired in break t ∈
{0, . . . , T − 1}

Sx,ti Number of failed components in subsystem
i ∈ {1, . . . ,m} immediately after mainte-
nance is completed in break t ∈ {0, . . . , T−
1}, Sx,ti = Sti − ati

ρil Amount of resource l ∈ {1, . . . , p} required
to maintain components in subsystem i ∈
{1, . . . ,m}

βl Amount of resource l ∈ {1, . . . , p} available
during each break

S State space given as S = {0, 1, . . . , n1} ×
{0, 1, . . . , n2} × · · · × {0, 1, . . . , nm}

V t(st) Value function of state st ∈ S , t ∈
{0, . . . , T}, defined as the maximum ex-
pected number of successful missions re-
maining among missions t+ 1, . . . , T if the
system is in state st after mission t

V t(sx,t) Value function of post-decision state sx,t ∈
S , defined as the maximum expected num-
ber of successful missions remaining among
missions t + 2, . . . , T if (after complet-
ing maintenance action at in break t ∈
{0, . . . , T − 1}) the system is in state sx,t

V̄ t(sx,t|ηt) Approximate value function of post-decision
state sx,t ∈ S, t ∈ {0, . . . , T − 1}

ηt Parameter vector of the approximate value
function V̄ t(·|ηt) associated with mission
t ∈ {0, . . . , T − 1}



I. INTRODUCTION

Maintenance is necessary for reliable operation of
industrial and military systems, but it is also very
costly. Due to resource limitations, it may be cost-
prohibitive or impractical to fully maintain a system at
every opportunity. This paper presents an approximate
dynamic programming approach for optimizing selective
maintenance decisions over time. We consider a series-
parallel system subjected to a sequence of missions in
which we have the opportunity to replace a subset of
the failed components between each pair of successive
missions. Our base model is identically the model of
Maillart et al. [1]; however, we are the first to address
the issue of solving large-scale instances of this problem.

The topic of selective maintenance has garnered recent
attention in the literature. Rice et al. [2] contributed the
first work in the area of selective maintenance, formu-
lating a mathematical model to maximize the reliability
of a series-parallel system given limited maintenance
time. They considered repair time as a limited resource
and developed a heuristic to identify which subset of
failed components to repair to maximize reliability. Chen
et al. [3] considered selective maintenance of multi-
state series-parallel systems, developing a mathematical
model that accounts for system reliability and attempts to
minimize maintenance cost. Cassady et al. [4] compared
optimal selective maintenance decisions for a series-
parallel system under three different objective functions:
maximizing reliability, minimizing cost, and minimizing
repair time. Cassady et al. [5] considered practical ex-
tensions of the reliability-maximization model, includ-
ing Weibull-distributed component lifetimes, multiple
maintenance actions, minimal repair, and corrective or
preventive replacement. To enhance the efficiency of
the enumerative solution procedure used by Cassady et
al. [5], Rajagopalan and Cassady [6] proposed a series
of improvements that reduce the solution space.

Researchers have incorporated a variety of elements
to make these types of models more realistic. For in-
stance, Dao et al. [7] and Xu et al. [8] proposed selec-
tive maintenance models for multi-state series parallel
system under economic dependence that arises when
there are savings to be realized by jointly maintaining
components. Dao and Zuo [9] incorporated dependence
and component degradation within a multi-component
maintenance problem. Chen et al. [10] proposed a math-
ematical model for selective maintenance of aging com-
ponents with uncertainty maintenance duration. Khatab
et al. [11], [12] extended the basic selective maintenance
problem to allow for stochastic duration of missions and
breaks.

In all selective maintenance problems for series-
parallel systems reviewed thus far, decisions are made
for only one future mission. Maillart et al. [1] formulated
a selective maintenance model that considers a finite
or infinite horizon of future missions. This model is
formulated and solved as a Markov decision process
(MDP) and the resulting optimal infinite-horizon policy
is compared to both the optimal single-mission and two-
mission policies. This study considers only relatively
small systems having no more than three subsystems.
Our research extends the work of Maillart et al. [1] by
enabling maintenance planning for series-parallel sys-
tems with a greater number of subsystems and/or com-
ponents. To overcome the difficulty of solving MDPs,
an approximate dynamic programming (ADP) approach
is proposed. The idea behind ADP is to develop useful
approximations of a high-dimensional MDP that enable
time and/or memory savings as compared to solving the
MDP exactly. We refer the reader to [13] and [14] for
an introduction to ADP.

Relative to the ADP literature, our primary contribu-
tion is the selective maintenance application. ADP has
applications to numerous other sequential and stochastic
decision problems in the literature, including: managing
energy storage in the electric grid [15], [16], [17], [18];
scheduling links in a wireless communications network
[19]; positioning emergency service vehicles [20], [21];
controlling the flight of an aircraft [22]; routing vehicles
[23]; assigning truck drivers to loads [24]; relocating
empty containers in a distribution network [25]; and
batching and dispatching products for outbound trans-
portation [26]. To the best of our knowledge, ADP has
not yet been applied to optimize maintenance of multi-
component systems.

Our contributions are as follows: We (i) provide an
ADP algorithm that exploits the structure of the selective
maintenance problem. We perform computational exper-
iments to (ii) verify that the ADP identifies solutions that
are near-optimal for small instances that can be solved
to optimality as MDPs, and (iii) demonstrate that the
ADP identifies solutions for larger and/or more complex
instances that are superior to those attainable via less
sophisticated (e.g., myopic) approaches. In order to solve
larger instances using ADP in a reasonable time, we (iv)
incorporate a heuristic method called Multiple Weighted
Objectives (MWO), due to Coit and Konak [27], inside
the ADP. Leveraging the ADP solution methodology,
we also (v) extend the selective maintenance model
of Maillart et al. [1] to the expanded-state-space case
where resources are shared across missions and (vi)
present insights upon solving numerical examples of this
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extended model.
The remainder of this paper is organized as follows:

Section II summarizes the selective maintenance MDP
model of Maillart et al. [1]. Section III develops the ADP
algorithm, “ADP-Concave,” and Section IV compares its
performance with (exact) MDP solutions for a numerical
example from the literature. In Section V, the MWO
heuristic is incorporated within ADP-Concave to enable
solving larger instances in a reasonable time. Section
VI extends ADP-Concave to allow resources to shift be-
tween missions. Section VII summarizes computational
experiments investigating solution properties, sensitivity
analysis, and algorithm performance for larger instances,
and Section VIII concludes.

II. MODEL DEFINITION AND ASSUMPTIONS

In this section, we present the selective maintenance
MDP model for series-parallel systems. With the ex-
ception of minor notational differences, this model is
identical to the MDP model of Maillart et al. [1].

Consider a series-parallel system comprised of m
independent subsystems connected in series such that
each subsystem i has independent components connected
in parallel. Let ni denote the number of components
in subsystem i = 1, . . . ,m, and define Ni = {[i, j] :
j = 1, . . . , ni} as the set of components in subsystem
i. Let N = ∪mi=1Ni denote the set of components
in the system. We consider a sequence of T missions
denoted t = 1, . . . , T , with breaks between missions.
For t = 1, . . . , T − 1, “break t” refers to the break
that occurs immediately after mission t, and “break 0”
refers to a break before the first mission. Failures happen
only during the missions and maintenance is performed
during breaks. Fig. 1 illustrates the timing of missions
and breaks implied by the above assumptions.

Let the state vector St = [St1, S
t
2, . . . , S

t
m] ∈ S ,

t = 0, . . . , T , denote the number of failed components
in each subsystem after mission t where S0 denotes
the initial state of the system. In what follows, we will
use the capitalized notation Sti to refer to an uncertain
future state and the lower-case sti to refer to a specific
realization of Sti .

There are limited resources available to repair the
failed components during each break. In state st, t =
0, . . . , T−1, define the set of maintenance actions A(st)
as the set of ati satisfying

m∑
i=1

ρila
t
i ≤ βl, ∀l = 1, . . . , p, (1)

0 ≤ ati ≤ sti, integer, ∀i = 1, . . . ,m, (2)

where ati is the number of components to be repaired in
subsystem i. Thus, the reliability of the series-parallel
system for mission t+ 1 is given by

R(st, at) =
m∏
i=1

[1− (1− ri)ni−s
t
i+a

t
i ], t = 0, . . . , T −1.

(3)
Let Zt+1

i denote the number of components failing dur-
ing mission t+1. Thus, the number of failed components
at the end of mission t+ 1 is

St+1
i = sti − ati + Zt+1

i , (4)

for all t = 0, . . . , T − 1, where

Zt+1
i ∼ binomial(ni − sti + ati, 1− ri). (5)

Let b(y, n, p) =
(
n
y

)
py(1 − p)n−1 denote the binomial

probability mass function. Then, for i = 1, . . . ,m and
t = 0, . . . , T − 1, the transition probabilities are

Pr(St+1
i = st+1

i ) = Pr(Zt+1
i = st+1

i − sti + ati)

= b(st+1
i − sti + ati, ni − sti + ati, 1− ri). (6)

Under action at ∈ A(st), the system transitions from
state st ∈ S to state st+1 ∈ {0, 1, . . . , n1 − st1 + at1} ×
{0, 1, . . . , n2−st2+at2}×· · ·×{0, 1, . . . , nm−stm+atm}
with probability p(st+1|st, at) defined as

p(st+1|st, at) =
m∏
i=1

Pr(St+1
i = st+1

i )

=
m∏
i=1

b(st+1
i − sti + ati, ni − sti + ati, 1− ri).(7)

We define the value function V t(st) as the maximum ex-
pected number of successful missions remaining among
missions t + 1, . . . , T if the system is in state st ∈ S
after mission t. For t = 0, . . . , T and st ∈ S , the value
function can be expressed as

V t(st) = max
at∈A(st)

{
R(st, at)

+E{V t+1(St+1)|St = st}
}

= max
at∈A(st)

{
R(st, at)

+
∑

st+1∈S

V t+1(st+1)p(st+1|st, at)
}
. (8)

We define V T (sT ) = 0 for all sT ∈ S such that (8)
remains defined for t = T .

III. MAINTENANCE DECISION MAKING USING ADP

By increasing the number of components and/or sub-
systems, the state space, action space, and outcome space
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Fig. 1: Timeline of events in the selective maintenance problem

grow quickly, thus making the MDP difficult to solve.
ADP aims to overcome these challenges by employing
tractable approximations of V t(·) that avoid looping over
every possible state of the value function and integrating
over the range of all random variables.

A. Optimality Recursion for Post-Decision States
Reformulating Equation (8) around the so-called post-

decision state variable is a well-known strategy (see [14])
for reducing the difficulty associated with approximating
the expectation in (8). Let the post-decision state Sx,ti
denote the number of failed components in subsystem
i immediately after maintenance is completed in break
t = 0, . . . , T − 1, i.e.,

Sx,ti = Sti − ati. (9)

Let V t(Sx,t) denote the maximum expected number
of successful missions remaining among missions t +
2, . . . , T if (after completing maintenance action at

in break t), the system is in state Sx,t = St − at.
Conditioning on the outcome of mission t+ 1, we have

V t(sx,t) =
∑

st+1∈S

V t+1(st+1)p(st+1|st, at),

t = 0, . . . , T − 1, (10)

or equivalently

V t(sx,t) =E{V t+1(St+1)|Sx,t = sx,t},
t = 0, . . . , T − 1. (11)

Therefore, substituting (10) into (8), we have

V t(st) = max
at∈A(st)

{
R(st, at) + V t(sx,t)

}
,

t = 0, . . . , T − 1. (12)

Substituting (12) for period t + 1 into (11) for t =
0, . . . , T − 2, the optimality equations are formulated
around the post-decision state variables as

V t(sx,t) =

E
{

max
at+1∈A(St+1)

{
R(St+1, at+1) + V t+1(Sx,t+1)

} ∣∣∣
Sx,t = sx,t

}
, t = 0, . . . , T − 1, (13)

where V T−1(sx,T−1) = 0, ∀sx,T−1 ∈ S and V 0(s0) =
maxa0∈A(s0)

{
R(s0, a0) + V 0(Sx,0)

}
can be used to

compute the value function for the initial state.
Using post-decision state variables, the expectation in

(13) is now outside of the maximization. This is ad-
vantageous, because evaluating (or approximating) (13)
for state sx,t under known (or approximated) V t+1(·)
requires only solving a deterministic optimization prob-
lem for each possible realization (or sampled subset
of realizations) of St+1. By comparison, evaluating (8)
for a single state requires solving a complex stochastic
program.

B. Value Function Approximation

The state space is exponential for this problem, mean-
ing it is impractical to store the value function V t(sx,t)
for each discrete state sx,t. Thus, there is a need for
defining reasonable approximating strategies to compute
value function for each state. There are various meth-
ods to approximate the value function in ADP, which
typically entail building predictive models—in a manner
that is computationally less burdensome than building a
full lookup table—that can be used to approximate the
value function associated with a given state. Commonly,
the value function is approximated by defining a set of
basis functions φf (s), f ∈ F , over a set of important
features F , such that φf (s) will represent the contribu-
tion of feature f to the approximated value function in
state s ∈ S . We define features corresponding to each
subsystem (i.e., such that F = {1, . . . ,m}) and therefore
denote the basis functions as φi(s), i = 1, . . . ,m.

Let φi(s
x,t
i ) denote a basis function that will approxi-

mate the value function reduction from the unreliability
of subsystem i. We assume φi has the form

φi(s
x,t
i ) = (ηti)

ni−sx,ti , (14)

where 0 ≤ ηti ≤ 1 is a parameter. This basis function
satisfies

φi(1)− φi(0) > φ · · · > φi(ni)− φi(ni − 1), (15)

which is desirable because subsystem unreliability is
also concave and increasing in the number of failed

4



components. Because the basis functions have been
constructed to satisfy (15), we will refer to the resulting
ADP as “ADP-Concave.”

To further capture the correspondence between system
reliability and the system’s value function, we assume
functions φi(·) are combined to approximate the value
function as

V̄ t(sx,t|ηt) = ηt0

m∏
i=1

(
1− (ηti)

ni−sx,ti
)
,

t = 0, . . . , T − 1, (16)

where parameter 0 ≤ ηt0 ≤ T − t represents an upper
bound on the number of remaining successful missions.

Our choice of Equation (16) is somewhat nontradi-
tional in the sense that ADPs commonly approximate
the value function as a weighted sum of basis functions,
and not as a product. The product form of Equation (16)
is dually motivated, as summarized below.

Motivation 1: This form seeks to capture the structure
of serially connected subsystems. The approximate value
function V̄ t(sx,t|ηt) is intended to provide an estimate
of the true value function V t(sx,t), which equals the
maximum expected number of successful missions re-
maining among missions t + 2, . . . , T . Therefore, for
i ∈ {1, . . . ,m}, the i-th term in the product of Equa-
tion (16) might loosely be interpreted as “an estimate
of the maximum probability that subsystem i survives
a given future mission t′ ∈ {t + 2, . . . , T}, given the
current post-decision state sx,ti .” Thus, this form enables
(i) separately estimating the impact of each subsystem’s
failed components after break t on system failures among
missions t′ ∈ {t+2, . . . , T} and (ii) using knowledge of
the system’s structure to aggregate these estimates into
an approximation of the value function.

Motivation 2: As demonstrated in Section V, this form
yields optimization subproblems of the ADP that are
conveniently solved by established methodologies for the
classical redundancy allocation problem.

Parameters ηt are updated through a sequence of
iterations n = 1, . . . , N . Let ηt,n denote the (m + 1)-
vector of parameter estimates associated with period
t = 0, . . . , T − 1 and iteration n = 1, . . . , N . In
each iteration n = 1, . . . , N a sample path represented
by {st}Tt=0 and {sx,t}T−1t=0 is generated by solving for
each t = 0, . . . , T − 1 the approximate version of
Equation (12), i.e.,

Ṽ t,n(st) = max
at∈A(st)

{
R(st, at) + V̄ t(sx,t|ηt,n−1)

}
.

(17)

Given parameter estimates ηt,n−1, t ∈ {1, . . . , T − 1},

we generate the updated parameter estimates ηt−1,n by
seeking to minimize

gt−1,n(ηt−1) = E
1

2

(
V̄ t−1(Sx,t−1|ηt−1)− Ṽ t,n(St)

)2
,

(18)

subject to 0 ≤ ηt0 ≤ T − t and 0 ≤ ηti ≤ 1, ∀i =
1, . . . ,m, where the expectation is taken over Sx,t−1

and St. In view of (18) and the observed states sx,t−1

and st from this iteration, we apply a stochastic gradient
descent update to generate ηt−1,n, ∀t = 1, . . . , T − 1,
as

ηt−1,n = ηt−1,n−1

−αn
(
V̄ t−1(sx,t−1|ηt−1,n−1)− Ṽ t,n(st)

)
×∇ηt−1 V̄ t−1(sx,t−1|ηt−1,n−1), (19)

where 0 ≤ αn ≤ 1 is the step size at iteration n. Element
0 of ∇ηt−1 V̄ t−1(sx,t−1|ηt−1) is

∂V̄ t−1(sx,t−1|ηt−1)

∂ηt−10

=
m∏
i=1

(
1− (ηt−1i )ni−s

x,t−1
i

)
,

(20)

and element i = 1, . . . ,m of ∇ηt−1 V̄ t−1(sx,t−1|ηt−1)
is

∂V̄ t−1(sx,t−1|ηt−1)

∂ηt−1i

=

−
(
ni − sx,t−1i

)
(ηt−1i )ni−s

x,t−1
i −1(ηt−10 )

×
∏

i′∈{1,...,m}\i

(
1− (ηt−1i′ )ni′−s

x,t−1

i′

)
. (21)

The stochastic gradient descent algorithm is a well-
known machine learning method to update regression
parameters (see, e.g., [28]) incrementally as training
observations (in this case, sx,t−1 and st) are added.
In our problem, there is a feasible region defined for
ηt,n−1 based on two constraints: 0 ≤ ηt0 ≤ T − t and
0 ≤ ηti ≤ 1, ∀i = 1, . . . ,m. If updating the parameters
based on (19) violates one of the constraints, we do not
update the parameter in this iteration.

Given an initial state s0, ADP-Concave determines
the maintenance actions during break 0. A formal
statement of ADP-Concave follows.

ADP-CONCAVE

Step 0: Initialization
(0a) Set n = 1 (N is the maximum number of iterations)
(0b) Initialize ηt,00 = 0 and ηt,0i = 1 − ri, ∀t =

0, . . . , T − 1, ∀i = 1, . . . ,m
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Fig. 2: Small system with n = [5, 3, 2]

Step 1: For t = 0, . . . , T − 1,
(1a) Set Ṽ t,n(st) as

Ṽ t,n(st) = max
at∈A(st)

{
R(st, at) + V̄ t(sx,t|ηt,n−1)

}
(22)

and let a∗t denote the obtained optimal action.
(1b) Set st+1 = st − a∗t + Zt+1, where Zt+1

i , i =
1, . . . ,m is generated from
Zt+1
i ∼ binomial(ni − sti + a∗t, 1− ri).

Step 2: For t = 1, . . . , T − 1, generate ηt−1,n from
ηt−1,n−1 by applying Equation (19).

Step 3: If n ≤ N , increment n and go to Step
1; Otherwise, return the value functions V̄ t,N for
t = 0, . . . , T − 1.

As is common in ADP, the idea behind ADP-Concave
is to focus computational effort—by stepping forward
through time instead of solving the MDP by traditional
backward dynamic programming—on states that are rel-
atively likely to be visited, given the initial state s0. The
resulting value function approximations may therefore
differ depending on the initial state. Thus, if decisions
are desired for multiple possible initial states, we suggest
re-running ADP-Concave for each initial state.

IV. NUMERICAL EXAMPLE

In this section, we represent the results of ADP
algorithm for a small example. In order to validate
the developed ADP algorithm, we choose the example
illustrated in [1], which is solved optimally using finite-
horizon MDP approach for different initial states. This
example is a small system with three subsystems and
10 components, as depicted in Fig. 2. The reliabilities
for subsystems are r1 = 0.7962, r2 = 0.8623, and
r3 = 0.9558. There are limited resources for mainte-
nance at each time period t = 0, 1, . . . , T −1 as follows:

1.93at1 + 3.82at2 + 1.52at3 ≤ 11.7

2.85at1 + 3.28at2 + 3.47at3 ≤ 20.1

2.84at1 + 1.06at2 + 3.76at3 ≤ 20.2

The ADP-Concave method is employed to solve the
problem with N = 500 and α = 0.1 for T ∈ {1, 2}.

The optimal action and value function based on the
finite-horizon MDP (a∗M (s), VM (s)) and ADP-Concave
(a∗AC(s), VAC(s)) are represented for T ∈ {1, 2, 5, 10}
in Table I. The value reported for VAC(s) is the sample
average of 500 sample paths based upon using the
approximated value function to determine maintenance
actions during each break. Based on Table I, the selected
actions based on the ADP method for T = 1 are the
same as the finite-horizon MDP for all of the initial
states. This is the expected result because both the MDP
and ADP capture the first mission’s reliability explicitly
when T = 1. For T ∈ {2, 5, 10}, the best actions
selected using ADP-Concave are the same as the finite-
horizon MDP as well. For most of the initial states, both
the MDP and ADP maintain all of the failed components
in the third subsystem because it has comparatively fewer
components and requires more resources to repair.

V. ENHANCED ADP WITH MWO HEURISTIC

Although the previous section demonstrates that the
ADP performs well on a small instance, there are re-
maining challenges that must be overcome in order to
solve larger problem instances with the ADP. Notably,
the statement of ADP-Concave given in Section III as-
sumes availability of an oracle for solving Equation (22).
The method (i.e., totally enumerating A(st)) utilized
in the previous section may be too time consuming
for larger instances, especially when considering that
Equation (22) must be solved repeatedly throughout the
ADP. This section enhances ADP-Concave by applying
a specialized method to solve Equation (22).

The maximization problem inside Equation (22) is an
extended version of the redundancy allocation problem
(see, e.g., [29], [30], [31]). Because this problem is
known to be NP-hard [32], we develop a heuristic
method to solve Equation (22). This method is based on
the MWO heuristic proposed by Coit and Konak [27],
and it involves the transformation of a single-objective
problem into one with multiple objectives. When using
MWO to solve Equation (22), we refer to the resulting
ADP-Concave implementation as “ADP-MWO.”

We now summarize the MWO heuristic used in ADP-
MWO. Our implementation of MWO follows closely to
Coit and Konak [27]; therefore, we have opted for a
brief description here, referring the reader to Coit and
Konak [27] for a detailed description. For t = 0, . . . , T−
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1, the maximization problem in (22) is

max

{
m∏
i=1

[1− (1− ri)ni−s
t
i+a

t
i ]

+ηt,n−10

m∏
i=1

[1− (ηt,n−1i )ni−s
t
i+a

t
i ]

}
, (23)

s.t. Constraints (1)–(2).

The MWO heuristic attempts to identify high-quality
solutions to Model (23) by employing a surrogate model
in which each of the m terms in the first product and
(m + 1) terms in the second product of Objective (23)
are maximized separately. The surrogate model is the
(2m+ 1)-objective problem

max
{

1− (1− r1)n1−st1+a
t
1 , 1− (1− r2)n2−st2+a

t
2 ,

. . . , 1− (1− rm)nm−s
t
m+atm ,

ηt,n−10 ,

1− (ηt,n−11 )n1−st1+a
t
1), 1− (ηt,n−12 )n2−st2+a

t
2 ,

. . . , 1− (ηt,n−1m )nm−s
t
m+atm

}
, (24)

s.t. Constraints (1)–(2).

The surrogate model, Model (24), conveniently allows
for the nonlinear objectives to be reformulated into lin-
ear objectives. Removing the constant-valued objective
ηt,n−10 and negating the remaining objectives yields that
that Model (24) is equivalent to the 2m-objective model

min
{

(1− r1)n1−st1+a
t
1 , (1− r2)n2−st2+a

t
2 ,

. . . , (1− rm)nm−s
t
m+atm ,

(ηt,n−11 )n1−st1+a
t
1 , (ηt,n−12 )n2−st2+a

t
2 ,

. . . , (ηt,n−1m )nm−s
t
m+atm

}
. (25)

s.t. Constraints (1)–(2).

After defining λi = −ln(1 − ri) and γt,n−1i =
−ln(ηt,n−1i ), applying a natural logarithm to each of the
2m objectives in Model (25) yields the equivalent, linear,
2m-objective model

max
{

(n1 − st1 + at1)λ1, (n2 − st2 + at2)λ2,

. . . , (nm − stm + atm)λm,

(n1 − st1 + at1)γt,n−11 , (n2 − st2 + at2)γt,n−12 ,

. . . , (nm − stm + atm)γt,n−1m

}
, (26)

s.t. Constraints (1)–(2).

Following Coit and Konak [27], we derive solutions to
Model (26) by solving a single-objective model in which
the objectives of Model (26) are combined using weights

ωi, i = 1, . . . ,m. Similar to Coit and Konak [27], we set
ωi = 1/(2m), ∀i = 1, . . . ,m, placing equal weight on
the 2m objectives from Objective (26). This assignment
of weights is sensible because the system is structurally
symmetric with regard to the set of subsystems (i.e.,
failure of any subsystem causes the system to fail). These
weights yield the integer linear program

max
m∑
i=1

ωi
(
ni − sti + ati

) (
λi + γt,n−1i

)
, (27)

s.t. Constraints (1)–(2).

Solving Model (27) yields a feasible solution to
Model (23); however, the “weighted objectives” form
of Model (27) tends to lead to solutions in which one
or more of the subsystems i ∈ {1, . . . ,m} yields a
value of 1 − (1 − ri)ni−s

t
i+a

t
i or 1 − (ηt,n−1i )ni−s

t
i+a

t
i

that is “too small”—that is, such a solution would have
prohibitively reduced the value of Objective (23) even
though it happens to be optimal for Model (27). In order
to address this issue, we add the constraints

(ni − sti + ati)λi > −ln(1−Ri), ∀i = 1, . . . ,m, (28)

(ni − sti + ati)γ
t,n−1
i > −ln(1−R′i), ∀i = 1, . . . ,m,

(29)

where Ri and R′i respectively denote unacceptable
values of subsystem i’s reliability and value function
contribution that must be exceeded in future iterations
of solving Model (27). These are written as “greater
than” constraints, but in practice, they are changed
to a “greater than or equal to” by adding a small ε
term to the right hand-side. (We use ε = 0.00001 for
all of the instances reported in this paper.) We solve
Model (27)–(29) iteratively in which Constraints (28)
and (29) are tightened (by adding a pre-specified
∆-value) in order to improve the smallest reliability
and value function contribution in the next iteration.
Model (27)–(29) can be solved using available integer
programming algorithms and software. The algorithm
for a given ∆-value is described below.

MWO HEURISTIC

Step 0: Set q ← 1. Set Ri ← 0, R′i ← 0, and
ωi ← 1/(2m) for i = 1, . . . ,m.

Step 1: Solve Model (27)–(29) using CPLEX. If the
model is infeasible, go to Step 3. Otherwise, retain the
obtained optimal action atq and optimal value Ṽ t,nq for
iteration q, and go to Step 2.

Step 2: For iteration q, let k ∈ arg mini(Ri(a
tq
i ))
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and j ∈ arg mini(1 − ηni−s
t
i+a

tq
i ), where

Ri(a
tq
i ) = (1 − (1 − ri)

ni−sti+a
tq
i ). Update

Rk ← Rk(aqk) + ∆, R′j ← (1 − ηnj−s
t
j+a

tq
j ) + ∆,

and q ← q + 1. Go to Step 1.

Step 3: Return the best objective value
Ṽ ∗t,n = maxq Ṽ

t,n
q and solution a∗ = atv , where

v ∈ arg maxqṼ
t,n
q .

VI. MAINTENANCE WITH SHARED
RESOURCES

We now demonstrate that ADP-Concave can be ex-
tended to the case where resources are shared across
maintenance breaks. For simplicity, we assume in this
section that there is only one resource (hereafter referred
to as budget) with β1 units available. In order to model
this case, we add the state variable Bt, t = 0, . . . , T−1,
to represent the remaining budget at the end of mission
t, where B0 ≡ β1 represents the total available budget.
Thus, A(st) is changed to A(st, Bt), t = 0, . . . , T − 1,
by replacing Constraint (1) with

m∑
i=1

ρi1a
t
i ≤ Bt. (30)

State transitions occur as before with the exception that
we now add for t = 0, . . . , T − 1 the transition function

Bt+1 = Bt −
m∑
i=1

ρi1a
t
i, (31)

in order to update the remaining budget. We modify the
ADP-Concave algorithm by adjusting Equation (16) as

V̄ t(sx,t, Bt|ηt0, ηti , θt) =

ηt0(1− θt
Bt+1

β1 )

m∏
i=1

(1− ηti
(ni−sx,ti )

), (32)

where 0 ≤ θt ≤ 1 is a new parameter. Analo-
gous to the discussion after Equation (16), the term
(1 − θt

Bt+1/β1) might be interpreted loosely as “an
estimate of the maximum probability that shortage of
resources does not cause failure in a given future mis-
sion t′ ∈ {t + 2, . . . , T}.” By incorporating θt, the
modified value function approximation in Equation (32)
now has the ability to capture the impact of remaining
budget on the maximum number of remaining successful
missions—because (1−θtB

t+1/β1) is increasing in Bt+1,
Equation (32) enables penalizing over-aggressive use of
the budget in early periods.

The parameters in Equation (32) are updated based on
stochastic gradient descent method represented in (19).

Element 0 of ∇ηt−1 V̄ t−1(sx,t−1|ηt−1, θt) is

∂V̄ t−1(sx,t−1|ηt−1, θt)
∂ηt−10

=

(1− θt
Bt+1

β1 )
m∏
i=1

(
1− (ηt−1i )ni−s

x,t−1
i

)
, (33)

element i = 1, . . . ,m of ∇ηt−1 V̄ t−1(sx,t−1|ηt−1, θt) is

∂V̄ t−1(sx,t−1|ηt−1, θt)
∂ηt−1i

=

−(1− θt
Bt+1

β1 )

×
(
ni − sx,t−1i

)
(ηt−1i )ni−s

x,t−1
i −1(ηt−10 )

×
∏

i′∈{1,...,m}\i

(
1− (ηt−1i′ )ni′−s

x,t−1

i′

)
, (34)

and θt is updated based on

∂V̄ t−1(sx,t−1|ηt−1, θt)
∂θ

=

−B
t+1

β
θt

(B
t+1

β1
−1)

ηt−10

×
m∏
i=1

(
1− (ηt−1i )ni−s

x,t−1
i

)
. (35)

To implement MWO inside the ADP, we define µt,n−1 =
− ln(θt,n−1) and rewrite the objectives (26) as

max
{

(n1 − st1 + at1)λ1, (n2 − st2 + at2)λ2,

. . . , (nm − stm + atm)λm,

Bt+1

β1
µt,n−1,

(n1 − st1 + at1)γt,n−11 , (n2 − st2 + at2)γt,n−12 ,

. . . , (nm − stm + atm)γt,n−1m

}
. (36)

Let R′′ denote an unacceptable value of (1− θtB
t+1/β1)

that is initialized to 0 and updated at each iteration. We
then solve the MWO algorithm in Section V in which
we replace Model (27) with

max
1

2m+ 1

(
m∑
i=1

(
ni − sti + ati

) (
λi + γt,n−1i

)
+
Bt+1

β1
µt,n−1

)
, (37)

s.t. at ∈ A(st, Bt), (38)
Bt+1µt,n−1 > −β1ln(1−R′′), (39)
Constraints (28), (29), and (31).
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Following Coit and Konak [27] and the discussion in
Section V, the above model results after applying equal
weights to the (2m+ 1) objectives in Equation (36).

VII. COMPUTATIONAL RESULTS

In this section, we test the performance of the ADP
algorithms and analyze their solutions. Using a set of
instances that vary in size, Section VII-A compares
the ADP algorithm performance against the MDP and
myopic algorithms and analyzes ADP solutions in detail.
Section VII-B performs a further investigation of the
ADP’s performance on a broader set of instances. Sec-
tion VII-C analyzes the effect of varying input param-
eters on the value function and maintenance decisions.
Section VII-D applies and analyzes the shared-budget
model on the instances from Section VII-A and com-
pares solutions to the shared-budget and original models.

A. ADP Performance and Solution Analysis

In this section, we compare the performance of ADP-
Concave against the (exact) backward dynamic program-
ming algorithm for solving the MDP (see [14]). We
also compare against a myopic approach in which we
sequentially solve the one-step-lookahead redundancy
allocation problem to determine the maintenance ac-
tions in each state—that is, the myopic approach solves
maxat∈A(st)R(st, at) (ignoring the expected number
of successful missions after mission t + 1) to deter-
mine the maintenance actions in state st ∈ S . Both
ADP-Concave and the myopic approach are amenable
to solving subproblems using the MWO heuristic of
Section V, so we have implemented two versions of
each of these approaches: one that includes MWO, one
that solves by enumeration. We utilize N = 500 and
step size αn = 0.1, ∀n = 1, . . . , N in both of the
ADP implementations and ∆ = 0.0001 in both of the
MWO implementations. In what follows, we will refer
to the five solution approaches as “MDP” (the backward
dynamic program), “Myopic” (the myopic approach in
which subproblems are solved by enumeration), “ADP-
Concave” (the version of ADP-Concave in which sub-
problems are solved by enumeration), “Myopic-MWO”
(the myopic approach in which subproblems are solved
by MWO), and “ADP-MWO” (the version of ADP-
Concave in which subproblems are solved by MWO.
Each algorithm is implemented in JAVA using the Uni-
versity of Arkansas High Performance Computing Cen-
ter and the time limit is set for three days (259, 200 s).

We compare the algorithms across eight instances
with m ∈ {3, 4, 5, 6, 7, 8, 9, 10} and parameters given in
Table II. The instances are solved for T ∈ {1, . . . , 10}

TABLE II: Numerical instance parameters

Subsystem, i ni ri ρi1
1 5 0.8 5
2 5 0.8 5
3 5 0.7 5
4 5 0.9 5
5 5 0.9 5
6 5 0.8 5
7 5 0.8 5
8 5 0.7 5
9 5 0.9 5

10 5 0.9 5

and one available resource (hereafter referred to as
“budget”) with β1 = 5m units available for maintenance
in each break and 2 failed components in each subsystem
as the initial state. Tables III, IV, and V respectively
display (i) each algorithm’s expected number of success-
ful missions, (ii) the computation time required by each
algorithm, and (iii) the selected maintenance actions in
break 0 for the instances with T = 10. In Table III,
the value functions for the MDP are exact; however, for
the ADP and myopic approaches, we report a sample
average over 500 simulated sample paths. In Table IV,
the computation time for both ADP algorithms is the
time required to train the model parameters over 500
sample paths. However, no training is required for the
myopic approaches, and we therefore (for consistency
with the ADP results) report the time required to find the
best maintenance policy over a single generated sample
path. Consequentially, the time required to evaluate the
performance of the myopic and ADP algorithms (by
generating 500 additional sample paths) is not included
in the time reported in Table IV.

For small systems (e.g., m ≤ 5), the MDP is prefer-
able to the other algorithms in the sense that it yields
an optimal solution whose value function exceeds that
of all the other algorithms; however, as indicated in
Tables III–IV, the MDP runs out of memory for T ≥ 8
when there are m = 6 subsystems and for T ≥ 4 when
there are m = 10 subsystems. By contrast, the remaining
algorithms solve within a few minutes for all of the
instances. On the instances that MDP can solve, the
reported ADP-Concave and ADP-MWO value functions
tend to be only slightly less than the MDP value function.
Both ADP approaches and both myopic approaches
are capable of solving larger instances in a reasonable
time, but with ADP-Concave and ADP-MWO requiring
more computation time than Myopic and Myopic-MWO;
however, there are significant differences in the quality
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TABLE III: Value function (expected number of successful missions) for instances in Section VII-A, where “>” denotes that
the algorithm did not terminate within 259, 200s

m Algorithm T = 1 T = 2 T = 3 T = 4 T = 5 T = 6 T = 7 T = 8 T = 9 T = 10

3

MDP 0.9949 1.9885 2.9827 3.9769 4.9711 5.9654 6.9596 7.9539 8.9481 9.9423
Myopic 0.9949 1.9769 2.9339 3.8732 4.8279 5.7818 6.7421 7.7017 8.6612 9.6188
ADP-Concave 0.9949 1.9826 2.9733 3.9666 4.9478 5.9348 6.9299 7.9139 8.8989 9.8722
Myopic-MWO 0.9899 1.9692 2.9249 3.8637 4.7859 5.7033 6.6445 7.5769 8.5028 9.4409
ADP-MWO 0.9912 1.9811 2.9669 3.9469 4.9228 5.9097 6.8916 7.8738 8.8528 9.8212

4

MDP 0.9934 1.9858 2.9792 3.9727 4.9662 5.9598 6.9533 7.9468 8.9403 9.9338
Myopic 0.9934 1.9759 2.9229 3.8571 4.7962 5.6866 6.5992 7.5168 8.4518 9.3605
ADP-Concave 0.9934 1.9828 2.9681 3.9528 4.9374 5.9112 6.8989 7.8678 8.8227 9.8124
Myopic-MWO 0.9872 1.9639 2.8953 3.7894 4.6986 5.6038 6.5221 7.4518 8.3809 9.2998
ADP-MWO 0.9899 1.9748 2.9622 3.9417 4.9239 5.9008 6.8828 7.8514 8.8115 9.7997

5

MDP 0.9937 1.9867 2.9805 3.9742 4.9679 5.9617 6.9554 7.9491 8.9428 9.9366
Myopic 0.9937 1.9769 2.9494 3.8589 4.7899 5.6902 6.6312 7.5778 8.5212 9.4578
ADP-Concave 0.9937 1.9829 2.9695 3.9419 4.9196 5.8797 6.8522 7.8188 8.8022 9.7787
Myopic-MWO 0.9819 1.9487 2.8797 3.7756 4.6772 5.5988 6.5299 7.4698 8.4034 9.3379
ADP-MWO 0.9891 1.9771 2.9653 3.9327 4.8902 5.8582 6.8149 7.7926 8.7701 9.7479

6

MDP 0.9899 1.9779 2.9821 3.9781 4.9756 5.9712 6.9702 > > >
Myopic 0.9899 1.9642 2.8792 3.8153 4.7588 5.6712 6.6087 7.5623 8.5569 9.5411
ADP-Concave 0.9899 1.9712 2.9524 3.9298 4.9046 5.8522 6.8297 7.8272 8.8136 9.8018
Myopic-MWO 0.9689 1.8992 2.8059 3.7276 4.6537 5.5588 6.5026 7.4999 8.4767 9.4628
ADP-MWO 0.9888 1.9689 2.9512 3.9202 4.8886 5.8423 6.8101 7.7889 8.7668 9.7342

7

MDP 0.9884 1.9765 2.9789 3.9755 4.9721 5.9711 > > > >
Myopic 0.9884 1.9626 2.8655 3.7836 4.7178 5.6455 6.6135 7.5511 8.5398 9.5274
ADP-Concave 0.9884 1.9708 2.9511 3.9178 4.8923 5.8489 6.8276 7.8142 8.8012 9.7889
Myopic-MWO 0.9675 1.8839 2.7665 3.6855 4.6093 5.5349 6.5003 7.4867 8.4622 9.4589
ADP-MWO 0.9882 1.9628 2.9444 3.9095 4.8802 5.8388 6.8124 7.7799 8.7578 9.7245

8

MDP 0.9887 1.9889 2.9776 3.9742 4.9689 > > > > >
Myopic 0.9887 1.9515 2.8539 3.7511 4.6851 5.6401 6.6388 7.5354 8.5112 9.5188
ADP-Concave 0.9887 1.9799 2.9397 3.9067 4.8612 5.8588 6.8135 7.8098 8.7865 9.7612
Myopic-MWO 0.9662 1.8764 2.7466 3.6533 4.5616 5.5288 6.4994 7.4728 8.4411 9.4389
ADP-MWO 0.9876 1.9616 2.9225 3.8788 4.8443 5.8222 6.8109 7.7675 8.7312 9.7188

9

MDP 0.9871 1.9824 2.9722 3.9714 > > > > > >
Myopic 0.9871 1.9698 2.8452 3.7424 4.6717 5.6288 6.6211 7.5887 8.5513 9.5189
ADP-Concave 0.9871 1.9765 2.9274 3.8855 4.8599 5.8434 6.8298 7.7968 8.7598 9.7467
Myopic-MWO 0.9654 1.8727 2.7323 3.6353 4.5487 5.5026 6.4875 7.4612 8.4267 9.4154
ADP-MWO 0.9856 1.9735 2.9178 3.8616 4.8299 5.8034 6.8078 7.7599 8.7225 9.7079

10

MDP 0.9865 1.9812 2.9785 > > > > > > >
Myopic 0.9865 1.9621 2.8298 3.7369 4.6488 5.6005 6.6189 7.5728 8.5226 9.5065
ADP-Concave 0.9865 1.9722 2.9145 3.8612 4.8387 5.8221 6.8187 7.7865 8.7377 9.7325
Myopic-MWO 0.9622 1.8653 2.6813 3.6133 4.5122 5.4998 6.4767 7.4436 8.4101 9.4021
ADP-MWO 0.9843 1.9685 2.9188 3.8478 4.8112 5.7824 6.7788 7.7364 8.7101 9.6821
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TABLE IV: Computation time (s) for instances in Section VII-A, where “>” denotes that the algorithm did not terminate within
259, 200s

m Algorithm T = 1 T = 2 T = 3 T = 4 T = 5 T = 6 T = 7 T = 8 T = 9 T = 10

3

MDP < 1 < 1 < 1 1 1 1 1 2 2 2
Myopic < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-Concave < 1 < 1 < 1 2 3 4 5 6 7 7
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO < 1 < 1 < 1 1 1 2 2 3 4 4

4

MDP < 1 2 46 95 144 199 240 292 340 401
Myopic < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-Concave < 1 5 9 11 16 18 25 34 42 54
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO < 1 2 4 6 10 12 15 21 26 34

5

MDP < 1 103 8267 17009 25641 34441 43309 51402 60791 69275
Myopic < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-Concave < 1 12 19 25 38 45 56 77 95 136
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 1 4 7 10 24 27 35 48 66 89

6

MDP 25 5369 8992 16467 22560 60880 125788 > > >
Myopic < 1 < 1 < 1 < 1 < 1 2 4 8 15 21
ADP-Concave 28 62 112 159 191 224 264 297 324 356
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 2 8 15 24 35 56 79 95 136 188

7

MDP 60 8877 15225 30665 77445 145660 > > > >
Myopic < 1 < 1 < 1 < 1 < 1 < 1 2 4 5 8
ADP-Concave 65 115 185 215 266 287 311 356 378 412
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 5 16 30 55 78 110 142 178 212 245

8

MDP 109 12556 25665 66055 156223 > > > > >
Myopic < 1 < 1 < 1 < 1 < 1 1 3 5 8 11
ADP-Concave 105 187 236 289 365 412 466 499 557 621
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 12 38 65 88 112 152 176 198 236 287

9

MDP 256 26650 65990 167880 > > > > > >
Myopic < 1 < 1 < 1 < 1 < 1 3 6 10 12 16
ADP-Concave 244 297 322 345 388 421 465 499 534 565
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 42 90 125 142 167 216 244 267 297 343

10

MDP 368 50340 159440 > > > > > > >
Myopic < 1 < 1 2 4 8 12 17 21 27 35
ADP-Concave 368 426 489 532 579 612 645 675 699 736
Myopic-MWO < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1 < 1
ADP-MWO 62 122 136 185 211 244 245 274 322 364
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TABLE V: Maintenance actions in break 0 for instances in Section VII-A with T = 10, where “>” denotes that the algorithm
did not terminate within 259, 500s

Reliability, ri 0.8 0.8 0.7 0.9 0.9 0.8 0.8 0.7 0.9 0.9
m Algorithm i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 i = 10

3

MDP 0 1 2 - - - - - - -
Myopic 0 1 2 - - - - - - -
ADP-Concave 0 1 2 - - - - - - -
Myopic-MWO 0 1 2 - - - - - - -
ADP-MWO 0 1 2 - - - - - - -

4

MDP 1 1 2 0 - - - - - -
Myopic 1 1 2 0 - - - - - -
ADP-Concave 1 1 2 0 - - - - - -
Myopic-MWO 1 1 2 0 - - - - - -
ADP-MWO 1 1 2 0 - - - - - -

5

MDP 1 1 2 1 0 - - - - -
Myopic 1 2 2 0 0 - - - - -
ADP-Concave 1 1 2 1 0 - - - - -
Myopic-MWO 1 2 2 0 0 - - - - -
ADP-MWO 1 1 2 1 0 - - - - -

6

MDP > > > > > > - - - -
Myopic 1 2 2 0 0 1 - - - -
ADP-Concave 1 1 2 1 0 1 - - - -
Myopic-MWO 1 2 2 0 0 1 - - - -
ADP-MWO 1 1 2 1 0 1 - - - -

7

MDP > > > > > > > - - -
Myopic 1 2 2 0 0 1 1 - - -
ADP-Concave 1 1 2 1 0 1 1 - - -
Myopic-MWO 1 2 2 0 0 1 1 - - -
ADP-MWO 1 1 2 1 0 1 1 - - -

8

MDP > > > > > > > > - -
Myopic 1 1 2 0 0 1 1 2 - -
ADP-Concave 1 1 2 0 0 1 1 2 - -
Myopic-MWO 1 1 2 0 0 1 1 2 - -
ADP-MWO 1 1 2 0 0 1 1 2 - -

9

MDP > > > > > > > > > -
Myopic 1 2 2 0 0 1 1 2 0 -
ADP-Concave 1 1 2 1 0 1 1 2 0 -
Myopic-MWO 1 2 2 0 0 1 1 2 0 -
ADP-MWO 1 1 2 1 0 1 1 2 0 -

10

MDP > > > > > > > > > >
Myopic 1 2 2 0 0 1 2 2 0 0
ADP-Concave 1 1 2 1 0 1 1 2 1 0
Myopic-MWO 1 2 2 0 0 1 2 2 0 0
ADP-MWO 1 1 2 1 0 1 1 2 1 0
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of these solutions, with the ADP approaches consistently
outperforming the myopic approaches. Fig. 3(a), 3(b),
3(c), and 3(d) display the optimality gap (defined as
100% times the ratio of the difference between an
algorithm’s attained value and the MDP’s attained value,
divided by the MDP’s value) for the instances with
m = 3, m = 4, m = 5, and m = 6.

For each value of m and each solution approach, the
optimality gap is increasing in the number of missions.
Further, ADP-Concave and ADP-MWO exhibit signifi-
cantly smaller optimality gaps in comparison to Myopic
and Myopic-MWO.

From Table V, all of the algorithms tend to maintain
all failed components in subsystems 3 and 8, which have
the smallest reliability. Whereas all failed components
in subsystems 2 and 7 are maintained in Myopic and
Myopic-MWO, these resources are used in MDP, ADP-
Concave, and ADP-MWO to maintain one component
in subsystems 2, 4, 7, and 9. By increasing the num-
ber of missions, there is a greater probability that the
highly reliable components in subsystems 4 and 9 will
fail during the planning horizon. Because both Myopic
and Myopic-MWO maximize the reliability of the next
mission, neither of these algorithms captures the effect
of a prolonged planning horizon on the need to maintain
components of subsystems 4 and 9. By incorporating
information about the expected impact on future mis-
sions, both ADP-Concave and ADP-MWO are thus able
to improve upon the myopic algorithms.

B. ADP Performance for Expanded Instance Set

In order to further test the performance of ADP,
we vary the parameters in Table II. Table VI defines
three settings for the component reliabilities ri, i ∈
{1, . . . ,m}: original (Ro), high (Rh) and low (Rl).
Table VII defines four settings (I, II, III, and IV)
for the number of components ni in each subsystem
i ∈ {1, . . . ,m}, with I corresponding to equal number
of components in each subsystem and II–IV becoming
progressively less balanced (i.e., with some subsystems
containing many more components than other subsys-
tems). Table VIII defines four settings (I, II, III, and IV)
for the maintenance resource requirements ρi1 in each
subsystem i ∈ {1, . . . ,m}, with setting I representing
balanced resource requirements (i.e., maintenance ac-
tions in each subsystem have the same cost) and II–IV
progressing toward maintenance actions costing much
more in some subsystems than in others. All algorithms
from Section VII-A are compared for m = 10 and
T ∈ {3, 10}, and we report the results for all combina-
tions of the three “component reliability” settings with
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Fig. 3: Optimality gap versus number of missions for (a) 3
subsystems, (b) 4 subsystems, (c) 5 subsystems, and (d) 6
subsystems.
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TABLE VI: “Component reliability” settings Ro, Rl, and Rh

for instances from Section VII-B

Component reliability, ri
Subsystem, i Ro Rl Rh

1 0.8 0.75 0.85
2 0.8 0.75 0.85
3 0.7 0.65 0.75
4 0.9 0.85 0.95
5 0.9 0.85 0.95
6 0.8 0.75 0.85
7 0.8 0.75 0.85
8 0.7 0.65 0.75
9 0.9 0.85 0.95
10 0.9 0.85 0.95

either (in Table IX) the four “number of components”
settings or (in Table X) the four “maintenance resource
requirement” settings.

Tables IX and X indicate that the reported value
functions for ADP-Concave and ADP-MWO are slightly
less than the MDP for T = 3. The MDP runs out of
memory for T = 10, but the remaining algorithms are
capable of solving the large instances. Computationally,
the remaining algorithms perform similarly to the results
in Section VII-A: For all instances, ADP-Concave and
ADP-MWO significantly outperform both Myopic and
Myopic-MWO in terms of solution quality, both for
T = 3 and T = 10. Furthermore, on the T = 3
instances, the optimality gaps (as depicted in Fig. 4 and
5) with respect to the exact MDP value are small for both
ADP-Concave and ADP-MWO. The value functions in
Tables IX decrease upon changing from balanced (setting
I) to imbalanced (settings II, III, and IV) allocations of
component redundancies; however, the value functions
in Table X increase upon changing the maintenance
resource requirement from balanced (setting I) to im-
balanced (settings II, III, and IV) across subsystems.

In both Sections VII-A and VII-B, ADP-Concave
slightly outperforms ADP-MWO in terms of solution
quality for all of the instances, but at the expense
of a significant increase in computation time. Thus,
depending on the size of the “maintenance action” sets
A(st), st ∈ S , either ADP-Concave or ADP-MWO
could be justified as a solution approach. Throughout
the remainder of this paper, we consider a number
of instances in which the maintenance action sets are
larger due to either (in Section VII-C) increased numbers
of components and maintenance budgets, or (in Sec-
tion VII-D) allowing for resource-sharing across the time
horizon. We have therefore opted to use ADP-MWO

TABLE VII: “Number of components” settings I, II, III, and
IV for instances from Section VII-B

Number of components, ni
Subsystem, i I II III IV

1 5 4 3 2
2 5 4 3 2
3 5 4 3 2
4 5 4 3 2
5 5 4 3 2
6 5 6 7 8
7 5 6 7 8
8 5 6 7 8
9 5 6 7 8

10 5 6 7 8

TABLE VIII: “Maintenance resource requirement” settings I,
II, III, and IV for from Section VII-B

Resource requirement, ρi1
Subsystem, i I II III IV

1 5 4 3 2
2 5 4 3 2
3 5 4 3 2
4 5 4 3 2
5 5 4 3 2
6 5 6 7 8
7 5 6 7 8
8 5 6 7 8
9 5 6 7 8

10 5 6 7 8

throughout the remainder of our computational results.

C. Sensitivity Analysis

In this section, we investigate the effect of changing
input parameters on the value function and computa-
tion time. We vary the total budget level, number of
components in each subsystem, and initial state for the
10-subsystem instance from Table II with T = 5, and
solve using ADP-MWO. The results are presented in
Tables XII and XIII. The value function (in Table XII)
and computation time (in Table XIII) increase by in-
creasing the number of components in each subsystem.
Also, by increasing the total budget, the value function
first increases and then levels off when there are enough
resources to maintain all failed components in each sub-
system during each mission. There is an increasing and
then decreasing trend in computation time because little
room for optimization exists when the budget is small or
large. For example, when initial state is [1, 1, . . . , 1], all
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TABLE IX: Value function (expected number of successful missions) for instance combinations defined in in Tables VI and VII

ni (I) ni (II) ni (III) ni (IV)
ri Algorithm T = 3 T = 10 T = 3 T = 10 T = 3 T = 10 T = 3 T = 10

Rl

MDP 2.9246 - 2.8756 - 2.8129 - 2.5896 -
Myopic 2.7788 9.4666 2.7582 9.4213 2.6995 9.3824 2.5112 9.2666
ADP-Concave 2.8788 9.7011 2.8518 9.6523 2.7987 9.5722 2.5799 9.5125
Myopic-MWO 2.6544 9.3823 2.6325 9.3323 2.6112 9.2765 2.4501 9.0761
ADP-MWO 2.8665 9.6688 2.8302 9.6339 2.7756 9.5323 2.5588 9.4898

Ro

MDP 2.9785 - 2.9124 - 2.8434 - 2.6422 -
Myopic 2.8298 9.5065 2.7886 9.5598 2.7234 9.5147 2.5334 9.4112
ADP-Concave 2.9145 9.7325 2.8687 9.6777 2.8001 9.6012 2.6102 9.5523
Myopic-MWO 2.6813 9.4021 2.6415 9.4727 2.6098 9.4389 2.4289 9.3367
ADP-MWO 2.9188 9.6821 2.8565 9.6515 2.7889 9.5812 2.5988 9.5289

RM

MDP 2.9889 - 2.9556 - 2.9024 - 2.8233 -
Myopic 2.8545 9.6577 2.8231 9.5883 2.7786 9.5441 2.7272 9.4623
ADP-Concave 2.9434 9.7555 2.9088 9.7033 2.8612 9.6333 2.8022 9.5828
Myopic-MWO 2.7128 9.6145 2.6896 9.5221 2.6478 9.4935 2.5923 9.4221
ADP-MWO 2.9217 9.7092 2.8876 9.6777 2.8482 9.6016 2.7926 9.5445

TABLE X: Value function (expected number of successful missions) for instance combinations defined in in Tables VI and VIII

ρi1 (I) ρi1 (II) ρi1 (III) ρi1 (IV)
ri Algorithm T = 3 T = 10 T = 3 T = 10 T = 3 T = 10 T = 3 T = 10

Rl

MDP 2.9246 - 2.9395 - 2.9537 - 2.9767 -
Myopic 2.7788 9.4666 2.7999 9.4826 2.8329 9.5115 2.8633 9.5338
ADP-Concave 2.8788 9.7011 2.9145 9.7336 2.9396 9.7566 2.9656 9.7839
Myopic-MWO 2.6544 9.3823 2.6888 9.4144 2.7118 9.4432 2.7339 9.4898
ADP-MWO 2.8665 9.6688 2.8996 9.6856 2.9229 9.7147 2.9553 9.7446

Ro

MDP 2.9785 - 2.9823 - 2.9888 - 2.9912 -
Myopic 2.8298 9.5065 2.8555 9.5333 2.8832 9.5655 2.9146 9.5988
ADP-Concave 2.9145 9.7325 2.9345 9.7819 2.9637 9.8115 2.9746 9.8624
Myopic-MWO 2.6813 9.4021 2.7033 9.4334 2.7256 9.4882 2.7638 9.5119
ADP-MWO 2.9188 9.6821 2.9212 9.7635 2.9433 9.7889 2.9667 9.8223

RM

MDP 2.9889 - 2.9898 - 2.9912 - 2.9967 -
Myopic 2.8545 9.6577 2.8676 9.6788 2.8777 9.7088 2.8897 9.7335
ADP-Concave 2.9434 9.7555 2.9635 9.7967 2.9726 9.8212 2.9812 9.8515
Myopic-MWO 2.7128 9.6145 2.7889 9.6314 2.8019 9.6555 2.8225 9.6727
ADP-MWO 2.9217 9.7092 2.9413 9.7399 2.9588 9.7833 2.9727 9.7999

of the failed components can be maintained with B ≥ 50
in the first mission and the problem gets easier to solve
by increasing the total budget level. Increasing the initial
number of failed components in each subsystem reduces
the value function and increases the computation time.

The best maintenance action for the first mission
depends only on the total available budget for mainte-
nance and does not change by varying the number of
components in each subsystem or initial state. By in-
creasing the total budget level, the number of maintained
components in each subsystem changes according to the
reliability of subsystems. For example, Table XI presents

the ADP-MWO solutions under varying budget values
for the instance with 5 components at each subsystem
and initial state [5, 5, . . . , 5]. The number of components
maintained in each subsystem increases as the budget
increases, and the least reliable components (in this case,
subsystems 3 and 8) are more frequently maintained as
compared to higher-reliability components.

D. The Shared-Budget Model

In this section, we report the results from applying the
shared-budget model of Section VI to the instances of
Table III. The total available budget for this model is the
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Fig. 4: Optimality gap versus number of components for (a)
Rh, (b) Ro, and (c) Rl.

summation of budget available for maintenance at each
mission for the original model, i.e., B0 = Tβ1 = 5Tm.
The value function and computation time are represented
in Tables XIV and XV for both MDP and ADP-MWO
for T ≥ 2 (because the the shared-budget model is
identical to the original model for T = 1). Because
the missions are related together in this model, there
is no clear extension of the myopic approach. Thus, we
have not implemented Myopic and Myopic-MWO for
these instances. Based on the results, the MDP runs
out of memory when T ≥ 8 and there are m = 4
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Fig. 5: Optimality gap versus number of required resource for
(a) Rh, (b) Ro, and (c) Rl.

subsystems. Not surprisingly, this problem turns out to
be more difficult to solve than previous problem because
the state space is larger. However, ADP-MWO works
well in comparison to the exact solution obtained based
on MDP for smaller instances and it can solve larger
instances in a reasonable time.

By sharing the total budget across the missions, there
is on average a 2.14% increase in the value function in
comparison with the previous problem. The maximum
possible improvement relative to upper bound T , is
on average 2.87%. Thus, by allowing the optimization
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TABLE XI: First-period maintenance decision for instances in
Section VII-C

Num. components maintained
Subsystem, i B = 50 B = 80 B = 100 B = 120

1 1 2 3 3
2 1 2 2 3
3 3 4 5 5
4 0 0 0 1
5 0 0 0 0
6 1 2 3 3
7 1 2 2 3
8 3 4 5 5
9 0 0 0 1

10 0 0 0 0

model to determine when to expend resources, we obtain
a significant improvement to the system’s reliability.

Table XVI presents the maintenance actions of the first
mission for both the original and shared-budget mod-
els based on ADP-MWO for a 10-subsystem instance,
initial state [2, 2, . . . , 2], total budget B0 = 50T , and
T ∈ {1, . . . , 10}. Under the the original model (with
budget separated by period), all failed components in
subsystems 3 and 8 are maintained they have the smallest
reliability. Also, all failed components in subsystems 2
and 7 are maintained for T ≤ 5, but for T ≥ 6 these
resources are reallocated to maintain one component in
subsystems 2, 4, 7 and 9. Evidently, the longer planning
horizon forces the model to place more importance on
the increased possibility that components in the (highly
reliable) subsystems 4 and 9 will fail during the planning
horizon. As T increases, changes in the maintenance
action for each subsystem are formatted in bold.

For the shared-budget model, the maintenance actions
for T ∈ {1, 2} are identical to the original. By increasing
the number of missions (increasing the total available
budget), the shared-budget model tends to maintain more
failed components at the beginning of planning horizon.

VIII. CONCLUSION

In this paper, we develop an approximate dynamic
program for the multi-mission selective maintenance
problem. We implement a heuristic approach inside the
ADP algorithm to solve the larger instances in a reason-
able time. Using numerical experimentation, we evaluate
the performance of the ADP algorithm in comparison
with exact solution of the MDP. The results demonstrate
that the developed algorithm performs well for small
instances and solves larger instances in a reasonable
time. The ADP’s increased capabilities open the door

to allowing the model to determine how the mainte-
nance budget should be allocated across the planning
horizon. The results for the shared-budget model suggest
that incorporating this feature may lead to significant
improvements in the system’s reliability.

Future work may seek to further improve solution
methods for this class of problems. Additionally, the
development of ADP methodology for selective mainte-
nance problems may open the door to other modeling ex-
tensions, including (i) selective preventive maintenance
actions on a system with increasing failure rate compo-
nents and (ii) selective maintenance on more generally
structured (i.e., not series-parallel) systems.
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