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Room temperature ionic liquids are solvents comprised of molecular cations and an-
ions. The negligible vapor pressure of these solvents coupled with the ability to de-
sign an ionic liquid by forming different combinations of cations and anions has been
the main drivers for the attention they are receiving in academia and industry alike.
Given the large number of possible ionic liquids, molecular simulation and compu-
tational chemistry-based methods have been applied to calculate electronic, thermo-
physical, and phase-equilibria properties of ionic liquids. In this chapter, our focus is
on the ab initio molecular dynamics simulations to demonstrate ionic liquid phenom-
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ena that are difficult to capture with force field-based approaches by providing several
examples.

1. INTRODUCTION

Room temperature ionic liquids are defined as solvents that are
composed of molecular cations and anions. The cation is usually or-
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Fig. 1. Representative cations classes forming ionic liquids: (A) 1-alkyl-3-methylimi-
dazolium, (B) 1-alkylpyridinium, (C) N,N-dialkylpyrrolidinium, (D) N,N-dialkylpiperi-
dinium, (E) tetraalkylammonium, (F) tetraalkylphosphonium, (G) cholinium. The most
acidic proton in the imidazolium ionic liquid is identified as H,. Hydrogen atoms bonded
to carbon atoms are not shown for clarity in (C), (D), and (G). A large number of cations
can be envisioned by changing the identity of the pendant groups R, R,, R3, and R.
Color coding: carbon—cyan, nitrogen—>blue, hydrogen—white, phosphorus—tan, oxy-
gen—red.
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Fig. 2. Representative anions forming ionic liquids: (A) dicyanamide [N(CN),]~, (B)
tetracyanoborate [B(CN),]~, (C) thiocyanate [SCN]~, (D) tetrafluoroborate [BF,]~, (E)
tris(pentafluoroethyl)trifluorophosphate, (F) bis(trifluoromethanesulfonyl)imide [NTf,]™,

(G) hexafluorophosphate [PF¢]~. Color coding: carbon—cyan, nitrogen—Dblue,
boron—green, sulfur—yellow, fluorine—pink, oxygen—red, phosphorus—tan.



TABLE 1 Representative Sampling of Ionic Liquids Along With Details on AIMD Simulations

Simulation Time

Cation Anion # Theory Basis Set Pseudopotential (s) Package
[Cimim] Oxalatoborate 56 BLYP- MOLOPT-DZVP-SR- GTH 48 CP2K
D3 GTH [81]
[Ch] Valine 12 PBE-D3 MOLOPT-DZVP-SR- GTH 40 CP2K
[Ch] Valine 3 PBE-D3 l?/lgiOPT-DZVP-SR— GTH 36 CP2K
[Ch] Norvaline 12 PBE-D3 gf[%iOPT-DZVP-SR— GTH 60 CP2K
[Ch] Noraline 3 PBE-D3 S[F{)I?JOPT—DZVP-SR— GTH 45 CP2K
[Ch] Leucine 12 PBE-D3 S[ngOPT-DZVP-SR— GTH 36 CP2K
[Ch] Leucine 3 PBE-D3 Sd%?JOPT-DZVP-SR— GTH 45 CP2K
[Ch] Norleucine 12 PBE-D3 SAE?OPT-DZVP-SR- GTH 60 CP2K
[Ch] Norleucine 3 PBE-D3 S[{)?OPT-DZVP-SR— GTH 48 CP2K

GTH




TABLE 1 (Continued)

Simulation Time

Cation Anion # Theory Basis Set Pseudopotential (ps) Package
[Ch] Alaninate 12 PBE-D3 MOLOPT-DZVP-SR- GTH 56 CP2K
GTH [84]
[Ch] Alaninate 55 PBE-D3 MOLOPT-DZVP-SR- GTH 30 CP2K
[Ch] Prolinate 15 PBE-D3 l?dg}IIJOPT-DZVP-SR- GTH 56.3 CP2K
[Ch] Prolinate 50 PBE-D3 I?/ITO?JOPT-DZVP-SR- GTH 47 CP2K
[Ch] Phenylalanine 10 PBE-D3 l?dgliOPT—DZVP-SR— GTH 85.6 CP2K
[Ch] Phenylalanine 45 PBE-D3 &EEOPT-DZVP-SR— GTH 32 CP2K
[Ch] Cysteine 12 PBE-D3 1(\}4¥)I_IIJOPT—DZVP-SR— GTH 79.5 CP2K
[Ch] Histidine 15 PBE-D3 li}/[g_IIJOPT-DZVP-SR— GTH 53.1 CP2K
[Ch] Cysteinate 56 PBE-D3 lc\i/[giOPT-DZVP-SR- GTH 24.4 CP2K

GTH




TABLE 1 (Continued)

Simulation Time

Cation Anion # Theory Basis Set Pseudopotential ®s) Package
[Ch] Threoninate 50 PBE-D3 MOLOPT-DZVP-SR- GTH 12.8 CP2K
GTH
[Ch] Formate 12 PBE Plane wave (70 Ry) DCACP 13 CPMD
[86]
[Ch] Propionate 10 PBE Plane wave (70 Ry) DCACP 13 CPMD
[Ch] Butanoate 9 PBE Plane wave (70 Ry) DCACP 13 CPMD
Propylammonium  Nitrate 32 PBE-D3 MOLOPT-DZVP-SR- GTH 40 CP2K
GTH [87]
[Comim] Acetate 1  BLYP- MOLOPT-DZVP-SR- GTH 98.1 CP2K
D2 GTH [82]
[Comim] Acetate 3 BLYP- MOLOPT-DZVP-SR- GTH 144.6 CP2K
D2 GTH
[Comim] Acetate 6 BLYP- MOLOPT-DZVP-SR- GTH 261.0 CP2K
D2 GTH
[Comim] Acetate 12 BLYP- MOLOPT-DZVP-SR- GTH 266.3 CP2K
D2 GTH
[Comim] Acetate 16 BLYP-  MOLOPT-DZVP-SR- GTH 170.2 CP2K
D2 GTH
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ganic in nature (Fig. 1), while the anion can be both organic or inor-
ganic (Fig. 2). The low charge density and articulated structures of the
constituent ions resist crystallization at room temperature. lonic liquids
have been known for a long time. For example, ethanolammonium ni-
trate (melting point 52-55°C) was reported in 1888 [1]. An early report
of a room temperature ionic liquid, ethylammonium nitrate (melting point
12°C), was reported in 1914 [2]. More recently, ionic liquids were de-
veloped as potential electrolytes in the 1970s and 1980s [3-5]. Since the
discovery of air- and water-stable ionic liquids in 1992 [6], ionic liquids
have transitioned from academic curiosity to industrial-scale applications
such as Chevron's ISOALKY process for alkylation [7], mercury removal
from natural gas by Petronas [8], and gas chromatography columns [9].
The continued interest in the field of ionic liquids stems from the fact
that many ionic liquids can be designed to be essentially nonvolatile. Ad-
ditionally, the availability of a large number of cations and anions cou-
pled with practically limitless opportunities of combining two ionic lig-
uids [10-12] affords flexibility in selecting ionic liquids to meet require-
ments for a given process. It is no surprise that ionic liquids have been
dubbed as “designer” or “task-specific” solvents. As a given ionic liquid
contains both polar and nonpolar components in the cation—anion archi-
tecture, they are ideal candidates for solvating both polar and nonpolar
substances. Many ionic liquids also possess a wide electrochemical win-
dow making them suitable as electrolytes. These fascinating properties of
ionic liquids have enabled their applications in diverse fields such as gas
separation [13-16], dye-sensitized solar cells [17-19], reaction media [20,
21], battery electrolytes [22-24], electroplating [25, 26], and chromatog-
raphy [27, 28] to name a few.

According to one estimate, as many as one million ionic liquids could
be formed from available cation—anion combinations [29]. Although this
is attractive from the design standpoint, identifying a suitable ionic liquid
to meet the specification for a given process is a daunting task as syn-
thesizing a large number of ionic liquids and measuring relevant proper-
ties experimentally is extremely time-consuming and challenging, if not
impossible. Recognizing this difficulty, molecular simulation-based ap-
proaches that take into account the knowledge of interaction between
various moieties in ionic liquids have been applied since the very be-
ginning of modern ionic liquid research. These simula-
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tion methodologies can be broadly classified into three categories: (a)
classical simulations; (b) electronic structure calculations; and (¢) ab ini-
tio simulations. In the following, we provide a brief description of clas-
sical and ab initio molecular dynamics (AIMD) simulations followed by
representative examples of AIMD simulation of ionic liquids.

g 2. CLASSICAL SIMULATIONS

2.1.Force Field

Classical simulation methodology relies on describing the interaction be-
tween atomic sites by a potential function termed as force field. An exam-
ple of a force field functional form is given in Eq. (1).

Etot = ZbondsKr(r - rO)Z + ZanglesKB(e - 90)2

+ Y dinedrals Ky [1 + oy =8 D1+ XinproperKy [1 + cos(ny —

12 6
N-1xN ojj ojj q:9;
o ZKJ{“%‘ [(‘) - (%) ] (5 )}

The functional form suggests that the total energy of the system E,
is composed of intramolecular and intermolecular interactions. The in-
tramolecular energetic contributions include bond stretching, angle bend-
ing, dihedral angle rotations, and improper torsion for the first four sums,
respectively. The terms K,, Ky, K,, K,, represent the respective force con-
stants. The intramolecular and intermolecular nonbonded interactions are
described by the Lennard-Jones (LJ) 12-6 potential, while the electrosta-
tic energy is handled via Coulomb's law; o;; and ¢;; are the energy and size
parameters between atoms i and j for the LJ interactions, and ¢; denotes
the charge on atom i. An entire set of such parameters for different ionic
liquids have been proposed [30—42] and validated by predicting thermo-
physical and phase-equilibria properties and comparing such predictions
with experimental measurements.

2.2. Simulation Methodology

Once the force field for a given ionic liquid is selected, two main mol-
ecular simulation techniques are available for ionic liquid property com-
putation: Monte Carlo and molecular dynamics. The choice of a simu-
lation methodology is dictated by the properties of interest. In a molec-
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ular dynamics (MD) simulation, Newton's equations of motion are in-
tegrated to generate the position and velocities of ionic liquid cations
and anions. Thus, MD is deterministic in nature and ideally suited for
the computation of thermodynamic properties such as density, isothermal
compressibility, and volume expansivity and transport properties such as
self-diffusion coefficients, viscosity, and thermal conductivity. Several
open-source packages such as LAMMPS [43], Gromacs [44], NAMD
[45], and DL POLY [46] are available to the research community for per-
forming such calculations.

Monte Carlo (MC) simulation technique, on the other hand, is stochas-
tic in nature and is designed to sample microstates (defined by the rela-
tive positions of ionic liquid cations and anions) conforming to a given
ensemble probability distribution. During a MC simulation, moves that
produce different microstates are attempted with a fixed probability; the
acceptance of these moves is conditional upon the Metropolis criterion
[47]. Examples of such moves include translation and rotation of a mol-
ecule, increase or decrease of the system volume, and insertion or dele-
tion of a molecule to achieve chemical equilibrium. MC simulations can
be employed to calculate thermodynamic properties of ionic liquids. As
no time-dependent information can be obtained from a MC simulation,
transport properties cannot be predicted with MC. However, the power of
MC simulation lies in its ability to predict phase-equilibria properties of
ionic liquids, which are extremely challenging using MD simulations due
to the long times needed to reach equilibrium. Given the specialized na-
ture of the MC moves and considerable freedom available to develop such
moves, very few open-source Monte Carlo packages currently exist. We
recommend Cassandra [48] and Towhee [49] for performing ionic liquid
simulations.

2.3. Molecular Models

In addition to the selection of a simulation approach and force field, a de-
cision also needs to be made regarding the molecular-level details nec-
essary for accurate predictions of properties of interest. Several choices
are available: (a) all-atom (AA) model; (b) united-atom (UA) model;
and (c) coarse grain (CG) model. In an AA model, all the atomic sites
are explicitly included during the course of a simulation providing a
faithful molecular-level representation of the system at hand, albeit at
a high computational cost. As opposed to this, a UA rep-
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resentation of ionic liquid cations and anions usually implies that hydro-
gen atoms and the heavy atom to which they are bonded are treated as a
single interaction site. In some instances, a spherical anion such as hexa-
fluorophosphate [PF¢]~ is also modeled as one site [30]. The reduction
in the number of atoms results in considerable decrease in the compu-
tational time required for a given simulation as the computational cost
increases roughly as the square of the number of particles in a system.
Given the computational power available today, this is less of a concern.
The united-atom models, however, are extremely useful in MC simula-
tions, especially for phase-equilibria calculations as the number of degrees
of freedom that need to be sampled during a MC simulation is drasti-
cally reduced. Molecular models that combine two or more groups such
as methylene units into one interaction unit have also been developed. The
so-called coarse-grained (CG) models enable access to phenomena occur-
ring at long length scales and/or time scales [50-52].

2.4.Inclusion of Polarization
In many ionic liquid simulations, the partial charges on atomic sites are
held fixed and as such they do not respond to the changing ionic envi-
ronment around them. Although such fixed charge force fields perform
well for the prediction of thermodynamic quantities, the transport prop-
erties calculated using fixed charge models have generally been found to
be lower than the corresponding experimental values. The absence of ex-
plicit treatment of polarization in fixed charge models has been shown to
contribute to the slower ionic liquid dynamics. One strategy to account for
induced polarization is to scale the cation and anion unit charges based
on the observation that the gas phase electronic structure calculations of a
cation—anion pair results in the overall charge on the ions that is less than
unity. Scaling factors ranging from 0.7 to 0.9 have been applied in the
literature with 0.8 being the most common [37-39, 53]. The lowering of
the overall charge on the cation and anion has been demonstrated to yield
faster dynamics and an improvement in the agreement between simulation
results and experimental measurement.

Explicit treatment of polarization requires inclusion of atomic po-
larizabilities in the force field functional form given in Eq. (1). The
modified force field then takes the form of Eq. (2) [54, 55]
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Eior = Lbonds K =7, 0+ zanglesKe(H — 6p)*
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where the induced dipole j; is calculated as the product of the isotropic
atomic polarizability «; and the total electrostatic field ( E“") generated at
the site i due to the fixed charges as well as induced dipole while EO is the

electric field arising from the fixed charges only. Simulations performed
using Eq. (2) are computationally more demanding than the fixed charge
models as a self-consistent procedure is needed to converge the induced
dipole at each of the atomic sites.

The electronic polarizability has also been handled using the concept
of the Drude oscillator [56, 57]. In this model, atomic sites are represented
as a core and shell model. The core carries the bulk of the partial charge
while the remaining charge is placed on the shell particle tethered to the
core via a harmonic spring. The core—shell particle then resembles a di-
pole for each of the polarizable atoms and can respond to the changing
ionic environment surrounding the polarizable atoms.

S 3. AB INITIO MOLECULAR DYNAMICS
SIMULATIONS

3.1. Theory

One of the main drawbacks of the classical simulation methodologies as
applied to ionic liquids is that interactions such as polarization, charge
transfer, hydrogen bonding, and chemical reactions that require explicit
treatment of electrons cannot be handled. Additionally, one of the fas-
cinating aspects of the ionic liquids research is the ability to design
ionic liquids in silico. In order to accurately represent various interac-
tions in an ionic liquid, estimation of the force field parameters is re-
quired, which in turn necessitates experimental data that may not be
available for such novel systems. AIMD simulation methods can cir-
cumvent such issues related to the availability of parameters due to the
explicit quantum mechanical treatment of electrons. Furthermore, the
ability to propagate the system via molecular dynamics method can
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yield information as a function of time at quantum mechanical level. Such
an approach was pioneered by Car and Parrinello in their landmark pa-
per describing the unification of ab initio method and molecular dynam-
ics method. In this formalism, parameters describing electronic wavefunc-
tions are introduced as classical degrees of freedom in the equations of
motion. These degrees of freedom are then propagated along with the
nuclei positions obviating the need for solving electronic wavefunction
at each time step [58]. As with traditional extended-system molecular
dynamics approaches, fictitious masses are required while performing a
Car—Parrinello molecular dynamics (CPMD) simulation.

AIMD can also be carried out in the density functional theory (DFT)
framework. In this approach, the electronic density is obtained for a given
set of nuclear positions by solving the Kohn—Sham orbitals and the first
derivatives of the energy are obtained to get the forces. The nuclear po-
sitions and velocities are then advanced based on classical equations of
motion using the calculated forces. Based on the studies referenced in
this chapter, trajectories can be integrated with a larger time step in the
DFT-based AIMD than that in CPMD. Irrespective of the type of ap-
proach chosen for solving the equations of motion, the inclusion of elec-
tronic degrees of freedom renders these calculations computationally de-
manding placing restrictions on the system size and time scales attainable
in such simulations.

3.2. Protocol for Performing an AIMD Simulation

Before performing an AIMD simulation, the size of the system of in-
terest must be decided. In comparison to classical MD simulations, the
system size is typically on the order of tens of ionic liquid pairs (Table
1). A well-equilibrated starting configuration is then generated using a
classical force field. For most systems, an equilibration run for a few
nanoseconds followed by a production run lasting several nanoseconds
using the classical force field is sufficient for this purpose. The density
of the system is set identical to that measured experimentally or that es-
timated from a classical isothermal—-isobaric ensemble simulation. A rea-
sonably good estimate of the density is required as some ionic liquid
properties such as the self-diffusion coefficient depends on the imposed
density (see below). Open-source packages such as CP2K [59], CPMD
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[60], SIESTA [61], and NWChem [62] are available to the research com-
munity for conducting AIMD simulation.

Here we take the example of CP2K code and describe other consid-
erations that must be made prior to an AIMD simulation. In the CP2K
code, the QUICKSTEP module uses a hybrid Gaussian and plane wave
approach for calculating the energy and its derivatives. The molecularly
optimized double-{ basis set (MOLOPT-DZVP-SR-GTH) is usually se-
lected. Typical density functionals are B3LYP [63, 64] and PBE [65].
The core electrons are treated with Goedecker—Teter—Hutter pseudopoten-
tials [66]. Recently, Grimme's empirical dispersion corrections have also
been applied [67]. Additional selections regarding the number of self-con-
sistent field (SCF) cycles for convergence and criteria for convergence
are required. AIMD simulations are generally performed under periodic
boundary conditions to emulate the macroscopic system. Similar to clas-
sical molecular dynamics simulations, an equilibration simulation suc-
ceeded by a production run is performed. The temperature of the system is
controlled with a thermostat. The output of an AIMD simulation includes
the positions and velocities of nuclei as a function of time as well as elec-
tronic density from which electronic properties such as partial charges,
dipole moment, quadrupole moment and their distributions can be com-
puted.

g 4. AB INITIO MOLECULAR DYNAMICS OF NEAT
IONIC LIQUIDS

The very first AIMD simulations of an ionic liquid was conducted
by Del Popolo et al. [68]. In this work, the ionic liquid dimethylimi-
dazolium [C;mim] chloride Cl was simulated to elucidate the structural
features of the ionic liquid pair in the gas phase, bulk solid, and lig-
uid. Cation—anion interactions were described in the form of radial dis-
tribution functions (RDFs) of the centers of the ions as well as site—site
RDFs. It was shown that the ab initio calculations performed by vary-
ing the number of ionic liquid pairs (8 and 24) yielded similar struc-
tural information. The authors stressed that a relatively short timescale
sampled in these simulations was adequate because the initial configura-
tion of the system was taken from a well-equilibrated ionic liquid struc-
ture obtained from a force field-based simulation. Holm and cowork-
ers employed CPMD simulations of the ionic liquid [C;mim]Cl
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with 30 ion pairs for approximately 25 ps and performed partial charge
analysis with the Blochl method [69]. Their results indicated that the av-
erage charge on the cation and anion was £0.63e considerably lower than
unity, suggesting the importance of polarization and charge transfer in
the ionic liquid system. Additionally, the authors noted that the overall
charge on the ions was determined to be +0.82e using the Bader analy-
sis approach. Calculation of overall charge on the ions in an isolated ion
pair also yielded a similar value leading the authors to conclude that po-
larization effects are local in nature [70]. Such simulations provide a jus-
tification for the scaling factor applied to the unit charges of cation and
anion in force field-based simulations in order to mimic polarization. The
authors also compared the partial atomic charges obtained from the bulk
CPMD simulation to those from two different force fields and found that
notable differences in not only the overall charge on the ions but also
at the hydrogen bonding position (see Fig. 1) in the cation. Delle Site
and coworkers examined the identical system from the perspective of di-
pole moments and found that the dipole moment of the anion is about
0.5 D while that of the cation is significantly larger ~2.8 D. More impor-
tantly, fluctuations of the dipole moment around the mean are large—ap-
proximately half of the mean value suggesting a strong ionic character
of the fluid. Additionally, this behavior also implies that classical force
fields with fixed charges cannot accurately predict the dielectric proper-
ties of ionic liquids. As the ionic dipole moments were found to be a
weak function of the number of ionic liquid pairs employed in CPMD
simulations, it was also concluded that these properties and the respec-
tive fluctuations depend primarily on the local environment of the ion pair
[71]. As a side note, dipole moments on the cation and anion were cal-
culated using the localized Wannier scheme incorporated in CPMD. In
this approach, the continuous electron distribution is partitioned among
all the molecules by localizing the electron density. The dipole moment
is then determined by g = ) iqiri, where r; is the position vector from a
reference point to the negative charge centers at which Wannier functions
are localized and nuclei carrying the positive charge. In this study, the
geometrical center for the cation was chosen as the reference point. As
the dipole moment is not uniquely defined for an ion, different reference
points such as the center-of-mass or center-of-charge are can be selected.
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However, the qualitative trends are not expected to be strongly dependent
on the reference point [72].

AIMD  simulations  performed on three ionic  liquids
1-ethyl-3-methylimidazolium [C,mim] tetracyanoborate [B(CN),],
[C,mim] dicyanamide [N(CN),], and [C,mim] thiocyanate [SCN] showed
the expected strong cation—anion interactions in all the ionic liquids.
However, the cation—cation 7—z interactions usually occurring at ~4 A
were prevalent only in the [C,mim][SCN] ionic liquid because of the
large number of cations (~11) residing in the first solvation shell of the
[C,mim]" cation. The anion was also found to participate in the cation—z
interaction with the highest fraction noted for the [C,mim][N(CN),] ionic
liquid. Hydrogen bonding between the cation and anion was established
through the most acidic hydrogen site and the electronegative N (and S)
in the anions. Additionally, the hydrogen atoms in the 3-methyl positions
were also seen to be involved in the hydrogen bonding with the anions.
The authors also reported a puzzling observation that the diffusion coef-
ficient of the ionic liquid [C,mim][SCN] was the largest among the three
ionic liquids; however, experimentally, the ionic liquid is the most viscous
[73].

g 5. INCLUSION OF DISPERSION CORRECTION

Kirchner and coworkers [74] examined structural and dynamical
properties of the ionic liquid [C,mim] [SCN] in an attempt to evalu-
ate the effect of dispersion corrections while carrying out AIMD calcu-
lations. Their results demonstrated that the inclusion of dispersion cor-
rections did not influence the RDFs appreciably. On the other hand,
the effect of dispersion corrections led to an enhanced fraction of 7=
stacking of the imidazolium rings. The uncorrected AIMD simulation re-
sulted in the self-diffusion coefficients for the anion greater than those
for the cation, an observation that is contrary to experimental measure-
ment. Firaha et al. investigated the influence of dispersion corrections on
the microheterogeneity of the ionic liquid 1-butyl-3-methylimidazolium
[Cymim] trifluorosulfonate [CF;SO;] with AIMD calculations using the
BLYP and BLYP-D3 functionals. Contrary to chemical intuition, the
inclusion of dispersion correction resulted in a decrease in the micro-
heterogeneity of the system indicated by lowering of the first peak height
in the RDFs of alkyl chain wunits. The authors also reported
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enhanced interactions of the anion with alkyl groups when dispersion cor-
rections are applied [75]. Perlt et al. concluded that the structural quan-
tities such as the RDFs and structure factors predicted from the classical
simulations and AIMD simulations with revPBE-D3 and OLYP-D3 func-
tionals are in good agreement. The classical simulations, however, predict
hydrogen bonds that are longer and more bent in comparison to those ob-
served in the AIMD calculations [67].

S 6. PROPERTIES FROM AIMD SIMULATIONS VS MD
SIMULATIONS

Bhargava and Balasubramanian carried out CPMD simulations of
the ionic liquid [Cymim] Cl at 425 K with 32 ionic liquid pairs along
with MD simulations of the same ionic liquid with the objective of com-
paring the intermolecular structures obtained with the two methods. The
structure expressed in terms of the RDFs of the center-of-mass of ions
was nearly identical; however, a shortening of the peak distance in the
RDFs between the ring hydrogen atoms and chloride was noted in the
CPMD calculations. The results indicated the need for refinement in the
interatomic potential to describe such a behavior [76]. The same au-
thors reported the structure of the ionic liquid [C,mim] hexafluorophos-
phate [PF,] obtained from CPMD simulations. A comparison of the cen-
ter-of-mass (COM) RDF between CPMD and MD simulations showed
that the anions are able to approach closer in the CPMD simulations
due to electronic polarizability. In the same study, the authors investi-
gated the effect of the presence of CO, in this ionic liquid. The addi-
tion of CO, was found to result in the decrease in the anion—anion co-
ordination number in the first solvation as a result of the anion—-CO, in-
teractions. Examination of the RDF between CO, and the acidic proton
revealed cation—CO, interactions which was absent in RDFs extracted
from MD simulations [77]. A similar observation was reported from
the AIMD study involving 1 CO, molecule dissolved in 36 ionic lig-
uid pairs of [C,mim] acetate [CH;COO] under periodic boundary condi-
tions that the cation contributes significantly to the solvent—solute inter-
actions [78]. Furthermore, the results from the AIMD simulations demon-
strated the bending of the CO, molecule when dissolved in this ionic
liquid. The importance of such studies is underscored by the fact that
the force field-based simulations are generally performed with
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rigid representation of CO, molecules eliminating the possibility of ob-
serving the bending of CO, molecules. AIMD simulations can also pro-
vide an explanation for the high solubility of SO, in [C,mim][SCN] ionic
liquid. An AIMD solvation study of SO, in this ionic liquid suggested that
SO, is actually accommodated in the ionic liquid network due to its par-
ticipation in synergistic interactions with both the cation and anion of the
ionic liquid [79].

Generally, the number of ionic liquid pairs in AIMD simulations tends
to be 32; however, recently, Nagata and coworkers performed AIMD sim-
ulations on a relatively large number of ionic liquid pairs (70 and 120)
for the ionic liquid [C,mim]Cl. The objective of this work was to in-
vestigate the effect of two different functionals on the ionic liquid—vac-
uum and ionic liquid—graphene interfacial structures [80]. A notable ob-
servation in this study was that the decay of the difference in the cation
and anion charge density from the interface to the bulk was slower than
that predicted by a polarizable force field and was similar to that ob-
tained from force field-based simulations. The authors demonstrated that
a higher preference for parallel stacking of imidazolium rings induced by
n—7 interactions at the interface is responsible for the slower decay of
the net positive charge density away from the interface. Further, it was
demonstrated that the PBE functional with Grimme-D3 corrections under-
predicted the formation of z—z-stacked structures in comparison to that
predicted by the BLYP-D3-AIMD simulations as the former is known to
lower the binding energy for such conformations, underscoring the need
for an appropriate level of theory in modeling ionic liquid systems with
AIMD calculations. The z— interactions also were found to overcome the
electrostatic repulsion between neighboring [C;mim]" cations in [C;mim]
oxalatoborate [BOB] ionic liquid probed with AIMD. The presence of the
oxalato ring also led to the z—x interactions of the anion with the imida-
zolium plane of the cation. Additionally, the hydrogen bonding interaction
of the anion oxygen and the acidic hydrogen atom of the cation enabled
parallel displaced stacking conformations at short distances. The imida-
zolium and oxalato ring planes were observed to adopt perpendicular con-
formations, stabilized by attractive Coulombic interactions, at long dis-
tances [81].

The interfacial structure of the ionic liquid [C,mim][CH;COQ]
droplets of increasing sizes (1 ionic liquid pair to 16 ionic liquid pairs)



Annual Reports in Computational Chemistry 17

was recently investigated by Brehm and Sebastiani using AIMD simula-
tions. Their calculations indicated that the mass density of these clusters is
considerably higher than the bulk density of the ionic liquid. The hydro-
gen bonding was found to be very strong for the isolated ionic liquid pair
and decrease with increase in the size of the ionic liquid cluster. However,
a very unusual lifetime of ~2000 ps was determined for the 16 ionic liquid
pair cluster. The interface of these clusters was observed to present a very
hydrophobic surface to vacuum [82].

AIMD simulations can point to features that cannot be captured in
classical MD simulations. For example, the short-range structure of the
protic ionic liquid cholinium [Ch] norvaline [norval], predicted by clas-
sical MD methodology, includes predominantly cation—anion and
cation—cation contacts. On the other hand, the structure obtained from
AIMD simulations is at odds with the MD simulation results such that the
anion—anion are the most prevalent contacts followed by those between
cation—cation and cation—anion. Thus, AIMD simulations are able to dis-
close complex formation involving like-charged species—an observation
reported for the very first time in the ionic liquid literature. The study
also underscores the importance of explicitly accounting for electronic de-
grees of freedom to discern such effects [83]. A similar study involving
11 amino acid anions in combination with the cholinium cation was car-
ried out in which the ionic liquids were handled at the ab initio level. The
structural analysis of the ionic liquids yielded a general and consistent pat-
tern in which the hydroxyl group of the cation participates in the hydro-
gen bonding interaction with the carboxylate group of the anion. Such an
interaction leaves the positively charged nitrogen atom of the head of the
cation to establish additional hydrogen bonding interactions with the car-
boxylate moiety of another anion. The structural motif pervades through-
out the ionic liquid system. Additionally, the authors showed that the cal-
culated X-ray structure factors gathered from the AIMD simulations were
in excellent agreement with those collected experimentally. The AIMD
treatment of [Ch]cysteinate[Cys] ionic liquid raised the possibility of the
transfer of the —SH proton resulting in the formation of a zwitterionic an-
ion, once again showing that AIMD simulations can reveal phenomena
not accessible to classical simulation methodologies [84].

For imidazolium-based ionic liquids containing long alkyl chains, it
is typical to observe nanoscale segregation of polar and nonpolar do-
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mains due to the aggregation of alkyl chains. In small- and wide-angle
X-ray scattering patterns, alternating polar—nonpolar domains emerge as
a peak in the low-Q region (~0.3-0.4 A~!). Recently, it was demon-
strated that the presence of an alkyl chain is not a prerequisite for ob-
serving such domains. For example, long-range order is established in
the ionic liquid cholinium prolinate, which was confirmed by WAXS
and SAXS experiments. Although both MD and AIMD simulations pre-
dict the experimental structure factor accurately, the agreement is supe-
rior with AIMD predictions. Furthermore, the simulations show that the
origin of the long-range order in the ionic liquid stems from a strong hy-
drogen bonding network resulting from the interaction of the hydroxyl
oxygen in the cation and carboxylate oxygen in the anion [85]. In the
case of the cholinium cation paired with carboxylate anions such as for-
mate, propionate, and butanoate, the X-ray diffraction patterns obtained
from MD simulations do not match the experimental data as the two-body
force field derived from Generalized Amber Force Field (GAFF) predicts
a stronger hydrogen bonding interaction between the hydroxyl oxygen
atom of cholinium and carboxylate oxygen of the anion. Introduction of a
three-body hydrogen bonding term in the force field wakens the hydrogen
bonding interaction leading to a good agreement of the X-ray diffraction
spectra with experimental data. The agreement, however, is not quantita-
tive as the intensities of all the peaks but those arising from intramolecular
interactions are not reproduced with the refined force field. On the other
hand, AIMD simulations are able to reproduce both the experimental peak
positions and intensities. The authors of the study remarked that the struc-
tures of these ionic liquids are dictated by a balance of hydrogen bonding
and Coulombic interactions in conjunction with conformations adopted by
the cholinium cation. In such instances, the quantum-level treatment of
the ionic liquids may be superior to a two-body force field-based simula-
tion [86].

Pentylammonium nitrate was also investigated with AIMD simula-
tions from which the wide-angle X-ray scattering profile of the ionic
liquid was generated. A good agreement of the profile with experimen-
tal results was obtained. The coordination number of oxygen surround-
ing the ammonium head was calculated to be 5.3, while the number
of hydrogen bonds was found to be 2.6, indicating that the positively
charged group can participate in more than one hydrogen bond simulta-
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neously, but not all oxygen atoms can hydrogen bond with the cations.
Thus, the hydrogen bond network of the anions in incomplete [87].

S 7. AIMD SIMULATIONS OF THE IONIC
LIQUID-ELECTRODE INTERFACE

Ionic liquids are ideal candidates for their applications in batteries
due to essentially nonvolatile character. The inert nature of many ionic
liquids over a wide electrochemical window is another attractive feature.
As the formation of the solid electrolyte interface is crucial in protecting
the electrode against undesirable chemical reactions, AIMD simulations
have been attempted in an effort to provide a microscopic understanding
of this process. We outline a representative sampling of the literature in
this domain. Typically, a single ion pair is placed in the vicinity of the
electrode of interest. In order to simulate the cathode or anode, a positive
or negative charge can be introduced on the electrode surface. The ex-
tent of bias can be controlled by manipulating the magnitude of the excess
charge placed on the electrode. During the course of a simulation, charges
on the ionic liquid cation and anion are monitored to provide clues for the
propensity for reduction or oxidation.

Following this methodology, Otani and coworkers performed an
AIMD simulation of N-methyl-N-propylpiperidinium [PP13] bis(trifluo-
romethanesulfonyl)imide [NTf,] ionic liquid in the presence of nickel
and lithium electrodes. The ionic liquid remained stable at the nickel
interface during a 1ps simulation when the system carried an excess
charge of —1le. Under the positive bias of +1e charge on the nickel elec-
trode, the overall charge on the anion was found to be —0.58¢, while the
cation charge increased to 1.07e, implying that the charge transfer oc-
curred to both the ions. However, the anion decomposed as the excess
charge increased to +2e. The overall charge on the anion reached a value
close to zero, indicating that the anion was oxidized. Additionally, an-
ion decomposition occurred via the breakage of an S—C bond. In con-
trast, the anion is reduced when placed in contact with a lithium sur-
face under both positive and negative bias. In fact, the reduction of the
anion is accompanied by the anion decomposition, which leads to the
release of fluorine atom and the formation of LiF passivating the elec-
trode [88]. In another publication, ab initio calculations performed with
plane wave DFT implemented in VASP were employed to understand
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the initial stages of the ionic liquid [PP13][NTf,] decomposition on a Li
surface. The calculations permitted identification of species such as LiF,
Li,F, LiO, and Li,0 in the SEI layer, the presence of which was confirmed
by XPS analysis. During the course of the simulation, no breakdown of
the cation was noticed; however, the experiments, conducted over longer
time scales, provided evidence that the cation undergoes chemical reac-
tion at the interface [89].

Lawson and coworkers investigated in great detail the decomposi-
tion of two ionic liquids: butylmethylpyrrolidinium [Pyr14][NTf;] and
[C,mim][BF,] using AIMD simulations. One of the notable features of
these calculations is that the authors considered different cation—anion
configurations on the Li (100) surface. Additionally, the authors also
probed the Li—ionic liquid interface taking into consideration bulk ionic
liquid in contact with the Li surface. The ionic liquid [C,mim][BF,] dis-
played stability toward decomposition and the initial stages of the reaction
with Li could be observed only at a very high temperature of 2500 K. On
the other hand, breakdown of the anion [NTf,]~ could be initiated at room
temperature. The cation in both ionic liquids did not generate any decom-
position products. As deduced in earlier studies, the charge transfer from
Li to [NTf,]~ was shown to be responsible for the breakdown of the an-
ion. The initial steps consisted of the cleavage of C—S and/or S—N produc-
ing species such as LiF, LiO, Li,F, Li,0, and SO,. For the single ion pair
AIMD simulation, no F abstraction event appeared. However, the solva-
tion of interfacial ionic liquid pairs by the bulk induced several long-lived
F binding anions which then resulted in the reaction of F with Li under-
scoring the importance of the bulk in such calculations. It is to be noted
that the extraction of fluorine is possible when the electrode is charged as
outlined earlier [90].

S 8. AIMD SIMULATIONS OF BINARY IONIC LIQUID
MIXTURES

Kirchner and coworkers examined an equimolar mixture of
[C,mim]Cl and [C,mim][SCN] and the pure ionic liquids with AIMD
simulations. The authors fully characterized structures of these systems
and concluded that the stronger interacting anion CI~ displaces the co-
ordination of sulfur atom in [SCN]~ from the association site with the
cation. The neighboring imidazolium rings were found to locate paral-
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lel to each other due to z—x interactions. The study also demonstrated that
the self-diffusion coefficients of the ions are a strong function of the den-
sities of the examined mixtures. The different coordination of the anions
around the cation was also reflected in the computed power spectra of the
mixture, which deviated from those of the pure ionic liquid spectra in the
region corresponding to the imidazolium ring hydrogen atoms [91].

Very recently, Macchieraldo et al. [92] performed AIMD simula-
tions of binary ionic liquid mixtures composed of [C,mim]Cl and
[Cymim][BF,] with and without water. The authors selected an
AIMD-based approach to account for charge transfer and polarization.
RDF analysis showed that the number of anions surrounding a cation
mirrors the molar ratio of the binary ionic liquid mixture when water
is not present in the system. However, the addition of water shifts this
balance in favor of [BF,]™ such that approximately three [BF,]~ an-
ions are found for every CI™ in the first solvation shell of the cation.
The presence of water “solubilizes” the Cl~ anion while the ionic lig-
uid network is maintained through the coordination of the cation with
[BF,]. A charge analysis carried out for the two systems revealed that
the charge distributions of the ions differ considerably from the unity and
that these distributions are reminiscent of a Gaussian distribution. Fur-
thermore, a more detailed analysis of the charge distribution on the var-
ious methyl and methylene groups of the cation demonstrated two im-
portant aspects: (1) there is a distribution of charges and (2) the posi-
tions of the maximum in these distributions are different from the widely
used Lopes and Padua force field [34]. CPMD simulations of the ionic
liquid [C;mim][PF4] and [C,mim][BF,] and their mixtures with water
in a 1:3 molar ratio indicated that a charge transfer takes place from
ionic liquid to water molecules such that water molecules acquire a neg-
ative charge. The binary mixture of water with more hydrophilic ionic
liquid showed a greater charge transfer to water molecules. The aver-
age dipole moment of water in these systems was found to be ~2.32 D
with [Cymim][BF,] and 2.42 D when mixed with [C,mim][PF¢]—val-
ues considerably lower than the 2.85 D for bulk water [93]. Similarly,
depolarization of water molecules in the ionic liquid monomethylammo-
nium nitrate was observed from a CPMD simulation involving 48 ionic
liquid pairs and 4 water molecules [94]. Based on the computation of
water isotherms in three ionic liquids, Marin-Rimoldi et al. [95] also
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suggested that ionic liquid-dependent scaling factors are required to match
the simulation predictions of water solubility with those measured exper-
imentally and that improved force field taking into account the charge
transfer and polarization are necessary for ionic liquid—water systems.

In order to elucidate solvation of water and CO, in ionic liquids, Rez-
abal and Schifer simulated one solute molecule in 18 [C;mim]Cl ionic
liquid using an AIMD method. The analysis of trajectories for the wa-
ter—ionic liquid system indicated that the hydrogen bond network of water
is fully saturated: two hydrogen atoms (Hyy) in water interact with Cl~ an-
ion while the oxygen atom (Oy) coordinates with ring hydrogen atoms on
the other side of the most acidic proton in the cation. When these interac-
tions are analyzed in terms of noncovalent index, it was revealed that the
Hy~Cl™ interaction remained stable during the course of the simulation;
however, the structuring around Oy, exhibited flexibility. The authors also
noted nonspecific interactions of water with the methyl groups. CO,, on
the other hand, displays much weaker interactions with both the cation
and anion. Each oxygen atom in CO, interacts with two cations yielding
a total of four cations in the solvation shell of CO,. As opposed to this,
only 1.5 CI™ anions are present in the coordination shell of CO,. Thus, it
was concluded that the cations contribute to a greater extent than the an-
ion in this particular ionic liquid. The study clearly demonstrates that al-
though the CO, solubility in ionic liquids is predominantly anion-depen-
dent [96, 97], dispersion interactions with the cation cannot be neglected
[98]. In a CPMD study carried out by Bhargava et al. on the ionic lig-
uid [C,mim][PF]-CO, mixture, the authors reported a similar observation
that CO, interacts with the imidazolium ring carbon atom connected to
the most acidic hydrogen atom. Interestingly, the authors also identified a
significant interaction of CO, with the terminal carbon atom in the butyl
chain from the calculated RDFs [99].

Three mixtures of cholinium phenylalaninate with water in the molar
ratio 4:1, 1:1.5, and 1:9 were studied by AIMD simulations by Gontrani
et al. [100]. The authors found that the experimental structure factors
and RDFs could be accurately reproduced in simulations. The hydro-
gen bonding between the cation and anion persisted in three mixtures
investigated. Hydrogen bonding interactions of the hydroxyl group of
the cation with water were also noted. It was discovered that
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at high water concentrations (molar ratio 1:9), water molecules act as me-
diators of the cation—anion interactions.

S 9. ELECTROCHEMICAL WINDOW OF IONIC
LIQUIDS AND GROTTHUSS-TYPE MECHANISM

Ionic liquids, due to their electrochemical stability, are considered
promising electrolytes in Li-ion batteries. AIMD simulations can provide
useful insight into the electrochemical stability of ionic liquids and the
charge transport in them. As an example, Maginn and coworkers uti-
lized AIMD calculations to compute the highest occupied molecular or-
bital (HOMO) and lowest occupied molecular orbital energies (LUMO)
of the snapshots generated from MD simulations of a number of ionic lig-
uids. Instead of calculating the HOMO and LUMO energies by perform-
ing a single-point calculations at a quantum level, the snapshots were re-
laxed using CPMD simulations for 300 steps with the final configuration
quenched to an energy minimum. The authors found that the energy relax-
ation using CPMD led to a better prediction of the electrochemical win-
dow for a range of ionic liquids than those obtained with the single-point
energy calculation [101].

In some ionic liquids, the charge transport occurs via the Grotthuss
mechanism usually invoked to explain the facilitated transfer of the pro-
ton in which the proton movement in liquid water is accomplished by
hopping from one water molecule to another along a hydrogen-bonded
network [102, 103]. McDaniel and Yethiraj employed AIMD simulations
to provide a theoretical description of the empirically proposed Grot-
thuss-type charge transport mechanism in [C,mim]/I; crystals, involv-
ing I~ and I53. The potential of mean force calculations for the associ-
ation and dissociation of the two species indicated that the exchange is
thermally facile with free energy barrier of 1-2 kcal/mol [104]. AIMD
calculations have also been applied to understand proton-transfer mech-
anism in both aprotic and protic ionic liquids. Very recently, Kirch-
ner and coworkers performed AIMD simulations on the equimolar mix-
ture of N-methylimidazole and acetic acid. Based on the RDFs, the au-
thors extracted the proton coordination numbers and reported, for the
first time, ionicity of the protic ionic liquid computationally. Their cal-
culations suggested low ionicity of the ionic liquid; however, the analy-
sis of the AIMD trajectories of several tens of picosec-
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onds revealed that the Grotthuss-type mechanism was operative yielding
similar self-diffusion coefficient of the neutral species and the mobile pro-
ton. The authors also generated a large number of theoretical candidates
for designing superionic protic ionic liquids by substituting the ring hy-
drogens in the cation N-methylimidazolum and the —CH; hydrogens in ac-
etate and conducted static quantum calculations to compute the Gibbs free
energy of transfer of the proton from the cation to the anion resulting into
neutral species. These calculations enabled the authors to conclude that
the Gibbs free energy change from —45 to 45 kJ/mol is desirable for the
Grotthuss-enabled proton transport [105]. Cholinium aspartate represents
another interesting system in which the Grotthuss-type mechanism was
discovered by Bodo and coworkers who conducted AIMD simulations of
the ionic liquid. The proton transfer, in this ionic liquid, occurs from the
carboxylate group of one anion to the amino group of the other. The cal-
culations also suggested that the cation participates, at least on the simu-
lation time scale, as a mere spectator for the proton conduction [106]. Due
to the fixed chemical identity of the ions in MD simulations, the migration
of the proton within an ion or between ions cannot be captured.

S 10. SUMMARY AND OUTLOOK

AIMD simulations are now becoming a mainstream research tool
not only for understanding microscopic structure of fascinating ionic lig-
uids, but also designing novel ionic liquids, thus enabling us to truly
harness the designer capability of a large number of cations and an-
ions. One of the main advantages of AIMD calculations is that the ex-
tensive parametrization necessary to benchmark a force field for a clas-
sical molecular simulation is not required. Furthermore, due to the ex-
plicit treatment of electrons, important chemical phenomena such as in-
termolecular and intramolecular hydrogen transfer, formation of solute
driven adducts, and reactions of ionic liquids with acidic gases such as
CO, can be captured. The handling of the system at the electronic level,
however, leads to such calculations requiring access to significant com-
putational resources. The high computational cost usually is a limiting
factor for the system size (length scales) and simulation length (time
scales) accessible to AIMD calculations. Based on our survey of the lit-
erature, there is only one system for which the number of ionic liquid
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pairs exceeds 100, while most simulations have been performed on system
sizes on the order of tens of cation—anion pairs. Similarly, very few simu-
lations have achieved sampling beyond 100 ps (see Table 1). As the litera-
ture contains numerous examples of ionic liquids for which the nanoscale
heterogeneity is present at several nanometers, such phenomena cannot
be probed, at present, with AIMD methodology. Similarly, the compu-
tation of transport properties such as viscosity of ionic liquids requiring
long simulation times are currently beyond the reach of AIMD calcula-
tions. However, we believe that combination of AIMD simulations to ac-
cess the local structure of ionic liquids supplemented by force field-based
molecular dynamics and MC simulation methodologies can be applied to
cover a broad range of length scales and time scales necessary to probe
a large number of electronic, thermophysical and phase-equilibria proper-
ties in ionic liquids.
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