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Abstract: Experimental and theoretical studies of the magnetic anisotropy and 

relaxation behavior of six-coordinate tris(pivalato)-Co(II) and -Ni(II) complexes 

(NBu4)[M(piv)3] (piv = pivalate, M = Co, 1; M = Ni, 2), with coordination 

configuration at the intermediate between octahedron and trigonal prismatic geometry, 

are reported. The direct-current magnetic data and high-frequency and -field EPR 

spectra (HFEPR) of 1 have been modeled by a Hamiltonian considering the first-order 

orbital angular momentum, while the spin Hamiltonian was used to interpret the data 

of 2. Both 1 and 2 show the easy-axis magnetic anisotropies, which are further 

supported by ab initio calculations. The alternative-current (ac) magnetic 

susceptibilities reveal the slow magnetization relaxation at an applied dc field of 1000 

Oe in 1, which is characteristic of a field-induced single-molecule magnet (SMM), but 
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2 does not exhibit the single-ion magnet property at 1.8 K. The detailed analyses of 

the relaxation times show the dominant contribution of a Raman process for the spin 

relaxation in 1.  

 

Introduction 

Single-molecule magnets (SMMs) are molecular species retaining the magnetization 

after removing the external magnetic field at low temperature due to the existence of 

energy barrier, which prevents the reversal of magnetic moment. Such molecular 

nanomagnets have showed potential applications in quantum computation, high 

density information storage, and molecular spintronics.1 Initially much efforts were 

devoted to polynuclear 3d-based SMMs.2 More recently, SMM behaviors have also 

been demonstrated in metal complexes containing single paramagnetic lanthanide,3 

actinide,4 or transition metal ion,5 which are termed as single-ion magnets (SIMs). 

Since the first Fe(II)-SIM complex was reported by Long et al. in 2010,6 numerous 

d-ion SIMs have been found, including Mn(III, IV),7 Fe(I, II, III)6,8 Co(I, II),9-11 Ni(I, 

II),12 Cu(II)13, Cr(II),14 and Re(IV).15 Co(II)-SIMs constitute the largest family 

because of their non-integer ground-state spin and the large magnetic anisotropy.  

Magnetic anisotropy is the most important cause for the slow relaxation of the 

magnetization. The advantage of the SIMs is that the magnetic anisotropy can be 

easily tuned by the interplay between ligand field splitting and spin-orbit interaction. 

For the majority of d-ion complexes, the first-order orbital momentum is usually 

quenched by the ligand field. Thus, magnetic anisotropy arises from the coupling 
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between a non-degenerate electronic ground state and orbitally degenerate excited 

state. Since these couplings are usually weak, the resulting magnetic anisotropy is 

mostly small, which can be modeled as zero-field spitting using axial and rhombic 

parameters D and E, respectively. However, in some cases where the orbital 

momentum is unquenched or just partially quenched as in the case of six-coordinate 

Co(II) complexes, the first-order spin-orbital coupling occurs and contributes to large 

magnetic anisotropy. In these cases, the magnetic anisotropy cannot be modeled by 

the spin-only Hamiltonian with the D and E parameters.  

The coordination configurations of the reported Co(II)-SIMs vary along with the 

coordination number from two to eight.9-11 Since the first example of six-coordinate 

field-induced Co(II) SIMs was reported,10a many Co(II) complexes with octahedral10 

or trigonal prismatic geometries,10j,11 which exhibit slow magnetic relaxation have 

been reported. Compared with the common octahedral geometry,10 a trigonal prism is 

a better coordination geometry leading to SIMs with slow magnetic relaxation even 

under zero external static dc field due to the large easy-axis magnetic anisotropy.11 For 

example, Gao et al. have reported a series of mononuclear, six-oxygen-coordinated 

Co(II) complexes with distorted trigonal prismatic geometry and large barriers in the 

range of 26.6−102.8 cm-1.11a,11b Winpenney et al. have also reported a Co(II) cage 

complex with a trigonal prismatic configuration surrounded by six nitrogen atoms, 

showing SIM behavior with high spin-reversal barrier of 152 cm-1.11c  

The magnetic anisotropies of the Ni(II) complexes have been studied to a lesser 

extent compared to Co(II) complexes.16-18 The mostly employed technique is the 
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magnetometry. However, in the absence of the confirmative data from other physical 

techniques and theoretical calculations, the reliability of the results, especially the 

sign of the magnetic anisotropy derived, may be questioned. High-frequency and 

-field EPR spectroscopy (HFEPR) has been successfully used to probe the magnetic 

anisotropy of Ni(II) complexes of various coordination spheres and geometries.17-18 

However, the examples of Ni(II)-SIMs are rarely, which include two, six-coordinate 

octahedral Ni(II) complexes and a mononuclear Ni(II) complex with trigonal 

bipyramidal geometry.10b-10d  

With the aim to investigate the effect of coordination geometry on the magnetic 

anisotropy and relaxation behavior, we have investigated the direct-current (dc) and 

ac magnetic properties of two mononuclear Co(II) and Ni(II) complexes 

(NBu4)[M(piv)3] (piv = pivalate, M = Co, 1; M = Ni, 2) with a coordination 

configuration at the mid-point between octahedron and trigonal prismatic geometry. 

The dc magnetic data and high-frequency and -field EPR spectra show their easy-axis 

magnetic anisotropy, which have been supported by theoretical calculations at the 

XMS-CASPT2 level. The alternative-current magnetic susceptibility data show that 1 

is a field-induced single-ion magnet, while 2 does not exhibit the SIM behavior. 

Experimental section 

General information 

Complexes 1 and 2 were prepared according to the reported procedures.19 Their 

identities were confirmed by elemental analyses (CHN) performed on an Elementar 
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Vario ELIII elemental analyzer and the infrared spectra measured on a Tensor 27 

FT-IR spectrometer using KBr pellets in the range of 400-4000 cm-1. The 

polycrystalline samples of 1 and 2 for magnetic and HFEPR studies were 

characterized by powder X-ray diffraction patterns recorded on a Bruker D8 

ADVANCE X-ray powder diffractometer in the 2θ range of 5-50° at room 

temperature (Figs. S1-S2, ESI). HFEPR experiments: Zhengxing: Please add these. 

 

Magnetic measurements 

Magnetic measurements were performed on polycrystalline samples of 1 and 2 

restrained in a frozen eicosane matrix using a Quantum Design SQUID VSM 

magnetometer. Direct-current (dc) magnetic data were recorded at fields up to 7 T in 

the range of 2.0-300 K. Alternative-current (ac) susceptibility measurements were 

carried out under an oscillating ac field of 2 Oe and ac frequencies ranging from 1 to 

1000 Hz. Data were corrected for diamagnetism using Pascal constants and a sample 

holder correction. 

Results and discussion 

Structural features 

The crystal structures of 1 and 2 have already been reported.19 Their main 

structural aspects related to the magnetic properties are emphasized here. The 

structures of the anionic portions of 1 and 2 are presented in Fig. 1. They are 

isostructural with the central metal ion displaying a six-coordinate geometry, in which 
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three pivalato anions are coordinated as bidentate ligands with a cute bite angle 

61.86(8), 62.18(8), 62.00(8)° for 1 and 60.68(1), 61.48(1), 62.54(2)° for 2. The M-O 

distances are in the range of 2.105(2)−2.147(2) Å in 1 and 2.045(4)−2.108(4 ) Å in 2. 

The six coordinated oxygen atoms can be viewed as in two parallel upper and lower 

planes with a dihedral angle is 2.44° (1) and 1.79° (2). The twist angle φ (Fig. 2a), 

defined as the rotation angle of one coordination triangle away from the eclipsed 

configuration to the other, is 60° for an ideal octahedron and 0° for an ideal trigonal 

prism, respectively. The angle φ and the tilted angle α of the two planes (Fig. 2b) are 

28.71°, 5.74° in 1 and 28.08°, 4.95° for 2. Therefore the coordination geometry in 

both complexes can be regarded as being at the midpoint of the octahedron and 

trigonal prismatic geometry. In order to further evaluate the degree of the structural 

distortion, a continuous shape measurement analyses were performed using the 

SHAPE program.20 The calculated results can provide an estimate of the distortion 

degree from the possible ideal structure, and the zero value corresponds to the ideal 

polyhedron. The obtained values relative to the ideal octahedron and trigonal 

prismatic geometry are 7.064, 9.337 for 1 and 6.561, 11.090 for 2, respectively. The 

two values are rather large, suggesting the great deviations of 1 and 2 from the two 

ideal structural configurations. The metal ions are well-separated for the shortest 

intermolecular Co---Co distances of 7.46 Å (1) and 7.50 Å (2), thus precluding any 

prominent intermolecular magnetic interactions. 
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Fig. 1 Structures of the anions in 1 (left) and 2 (right) 

 

Fig. 2 Twist angles (a) and tilted angles (b) of the coordination polyhedron with 

respect to ideal prismatic symmetry. 

 

Magnetic anisotropy of (NBu4)[Co(piv)3] (1)  

Magnetic anisotropy of 1 has been studied by dc magnetic measurements, 

HFEPR and theoretical calculations. Variable-temperature dc magnetic susceptibilities 

were measured for the polycrystalline sample of 1, which had been characterized by 

powder X-ray diffraction (Fig. S1). The resulting χMT vs T plot is typical for a 

mononuclear Co(II) system with an orbital contribution to the magnetic moment. As 

shown in Fig. 3, the χMT value at 300 K is 3.00 cm3 K mol-1, larger than the expected 

value of 1.875 cm3 K mol-1 for one isolated high spin Co(II) ion center (S = 3/2, g = 
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2.0), indicative of the strong oribital contribution.9-11,21 Upon cooling from 300 K, the 

χMT value decreases gradually to the minimum value of 1.77 cm3 K mol-1 at 2.0 K. As 

reported in other six-coordinate Co(II) complexes,9-11,21 such downturn indicates the 

presence of the strong orbital contribution in 1, rather than the intermolecular 

interactions due to the long intermolecular distance between the Co(II) ions. The 

field-dependent magnetizations of 1 were measured from 1 to 7 T dc field at 2.0, 3.0, 

and 5.0 K (Fig. 3b). With the increase of the magnetic field, the magnetization 

continuously increases and reaches 2.25 Nβ at 7 T at 2.0 K, smaller than the expected 

value of 3.0 Nβ (g = 2.0). The high-field non-saturation also suggests the presence of 

significant magnetic anisotropy. 

 

   

(a) 
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(b) 

Fig. 3 Variable-temperature dc susceptibility data under an applied dc field of 1000 

Oe (a) and field dependent magnetizations (b) for 1. Solid red lines indicate the best 

fits with the PHI program.23  

 

In the six-coordinate Co(II) system such as 1, where the unquenched orbital 

moment leads to the strong orbital contribution to the magnetic moment,22 the fitting 

of the magnetic data could not yield the sign of the magnetic anisotropy. As pointed 

out by Palli10k,10l and Chilton,10m a joint analysis of magnetic data with other 

spectroscopic data such as EPR should be performed. Thus, HFEPR spectra were 

measured for the polycrystalline sample of 1 at 10 K under different frequencies in 

the range of 50.8-428.5 GHz (Fig. 4). All the spectra present three main features, 

corresponding to the effective g values of gx,eff  = 2.42, gy,eff = 2.80 and gz,eff = 6.57 

with the effective spin Seff = 1/2. This pattern is consistent with easy-axis magnetic 

anisotropy of 1 with significant rhombic component. 

The commonly used zero-field splitting parameters D and E cannot be used to 

present the single-ion magnetic anisotropy in the six-coordinate Co(II) complexes 

with easy-axis magnetic anisotropy.22 The most trustworthy treatment of the dc data 

is the general Hamiltonian shown in equation 1, which takes into account the 

treatment of the first-order orbital angular momentum of Co(II). 
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where σ represents a combined orbital reduction parameter σ = -A∙κ, λ is the spin-orbit 

coupling constant, B
0 

2  and B
2 

2  are crystal field parameters (CFPs).22,23 The easy-axis 

magnetic anisotropy showed by EPR indicates that B
0 

2  should be negative. The 

simultaneous fit of the magnetic susceptibilities and magnetization data using the PHI 

program23 gives λ = −130.0(1) cm-1, σ = −1.25(0), B
0 

2  = −90.1(1) cm-1, and B
2 

2  = 

58.5(1) cm-1. Based on these Hamiltonian parameters, we can calculate the 

corresponding effective g values of the ground Kramers doublet with the effective 

spin Seff = 1/2, gx,eff  = 2.46, gy,eff = 3.33 and gz,eff = 6.22. This calculated pattern is 

similar to that observed by EPR spectra. Furthermore, the first excited state is 

predicted by PHI program23 to be 158 cm-1 higher than the ground state, which agrees 

well with the value calculated by XMS-CASPT2/RASSI24 using the MOLCAS 8.2 

program25 (167.6 cm-1, see below). Using λ = −130.0 cm-1 and σ = −1.25 obtained 

from fitting of the magnetic data, we could simulate the HFEPR spectra of 1 by PHI 

program23 with B
0 

2  = −107.6 cm-1 and B
2 

2  = 30.0 cm-1 (Fig. 4). This consistency 

between magnetic data and HFEPR confirms the easy-axial nature of magnetic 

anisotropy.  
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Fig. 4 HFEPR spectra of 1 recorded at 10 K with various microwave frequencies. The 

red lines represent the best fit obtained by using PHI.23  

 

In order to get further insight into the electronic structure of 1, theoretical 

calculations at XMS-CASPT224 level were carried out using the MOLCAS 8.2 

program package.25 Calculation details are given in ESI. The energies of the spin-free 

states and spin-orbit states were calculated for 1, which are listed in Tables S1-S3. The 

energy difference (447.1 cm-1) between the lowest two spin-free states (Table S1) is 

larger than that between the lowest two spin-orbit states (167.6 cm-1, Table S3). 

However, the spin-orbit ground state is composed of the lowest three spin-free states, 

not just formed from the ground one (Table S2). These suggest that there is very 

strong first-order spin-oribital coupling in 1 and zero-field splitting parameters D and 

E cannot be used to depict its magnetic anisotropy. The calculated S = 1/2 effective 

g-values of the ground state Kramers doublet of the CoII of 1, gx = 2.194, gy = 3.345, 

and gz = 6.835, are close to those from EPR spectra and magnetic data. The calculated 

orientations of the gx, gy, gz (hard axis) of the ground doublet on the CoII ion were 

shown in Fig. S4. Furthermore, the magnetic susceptibilities of 1 were also calculated 
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as shown in Fig. S5, which are comparable to the experimental curve. 

These results support the negative sign of magnetic anisotropy in 1. The same 

negative anisotropy has been reported for the six-coordinated Co(II)-complexes with 

trigonal prismatic geometry.11 

 

Magnetic anisotropy of (NBu4)[Ni(piv)3] (2)   

Static magnetic data were measured for polycrystalline sample of 2 (Fig. 5), whose 

powder XRD pattern agrees well with the calculated one (Fig. S2). Its χMT product is 

1.30 cm3 K mol-1 at 300 K, which is larger than the theoretical χMT value (1.16 cm3 K 

mol-1, g = 2.15) for the Ni(II) ion in an octahedral environment with largely quenched 

orbital moment. The χMT value remains roughly constant in the range of 300-20 K, 

then decreases abruptly to 0.64 cm3 K mol-1 at 2.0 K. The field-dependent 

magnetizations of 2 were measured from 1 to 7 T at 2.0, 3.0, and 5.0 K (Fig. 5b). The 

magnetization continuously increases with the magnetic field and reaches 2.03 Nβ at 7 

T at 2.0 K, close to the expected value of 2.0 Nβ (S =1, g = 2.0).  

For six-coordinate Ni(II) complex, the widely used effective spin-Hamiltonian 

with the axial and rhombic zero-field splitting (ZFS) parameters can be used to 

present the magnetic anisotropy,12,16-18 as showed in equation 2: 

 



 HSgSSESSSDH Byxz )()3/)1((
222

       (2) 

 

Here, μB denotes the Bohr magneton and D, E, S and B represent the axial and 
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rhombic ZFS parameters, the spin, and the magnetic field vectors, respectively. The 

χMT data and magnetization curves were fitted simultaneously using the PHI 

program.23 The reasonable fitting results show that the D value is −7.86(4) cm-1 with 

the corresponding E and g being 0.76(2) cm-1 and 2.440(3), 1.918(4), respectively.  

 

 

(a) 

 

(b) 

Fig. 5 Variable-temperature dc susceptibility data under an applied dc field of 1000 

Oe (a) and field dependent magnetizations (b) for 2. Solid lines indicate the best fits 

with PHI program.23 
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 The easy-axial type of magnetic anisotropy of Ni(II) in 2 was further studied by 

tunable-frequency HFEPR spectra17a with frequency range from 56 to 406 GHz up to 

16 T. The spectra are typical of an S = 1 spin state. An EPR spectrum recorded at 

302.4 GHz and 4 K is shown in Fig. 6. The main feature of the spectra is a very 

intense transition at low field, denoted as Bmin, and the three others being much weaker. 

The former is due to the off-axis turning point of the forbidden (∆Ms = 2) transition, 

which is usually the highest peak in the triplet powder spectrum.26 More information 

can be derived from the 2D resonating field versus frequency map created from the 

turning points of the series of EPR spectra (Fig. 7). In the spin-triplet spectrum, three 

zero-field transitions are possible, which would appear at microwave frequencies of 

2|E|, |D|-|E| and |D|+|E|, respectively. In our case, the positions of three zero-field 

transitions are at nearly 56 GHz (1.87 cm-1), 168 GHz (5.6 cm-1) and 212.8 GHz (7.1 

cm-1). Thus the |D| and |E| values can be roughly estimated as 6.4 and 0.94 cm-1, 

which were used as the initial values to simulate the 2D resonating field versus 

frequency map (Fig. 7). The best spin Hamiltonian parameters used in the 

simulations27 are: |D| = 6.61(3) cm-1, E = 0.98(3) cm-1, gx = 2.22(2), gy = 2.22(2), and 

gz = 2.25(5). In order to reveal the sign of the D value, the EPR spectrum recorded at 

302.4 GHz and 4 K was also simulated using the above Hamiltonian parameters. The 

blue and red traces are the simulated spectra using the positive and negative D values, 

respectively, which prove a negative D value for 2. These precisely determined D and 

E values are comparable to those from magnetic data. They are also within the 

zero-field spitting parameters of the six-coordinate Ni(II) complexes determined by 
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HFEPR techniques.18 

 
 

Fig. 6 HF-EPR spectrum of 2 with its simulations at 302.4 GHz and 4 K. 

 

 
 

Fig. 7 Resonance field vs microwave frequency (quantum energy) of EPR transitions 

for 2. The Hamiltonian parameters used are: S = 1, gx = 2.22(2), gy = 2.22(2), gz = 

2.25(5), |D| = 6.61(3) cm-1, E = 0.98(3) cm-1. Green, blue, and red curves are the 

simulations using the best-fitted spin Hamiltonian parameters with the magnetic field 

B parallel to the x, y, and z axis of the ZFS tensor, respectively. The vertical dashed 

line represents the frequency (302.4 GHz) used in Fig. 6 at which the spectra were 

recorded or simulated. 
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The zero-field splitting parameters of 2 were also calculated using the MOLCAS 

8.225 program package at the XMS-CASPT2 level.24 The calculated D, E (cm–1) and g 

tensor (x, y, z) of 2 are listed in Table S4, where the calculated D (−7.1 cm-1) and E 

(1.2 cm-1) values agree well with those determined by HFEPR spectra (D = − 6.61(3), 

E = 0.98(3) cm-1). The calculated orientations of the gx, gy, gz (hard axis) of the 

ground doublet on NiII ion of 2 is shown in Fig. S4. The calculated χMT versus T plot 

of 2 shown in Fig. S5 agrees well with the experimental curve. These results 

furthermore support the easy-axis magnetic anisotropy of 2.  

 

Magnetic relaxation by ac magnetic susceptibility studies 

Alternative-current susceptibilities measurements were performed for 1 and 2 in order 

to study the low temperature dynamic magnetic behavior. No out of phase ac 

susceptibility (χM’’) signal was observed for 1 under zero applied dc field at 1.8 K 

(Fig. S6), which is probably due to the occurrence of quantum tunneling of the 

magnetization (QTM). The application of an external magnetic field could induce the 

frequency-dependent ac susceptibilities (Fig. S6), suggesting that the QTM 

phenomenon could be suppressed. For 1, the maximum of χM’’ appears at 400 Oe, 

which becomes the strongest with the increasing of the applied magnetic field up to 

1000 Oe. Therefore an optimum magnetic field of 1000 Oe was used for temperature- 

and frequency-dependent ac measurements in the temperature range of 1.8-6.0 K 

(Figs. 8, S7). A frequency-dependent signal was observed below 6 K as shown in the 

χM’’ vs T plot (Fig. S7), suggesting slow relaxation of the magnetization, generally 
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attributed to a SMM behavior.  

 

 

(a)                               (b)  

Fig. 8 Frequency dependence of in-phase (χM') (a) and out-of-phase (χM'' ) (b) ac 

magnetic susceptibilities from 1.8 to 4.5 K under 1000 Oe dc field for 1. The solid 

lines are for eye guide. 

 

In contrast with 1, no significant χM'' signals were observed for 2 with the 

frequency of 1-1000 Hz at 1.8 K using an applied magnetic field in the range of 

0-1000 Oe (Fig. S6, right), suggesting that 2 does not exhibit the SIM property at 1.8 

K. 

The Cole−Cole plots were created from the alternating current data of 1 and fit 

using the generalized Debye model28 based on equation 3 to extract the values and 

distribution of the relaxation times: 
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where χT and χS are the isothermal and the adiabatic susceptibility, respectively;  is 

angular frequency;  is the relaxation time; α indicates deviation from a pure Debye 

model.28 As shown in Fig. 9, the Cole-Cole plots of χM'' vs χM' between 1.8 and 4.0 K 

have semicircular profiles, indicative of a single relaxation process. The fitting 

parameters are summarized in Table S5. The parameter α is in the range of 0.00-0.25 

and is found to increase with the decrease of temperature, suggesting a small 

distribution of relaxation times.  

 

  

Fig. 9 Cole-Cole plot obtained from the ac susceptibility data under 1000 Oe dc field 

between 1.8 and 4.0 K for 1. Solid lines represent the best fits to a generalized Debye 

model. 

 

The obtained values of relaxation time in the range 1.8 to 4.0 K were fit by the 

Arrhenius law τ = τ0 exp(Ueff/kT) to give Ueff = 20.8 cm-1 (τ0 = 2.53 × 10-8 s) for 1 (Fig. 

S8). This derivation of the effective energy barrier was based on the assumption that 

the dominant relaxation mechanism is the thermally activated Orbach process in the 

studied temperature range. In fact, the Orbach mechanism is not the necessarily 



19 
 

dominant process, at least in the investigated temperature range. In the Arrhenius plot 

of 1, the obvious curvature implies that non-negligible Raman process contributes the 

relaxation rate. On this ground, a model including Orbach and Raman mechanisms 

was used to analysize the contribution to the relaxation rate in 1 by given equation 

4:29 

τ -1 = CT n + τ0
-1 exp(-Ueff/kT)         (4) 

 

Here, the two terms represent the contributions of the Raman and Orbach processes, 

respectively. The best fitting results of the relaxation time vs temperature curves give 

the following parameters: n = 5.6, C = 1.19 s-1 K-5.6, τ0 = 1.4×10-8 s, and Ueff = 22.7 

cm-1. The fit reproduces the experimental data very well (Fig. S9). The using of 

Orbach model implies that an excited state exists at an energy separation of 22.7 cm-1 

above the ground state to provide the intermediate state in the relaxation process. But 

the first excited state is theoretically predicted to be 167.7 cm-1 higher than the ground 

state for 1. Therefore the Orbach process is unlikely to be involved in the magnetic 

relaxation in 1. When the Orbach mechanism is neglected, the relaxation time data 

could be fit by a power law τ -1 = CTn to give the resulting values n = 8.5 and C = 0.16 

s-1 K-8.5 (Fig. 10). The obtained n value is very close to the expected n = 9 for Raman 

mechanism in Kramers ions, suggesting the dominant contribution of a Raman 

process for the spin relaxation in 1.29 
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Fig. 10 ln(τ) vs ln(T) plot of complex 1. 

Conclusions 

The static and dynamic magnetic studies have been performed on mononuclear, 

six-coordinated Co(II) and Ni(II) complexes (NBu4)[M(piv)3] (piv = pivalate, M = Co, 

1; M = Ni, 2) with a configuration at the midway between the octahedron and trigonal 

prismatic geometry. The joint studies employing the magnetic measurement, HFEPR 

spectroscopy and theoretical calculations confirm the negative sign of magnetic 

anisotropy in 1 and 2. The ac magnetic susceptibility data show that 1 is a 

field-induced SIM, but 2 does not slow magnetic relaxation at 1.8 K. While the 

six-coordinate Co(II) complexes with positive magnetic anisotropy are well studied, 

the examples of the complexes exhibiting field-induced SIM properties due to the 

negative magnetic anisotropy are relatively scarce. This work adds a new number of 

six-coordinate Co(II)-based field-induced SIM with negative magnetic anisotropy. 
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