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ABSTRACT
Real-time transfer optimization approaches offer promising
solutions as they can discover optimal transfer configuration
in the runtime without requiring an upfront work or making
assumptions about underlying system architectures. On the
other hand, existing implementations suffer from slow con-
vergence speed due to running many sample transfers with
suboptimal configurations. In this work, we evaluate time-
series models to minimize the impact of sample transfers with
suboptimal configurations by shortening the transfer dura-
tion without degrading the accuracy. The results gathered in
various networks with rich set of transfer configurations indi-
cate that, in most cases, Autoregressive model can accurately
estimate sample transfer throughput in less than 5 seconds
which is up-to 4x improvement over the state-of-the-art solu-
tion. We also realized that while the most common transfer
applications report transfer throughput at most once a sec-
ond, decreasing the reporting interval is the key to further
reduce the impact of sample transfers by quickly determining
their performance.
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1 INTRODUCTION
Large scientific experiments such as environmental and coastal
hazard prediction [17], climate modeling [15], and high-energy
physics simulations [9] generate data volumes reaching petabytes
per year. This huge volume of data is often moved to remote
sites for various purposes such as processing, collaboration,
and archival. Even though the existing high speed networks
with up-to 100 Gbps network bandwidth have been estab-
lished, many users still experience difficulty reaching the
theoretical maximum throughput, causing underutilization
of resources [7]. A common way to address low-performance
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problems is tuning the application level transfer configura-
tions such as pipelining [10], parallelism [11], concurrency [18],
buffer size [13], block size [23], and striping [2]. While sig-
nificant performance gains can be achieved by tuning these
parameters [6, 10, 23], the optimal configuration depends on
many factors including dataset (i.e., file size and the number
of files), network (i.e., bandwidth, round-trip-time, and back-
ground traffic on network), and end-system characteristics
(i.e., file system and transport protocol). Thus, finding the
best parameter combination is a challenging task due to large
search space and prohibitive cost of exhaustive profiling.

There have been several attempts to tune some of these
application-layer parameters to maximize transfer throughput
using heuristic [3, 6, 7], supervised [14, 21], semi-supervised [4,
5], and unsupervised [20, 23, 24, 28] models. Since heuristic,
supervised, and semi-supervised models require a significant
upfront work and re-adjustments when system configuration
changes, unsupervised methods such as online optimization
are favored as they can adapt to changing network conditions
by discovering the optimal transfer settings in the real-time.
They do this by running a series of sample transfers to evalu-
ate different parameter configurations and swiftly converge
to the optimal setting. Thus, their success heavily rely on the
accuracy and cost of sample transfers. Yet, shared nature of
high performance networks and end system resources leads
to significant fluctuations in transfer throughput, hinder-
ing fast and accurate estimation of average sample transfer
throughput. In addition to its importance for real-time trans-
fer parameter tuning algorithms, sample transfers are also
used in network monitoring [12], workflow scheduling [22],
and adaptive video streaming [19].

Current solutions to conduct sample transfers include
fixed data size [25], fixed-time duration [1], and adaptive
approach [5]. In the fixed data size approach, a pre-calculated
amount of an original dataset (e.g., 10%) is used to run sample
transfers, however it requires an up-front work to determine
the optimal data size which may not be feasible in every
network [25]. On the other hand, the fixed-time approach
requires a fine tuning of time duration that sample transfers
will run, otherwise it may also result in poor accuracy or
take too long to finish. Adaptive sampling initiates whole
dataset transfer and keeps track of throughput periodically
(e.g., once a second). It assumes that transfer throughput is
converged to a value when throughput ratio of two consec-
utive intervals is closer than a defined threshold. Finally, it
stops the transfer and takes average of last two throughput
results as the throughput of the sample transfer. Among
them, adaptive approach promises fast convergence with the
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highest accuracy, however we found that it can fail to con-
verge when transfer throughput exhibit fluctuations due to
network instability or inaccurate throughput measurements.

In this paper, we propose time-series models to predict
sample transfer performance in the runtime expeditiously
and accurately. As opposed to previous work, we neither rely
on historical data nor low-level TCP metrics. Instead, the
models rely on real-time throughput observations to predict
throughput of sample transfers upon convergence, minimizing
the cost of sample transfers without sacrificing estimation
accuracy. Contributions of this paper are as follows:

∙ We introduce several time-series models to process
real-time throughput metrics to predict convergence
throughput of sample transfers in short time duration
with high estimation accuracy.

∙ We investigate the impact of measuring transfer through-
put more frequently in attempt to reduce time to derive
time-series models and estimate convergence through-
put in less than a second.

∙ We conduct extensive experiments using two local area
and two wide area networks with various dataset, net-
work, and transfer configurations to evaluate the pro-
posed models in wide range of scenarios.

The rest of paper is organized as follows: Section 2 explains
the motivation and presents related work in the area of sam-
ple transfer optimization. Section 3 describes the proposed
models as well as the state-of-the-art solutions. Section 3
explains experimental setup and Section 5 discusses the eval-
uation results. Finally, Section 6 concludes the paper with
the summary and potential future directions.

2 MOTIVATION AND RELATED WORK
As pointed out by previous works, the throughput of a data
transfer in shared networks rely on various factors including
dataset characteristics, network settings, transfer configura-
tions, and background load [5–7, 14, 16]. Hence, it is hard to
predict transfer throughput of a dataset in advance. Sample
transfers are used to estimate transfer throughput by probing
network with a given transfer configuration and are used to
identify a configurations that yields the maximum transfer
throughput. The most common way to run sample trans-
fers is to use a portion of original dataset such that sample
transfers could also contribute to actual transfer. However,
there is no consensus on how to schedule sample transfers as
obtaining accurate and timely results is a difficult task due
to unpredictable nature of resource interference.

Figure 1 demonstrates throughput fluctuations over time
for several transfers in different networks. It is clear in the fig-
ure that some transfers experience sharp changes in observed
throughput. In addition, transfer throughput stabilizes at
different times in different networks. While one transfer can
reach to maximum throughput in as short as 3 seconds, it
can take up-to 20 seconds for another one. Although run-
ning sample transfers for the worst-case scenario is possible
to guarantee reaching to maximum possible throughput, it
would significantly increase the search time for real-time

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  5  10  15  20  25

N
o
rm

a
liz

e
d
 T

h
ro

u
g
h
p
u
t

Time (s)

Figure 1: Convergence behavior of file transfers throughput
follows distinct pattern based on network settings, dataset
characteristics and background traffic.
transfer optimization algorithms that aim to find the op-
timal transfer configuration by running a series of sample
transfers. Thus, it is nontrivial to schedule sample transfers
that can capture fast and accurate results without impos-
ing significant overhead. Researchers proposed fixed-size [25],
fixed-duration [1, 8], adaptive [4], and modelling-based [25]
techniques to conduct sample transfers.

Yildirim et al. developed a model to estimate percentage
of dataset size to be used in sample transfers [25]. They first
run extensive experiments to collect accuracy statistics for
various sampling sizes and then runs regression analysis to
extract the relationship between sampling size and transfer
conditions such as bandwidth, RTT, and average file size.
The model is then used to predict optimal sampling size for
future transfers. As the model’s accuracy heavily depends on
the collected data logs, it requires a significant upfront work
to perform well. Moreover, the model estimates sampling size
to be between 10% and 23% of dataset size which would incur
too much delay for large datasets and result in inaccurate
sampling size for small datasets. Moreover, real-time transfer
optimization algorithms would end up transferring the most,
if not all, of the dataset during search phase, turning the
identification of the optimal configuration hardly useful.

In another work, throughput of sample transfers are deter-
mined by running them for a fixed time duration [1]. The goal
is to evaluate different transfer configurations and determine
the one with the highest throughput to energy consumption
ratio. The authors concluded that 5 seconds is sufficient to
predict the performance of any transfer configuration in their
test networks. However, running sample transfers for a fixed
time period involves sensitive tuning of the duration based
on network conditions since a single value could be too short
for some networks and too long for others. Indeed, we have
observed in our experiments that transfer convergence speed
could take up to 20 seconds in some networks due to slow
connection setup and high bandwidth-delay product.

In a previous work [4], we proposed an adaptive sampling
in which we start transferring an entire dataset and monitor
throughput periodically. If throughput of two consecutive
monitor intervals are closer than a defined threshold, we stop
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the transfer and take the average throughput of last two
intervals as the throughput of the sample transfer. Adap-
tive approach works well if the throughput does not exhibit
much fluctuations upon convergence. However, our experi-
ments showed that this assumption may not hold true in
shared networks with unpredictable network and end system
congestion.

3 PROPOSED MODELS
We aim to estimate the transfer throughput of sample trans-
fers quickly and accurately in the runtime. To achieve this
goal, we experiment with following time-series and regression
based models:

∙ Negative polynomial model
∙ Auto Regressive (AR) model
∙ Auto Regressive Moving Average (ARMA) Model
∙ Auto Regressive Integrated Moving Average (ARIMA)

model
∙ Adaptive Sampling by Arslan et al. [5]
∙ Fixed data size mode by Yildirim et al. [25]

3.1 Negative Polynomial Model
The negative polynomial model leverages TCP slow start
behavior in which throughput of a transfer starts with small
values and quickly converges to available network bandwidth.
Thus, it relates transfer time to transfer throughput as shown
in Equation 1. In the model, 𝑋𝑡 refers to the throughput, 𝑡
refers to the time since start of transfer, 𝑎 and 𝑏 are coeffi-
cients. Nonlinear least squared method is used to calculate
the value of 𝑎 and 𝑏. Instead of deriving one model for all
networks and transfers using historical data, we solve the
equation (aka finding the 𝑎 and 𝑏 values) in the run-time for
each transfer as transfers exhibit unique behavior based on
network settings and dataset characteristics. Let’s assume
we started a transfer and observed throughput values 250,
1250, 1980 Mbps in the first three seconds, then nonlinear
least square method is used to estimate the coefficient values
that minimizes the difference between estimated and actual
throughput values. Figure 2 visualizes the negative polyno-
mial models with respect to actual transfer throughput. The
model is derived based on first four throughput data1. After
deriving the equation and finding corresponding 𝑎 and 𝑏 val-
ues, future values are estimated by plugging increasing time
values in Equation 1. As it can be seen in the figure that
the negative polynomial function can accurately estimate
average throughput value when transfer throughput follows
a predictable and stable pattern.

𝑋𝑡 = 𝑎 − 𝑏

𝑡2 (1)

3.2 Autoregressive (AR) Model
In Autoregressive model uses observations from previous time
steps as input to predict the value at the next time step as
shown in Equation 2. 𝑋𝑡 is a predicted value, 𝑐 is a constant,
1Unless specified throughput values are obtained once a second, making
this data collection to run four seconds

Figure 2: Negative polynomial function.

and 𝜙𝑝 is the coefficient for the lagged variable. Since time
series data can evolve over time, AR model only considers
recent previous data to quickly adapt to changing conditions.
In Equation 2, it considers last 𝑝 data points (i.e., throughput
results) when estimating the value of current time, 𝑋𝑡. In
case of estimating sample transfer throughput estimation,
throughput values from first few seconds are given as input
to AR to generate 𝑐 and 𝜙𝑖 which are then used to predict
𝑖𝑡ℎ’s second throughput. AR might be a good fit to sampling
problem since it can capture throughput behavior of TCP
flows. TCP uses packet sent in previous steps to calculate
the number of packets to send in next step (true even in
the case of packet loss events), so AR can correctly capture
TCP window size regulation process when 𝑝 is set properly.
In addition, it also performs well when throughput results
exhibit predictable stable fluctuations by means of error
factor, 𝜀𝑡.

𝑋𝑡 = 𝑐 +
𝑝

𝑖=1
𝜙𝑖𝑋𝑡−𝑖 + 𝜀𝑡. (2)

3.3 AutoRegressive Moving Average (ARMA)
Model

AutoRegressive Moving Average (ARMA) model is composed
of two parts as autoregression (AR) and moving average
(MA). In the equation 3, the first part with 𝑋𝑡 belongs
to AR and the second part with 𝜀𝑡−𝑖 belongs to MA. The
AR part makes regression on past values of throughput and
the MA part constructs an error term using previous error
values which represents noise in data. Compared to AR,
ARMA is more robust to recent fluctuations in data as a
result of capturing lagged error rate. The ARMA model can
capture throughput fluctuations as a result of congestion
and packet loss. When TCP is exposed to a packet loss,
its throughput will experience a sharp decrease followed
by a recovery phase. Thus, while instant throughput may
exhibit fluctuating behavior, average throughput is expected
to smooth out sharp increase and decreases.

𝑋𝑡 = 𝑐 + 𝜀𝑡 +
𝑝

𝑖=1
𝜙𝑖𝑋𝑡−𝑖 +

𝑞

𝑖=1
𝜃𝑖𝜀𝑡−𝑖. (3)

3.4 Autoregressive Integrated Moving Average
(ARIMA) Model

Autoregressive Integrated Moving Average (ARIMA) model
projects the future values of a series based entirely on its own
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Specs Storage CPU Memory (GB) Bandwidth (Gbps) RTT (ms) Transfer Count

XSEDE (Stampede2-Comet) Lustre 28 x Intel Xeon Gold 6132 @ 2.60 GHz
24 x Intel Xeon E5-1660 @ 3.20 GHz

96
64 10 40 28,209

ESnet RAID-0 12 x Intel Xeon E5-2643 @3.40GHZ 128 100 89 5,218
Pronghorn GPFS 16 x Intel Xeon E5-2683 @2.10GHz 192 10 0.1 2,316
HPCLab NVMe SSD 16 x Intel Xeon E5-2623 @2.60GHz 64 40 0.1 16,383

Table 1: System specification of experiment networks.

inertia. AR part of ARIMA is similar to the AR model which
uses 𝑝 fixed previous observations to extract dependence to
past observations. Integrated (I) part allows to eliminate the
trend and seasonality and stabilizing the mean of the time
series. Finally, MA is used to smooth out short-term fluctua-
tions and highlight longer-term trends or cycles. Compared
to AR and ARMA, ARIMA performs better when there is
seasonal fluctuation in dataset.

3.5 Adaptive Sampling
Adaptive approach relies on the assumption that throughput
will stabilize upon convergence [5]. Thus, it compares con-
secutive throughput values to determine if a given transfer
has reached to convergence point. It stops when the last
observed throughput is 𝑥% closer to throughput of previous
time step. For example, if throughput of a transfer returned
10,20,30,35,45 values in the first five seconds and 𝑥 is set
to = 8%, then adaptive sampling will stop after observing
the value of 35 as the ratio between 30 and 35 is less than
8%. Adaptive sampling achieves good performance if the
transfer throughput exhibits small fluctuations upon conver-
gence. However, it is susceptible to early termination when
throughput of a transfer increases slowly but steadily, poten-
tially because of consecutive packet losses at the beginning
of the transfer. It will also perform poorly when throughput
does not stabilize significantly after reaching to the maxi-
mum which can happen when transferring many files since
throughput may experience sharp changes when finishing one
file and starting to another one due to disk I/O overhead.

3.6 Fixed Data Size Sampling
Yildirim et al. proposed a model to determine the size of
dataset to use in the sample transfers [25]. Unlike the models
that we discussed thus far which rely on throughput results to
e captured in the runtime to stop sample transfers, fixed-data
size solution transfers a small portion of a dataset to run
sample transfers. Once the transfer is completed, it measures
time which is then used to calculate sampling throughput. To
determine the optimal size for sample transfers, Yildirim et al.
collected historical data and run regression analysis to derive
a linear model that relates sampling data size to file size and
bandwidth-delay-product. On average, the model estimates
data size to be between 10% and 23% of original dataset size.
While this is a promising step to avoid fluctuation in real-
time throughput values, it has two major drawbacks. First,
it relies on historical data to be collected in each network for
each distinct datasets to accurately derive a model. Second,
sample data size could be significantly large for bulk transfers.

For example, when transferring 1 TB of data, sample transfer
would require 100-230 GB of data to be used which will
unnecessarily take a long time to finish.

4 DATA COLLECTION
To evaluate the described models in realistic traffic scenarios,
we ran file transfers in various local and wide area networks
as shown in Table 1 and collected throughput reports periodi-
cally. The models are then given a portion of these reports to
evaluate their accuracy in predicting actual transfer through-
put. For local area experiments, we used HPCLab servers at
University of Nevada, Reno (UNR) and UNR campus clus-
ter, Pronghorn. While HPCLab servers have direct attached
NVMe SSDs, Pronghorn is supported by distributed file sys-
tem, GPFS. XSEDE and ESnet transfers represent wide-area
network conditions with 40 ms and 89 ms delay between end
points. In total we ran 52,126 transfers using various file sizes
(i.e, in a range of 1 MB - 100 GB) and counts. We also tested
different transfer configurations by tuning application-layer
parameters, concurrency and parallelism. Concurrency sets
the number of concurrent file transfers whereas parallelism
defines the number of network connections for single file
transfer. These parameters have proven to be effective in in-
creasing transfer throughput by mitigating network and end
system bottlenecks [5, 14, 26, 27]. We used custom GridFTP
client to run transfers in XSEDE since data transfer nodes
in XSEDE sites only support GridFTP protocol. We config-
ured GridFTP transfers to report transfer progress in once
a second and saved the reported throughput values of each
transfer to a separate file. We used FTP and GridFTP trans-
fers to collect transfer logs in HPCLab, Pronghorn, and ESnet.
While GridFTP only supports throughput to be reported
at most once a second, our custom FTP protocol allowed
us to measure transfer throughput more frequently. Thus,
while a majority of experiments in this paper relies on trans-
fer throughput collected in every one second, we evaluated
sub-second data collection frequency in Section 5.1.

After running transfers and collecting throughput periodi-
cally, we calculate average throughput of each transfer which
is used to compare against the estimations of the models.
Except Yildirim’s model which does not process real-time
throughput values, the accuracy of other models is measured
as follows. A model is given first three data points from
throughput log file to train them. Once the model is trained,
it predicts the next data point, which is compared against
fourth data point from throughput log file. If they are closer
than a certain threshold, then the models is assumed to be
converged and its convergence time is marked as three sec-
onds. If the estimation is not close enough, then the models
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Figure 3: Evaluation of Optimal solution in terms of time and accuracy for various stopping conditions.
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Figure 4: Convergence time and error rate comparison of algorithms for all network results when 10% stopping threshold is used
except for fixed data size approach [25]

is retrained with four data points and its convergence is eval-
uated based on its estimation of fifth data point. The model
is trained with more throughput data points until their next
data point estimation is close enough to actual data point
for the corresponding time. Once the model is able to make
accurate estimation of the next data point, the model pre-
dicts average throughput, typically through estimating more
data points and taking average of them. Finally, the model’s
average throughput estimation is compared against actual
average throughput of transfer to calculate its accuracy.

4.1 Optimal Solution
As shown in Figure 1, throughput behavior of transfers in
different networks differ in terms of convergence time and
stability. Thus, before evaluating the performance of the mod-
els in estimating sample transfer throughput, we first define
Optimal solution that can be used to evaluate the success of
models. We first calculate average throughput of previously
executed transfers by dividing the datasize to transfer time.
Then, the Optimal solution scans time-series throughput data
and determines the time in which throughput is within cer-
tain range of actual average throughput. By comparing the
models’ performance against the optimal solution, we can
see if a model performs poorly due to its design or inherent
nature of the test environment. For example, if throughput of
a transfer converges at 20𝑡ℎ second, then none of the models
are expected to converge earlier as it would lead to inaccurate

estimation of average throughput. We defined the Optimal
solution as follows: It calculate the throughput of last four
data points and compares against actual average throughput.
If they are closer than a threshold, we call the last time data
point as the optimal convergence time. To give an example,
when instantaneous throughput of a file transfer is observed
as 100, 300, 120, 610, 550, 600, 450, 400, 650, 310 Mbps,
average throughput becomes 409 Mbps. When threshold is
defined as 10%, the Optimal solution takes the average of
the last four data points and stops at 5𝑡ℎ since average of
300, 120, 610, 550 becomes 395 Mbps, falls within the range
of 10% error rate of average throughput. Its error in this
example becomes |395−409|

409 = 3.4%.
We evaluated various threshold cases in Figure 3. It is clear

that as the threshold increases, it takes longer to convergen
in exchange of lower error rate. It is interesting to observe
that average error rate for threshold 10% is around 5% as
one might expect it to be close to 10%. However, this is due
to the fact that threshold defines the upper bound for the
error rate, letting actual error rates to vary between 0-10%
which averages to 5%. Moreover, 40% threshold leads up-to
30% error rate while keeping convergence rate less than 5
seconds. On the other hand, 5% threshold lead to 12 seconds
convergence time while keeping error rate less than 3%. Since,
we want to find a model that can estimate sample transfer
throughput within a reasonable time and error rate values,
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we used 10% threshold to compare against the models in the
next section.

5 EVALUATIONS
In this section, we evaluate the performance of different mod-
els in terms of convergence time and estimation accuracy.
Convergence time is determined by setting a threshold for
each model as a stopping condition. We define stopping con-
dition for the algorithms as follows: Adaptive sampling model
stops when last two consecutive throughput values are close
than a certain percentage, thus the threshold defines the
percentage of closeness. For example, 5% stopping condition
for Adaptive model will stop sample transfer when it ob-
serves two consecutive throughput values that are within 5%
range of each other. Negative Polynomial model (shown as
Polynomial in the figures) starts to read the transfer logs
one by one and trains its model using least square regres-
sion. Then, the derived model is used to estimate next data
point which is compared against the actual data point from
throughput data. It stops when estimation and actual values
are within 5% range. Similarly, Autoregressive model reads
instantaneous throughput data one by one and trains the
model. Then, the model is used to predict the next data
point to compare against actual data for corresponding time
value. If the prediction is 5% close to actual value, then it
stops and marks the sample transfer as completed. In the
case of Yildirim’s model, we did not define stopping condition
since it transfers fixed data size to predict sample transfer
throughput, thus its error rate and accuracy values are fixed
across different threshold values. Finally, we also added result
from optimal solution as given in Figure 3 to understand how
close each algorithm to the optimal solution.

Figure 4 shows the performance comparison of the models
when evaluated against all transfer logs collected in all net-
works. It is clear that ARIMA and Yildirim’s model causes
up-to 40% higher error rate without no significant improve-
ment in convergence time. While ARMA can obtain around
10% lower error rate compared to Autoregressive and Polyno-
mial models, its convergence time is almost 50% higher than
the other two models. Autoregressive and Polynomial models
appear to yield the best performance when both time and
error rate considered considered at the same time. Hence, in
the following results, we omit ARMA and ARIMA and focus
on the performance evaluations of Autoregressive model.

Figure-5 shows error rate and convergence time of the
models in HPCLab testbed. Autoregressive model yields the
lowest error rate for all threshold values. As the stopping
condition increases from 5% to 30%, the error rate for Autore-
gressive model increase slightly due to fairly stable transfer
throughput in this network. On the other hand, average con-
vergence time of all transfers in HPCLab network decreases
from around 7 seconds to around 4 seconds since the model
can find a throughput value to satisfy stopping condition
earlier. These results indicate that, throughput of transfers
in HPCLab experiments converges quickly and exhibit fair
amount of fluctuations upon the convergence. Consequently,
large stopping threshold values yield up-to 80% quick decision

with only 10% worse error rate compared to low stopping
condition cases. On the other hand, Yildirim’s model achieves
12.5% error rate with 7.8s convergence time. Compared to
other models, its accuracy is mostly better but convergence
time is nearly twice large than others for increased stopping
threshold case. It is also important to note that, Yildirim’s
approach requires an up-front work to derive a model that
can estimate optimal sampling size. Adaptive model performs
the worst of all in all stopping thresholds which can be at-
tributed to its inability to leverage from complete history as
it only considers last two data points. Finally, polynomial
model has the fastest convergence time but its error rate is
higher than Autoregressive model. Figure 5(c) shows cumu-
lative distribution function for convergence time with 20%
convergence rate where the slow convergence behaviour of
Yildirim’s model can be observed.

Figure 6 shows the evaluation results for Pronghorn testbed.
Similar to HPCLab network, Pronghorn experiments are con-
ducted between two servers in same local area network. While
Yildirim’s model has the lowest error rate with 6%, its con-
vergence time is nearly 4x higher than other models. Again,
Autoregressive model yields the lower error rate compared
to Adaptive and Polynomial models with less than 10% in
all thresholds values. Its convergence time is also similar to
Polynomial model which has the lowest convergence time
in all threshold values except 5%. Adaptive sampling again
falls behind of Autoregressive and Polynomial models both
in terms of convergence time and error rate.

Figure 7 shows the results for ESnet testbed where source
and destination end points are connected with 100 Gbps
bandwidth and 89 ms RTT. Yildirim’s model achieves as
low as 5% error rate which is close to optimal solution. In
exchange, it leads to significantly higher time to converge as
shown in Figure 7(b). Polynomial and Autoregressive models
perform similar in most cases with less than 15% error rate
and less than 5 seconds convergence time. However, Polyno-
mial model takes 25% more time to converge in 5% threshold
case. On the other hand, Adaptive approach achieves less
than 4 seconds convergence time at all threshold conditions
but yields 20-25% higher error rate compared to Autore-
gressive and Polynomial models. CDF of convergence time
again reveals that Yildirim’s model leads to significantly high
convergence time. Autoregressive, Polynomial, and Adaptive
models, however, perform similar with Polynomial model
converging slightly better.

As opposed to other testbeds, XSEDE causes significantly
higher error rates due to its shared nature of end system
and network resources as shown in Figure 8. While error
rates for HPCLab, Pronghorn, and ESnet for Autoregressive
were below 15% for all threshold levels, it exceeds to 30%
in 30% threshold case in XSEDE. Polynomial model yields
10-20% lower error rate compared to Autoregressive and
Adaptive models. In return, its convergence time is 10-15%
higher. Autoregressive model yields the lowest convergence
time in all threshold values. In overall, Autoregressive model
performs consistent across all testbed with reasonably well
accuracy and convergence time values. Moreover, Although
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Figure 5: Performance comparison of algorithms in HPCLab network transfers. Autoregressive model keeps the error rate below
12% and convergence time below 7 seconds.

Yildirim’s model achieves low error rate in all networks, its
convergence time is prohibitively high, making it infeasible to
use for real-time optimization. While Polynomial model can
also offer comparable performance in most cases, its error
rate can be up-to 20% worse than Autoregressive.

5.1 Throughput Calculation Frequency
In this section, we investigate the impact of collecting through-
put results in sub-second intervals in attempt to achieve faster
convergence time which is critical to be able to run many
sample transfers in a timely manner. While GridFTP servers
do not support populating instantaneous throughput values
in sub-second intervals, we configured our custom FTP client
report transfer throughput in every 100ms in HPCLab and
Pronghorn networks. Then, we evaluate the models and to
calculate the convergence time and error rate as shown in
Figure 9(c). Yildirim’s model is not shown in the average
convergence time and CDF of convergence time figures (Fig-
ure 9(b) and 9(c)) as it takes nearly 10x more time than
other models as it does not benefit from real-time throughput
values and transfers large portion of dataset to run sample
transfers.

Figure 9(b) shows that all models converge in less than a
second. On the other hand, this leads to increased error rate.
While Autoregressive model achieves less than 12% error rate
for HPCLab and Pronghorn networks as shown in Figure 5
and 6, its error rate reaches to 20% when tested with more
granular throughput data. However, this can be a reasonable

trade-off when compared to 4-6x reduction in convergence
time.

6 CONCLUSION AND FUTURE WORK
In this work, we propose and evaluate time-series models
to estimate throughput of sample transfers and alleviate
sampling overhead for real-time transfer optimization. The
results indicate that time-series analysis using Autoregressive
model can achieve less than 12% error rate in most cases
with less than 5 seconds convergence time. However, the error
rate and convergence time increase in shared networks due to
resource interference at the storage, server, and network levels.
Moreover, we found that calculating transfer throughput more
often than once a second can help to lower convergence time
over 6 times while deteriorating error rate by 5-10%. As a
potential direction in the future work, we aim to investigate
the models in controlled congestion environment to find out
how they are affected as background traffic intensifies.
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Figure 8: Performance comparison of algorithms in XSEDE network. As opposed to other testbeds, XSEDE causes significantly
higher error rates due to its shared nature of end system and network resources.
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Figure 9: Collecting throughput reports at higher granularity can help to significantly reduce sample transfer time.
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