AN EFFICIENT ENSEMBLE ALGORITHM FOR NUMERICAL APPROXIMATION OF
STOCHASTIC STOKES-DARCY EQUATIONS

NAN JIANG* AND CHANGXIN QIU f

Abstract. We propose and analyze an efficient ensemble algorithm for fast computation of multiple realizations of the
stochastic Stokes-Darcy model with a random hydraulic conductivity tensor. The algorithm results in a common coefficient
matrix for all realizations at each time step making solving the linear systems much less expensive while maintaining comparable
accuracy to traditional methods that compute each realization separately. Moreover, it decouples the Stokes-Darcy system into
two smaller sub-physics problems, which reduces the size of the linear systems and allows parallel computation of the two
sub-physics problems. We prove the ensemble method is long time stable and first-order in time convergent under a time-step
condition and two parameter conditions. Numerical examples are presented to support the theoretical results and illustrate the
application of the algorithm.

1. Introduction. Many engineering and geological applications require effective simulations of the cou-
pling of groundwater flows (in porous media) and surface flows. Accurate simulations are usually not feasible
due to the fact it is physically impossible to know the exact parameter values, e.g., the hydraulic conductivity
tensor, at every point in the domain as the realistic domains are of large scale and natural randomness occur
at small scales. Consequently, these uncertainties must be taken into account to obtain meaningful results.
The usual way is to model the parameter of interest as a stochastic function that is determined by an under-
lying random field with an prescribed (usually experimentally determined) covariance structure, and then
recast the original deterministic system as a stochastic system. As a result, numerical approximations that
involve repeated sampling and simulations pose great challenges on the computer resources and capability.
A recently developed ensemble algorithm was devoted to address this issue. Jiang and Layton [26] studied an
efficient ensemble algorithm for solving multiple realizations of evolutionary Navier-Stokes equations. The
algorithm results in a common coefficient matrix for all realizations corresponding to different initial condi-
tions or body forces, and thus efficient direct or iterative solvers can be used to reduce both required storage
and computational time. This algorithm has been extensively tested and shown to be able to significantly
reduce the computational cost, [15, 27, 28, 31, 37]. Herein we follow the same idea and develop an efficient
ensemble algorithm for simulating the coupling of groundwater flows and surface flows.

In this report, we consider a linear Stokes-Darcy model for the coupling of the surface and porous
media flows, where the Stokes equations describe the incompressible surface fuild flow and the Darcy model
describes the groundwater flow in porous media. For derivation and more detailed discussions of the Stokes-
Darcy model, see [3], [9], [10], [38], [35], [12], [24]. Let D, denote the surface fluid flow region and D,
the porous media flow region, where D¢, D, C R%(d = 2,3) are both open, bounded domains. These two
domains lie across an interface, I, from each other, and Dy N D, = 0, Df N Dp = I, see Figure 1.1.

Dy

Fig. 1.1: A sketch of the porous median domain D,,, fluid domain D¢, and the interface I.

The Stokes-Darcy model is: Find fluid velocity u(x,t), fluid pressure p(x,t), and hydraulic head ¢(z,t)
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that satisfy

up — vAu+ Vp = fi(z,t),V-u =0, in Dy,
So¢r =V - (K(2)V) = fp(x,t), in Dy, (1.1)
&(z,0) = ¢o(x), in D, and u(z,0) = up(x), in Dy,
¢(x,t) =0, in 0Dp\I and u(z,t) =0, in ODs\I.

Let ny/, denote the outward unit normal vector on I associated with Dy, where ny = —n,,. The coupling
conditions across I are conservation of mass, balance of forces and the Beavers-Joseph-Saffman condition on
the tangential velocity:

u-ng—KVo-n,=0and p—v ny-Vu-Niy =goon I,

—v Vu- iy = \/%u -7; on I, for any tangential vector 7; on I.
see [4], [41], [25]. Here, g, K, v and Sy are the gravitational acceleration constant, hydraulic conductivity
tensor, kinematic viscosity and specific mass storativity coefficient, respectively, which are all positive. K is
assumed to be symmetric positive definite (SPD).

In simulations of porous media flows, the major difficulty is the determination of the hydraulic con-
ductivity tensor K. In the simplest case of isotropic homogeneous media, the hydraulic conductivity tensor
is diagonal and constant. But in most geophysical and engineering applications, the media are usually
randomly heterogeneous, and each component k;;(z,w) of the hydraulic conductivity tensor is a random
function that depends on spatial coordinates. Then the problem becomes solving a stochastic PDE system
instead of a deterministic PDE system and the goal of mathematical analysis and computer simulations is
the prediction of statistical moments of the solution, such as the mean and variance. The most popular ap-
proach in solving a PDE system with random inputs is the Monte Carlo method, which is easy to implement
and allows the use of existing deterministic codes. The main disadvantage of the Monte Carlo method is its
very slow convergence rate 1/ V/J, which inevitably requires computation of a large number of realizations to
obtain useful statistical information from the solutions. Other ensemble-based methods have been devised to
produce faster convergence rates and reduce numerical efforts including multilevel Monte Carlo method [2],
quasi-Monte Carlo sequences [32], Latin hypercube sampling [23], centroidal Voronoi tessellations [40], and
more recently developed stochastic collocation methods [1, 45] and non-intrusive polynomial chaos meth-
ods [22, 39]. All these methods are non-intrusive in the sense that the stochastic and spatial degrees of
freedom are decoupled and deterministic codes can be used directly without any modification. However,
repetitive runs of an existing deterministic solver can be prohibitively costly when the governing equations
take complicated forms.

A recent ensemble algorithm aiming at significantly reducing the computational cost of the ensemble
simulations and consequently improving the performance of the aforementioned ensemble-based stochastic
approaches was proposed in [26]. This ensemble algorithm solves all realizations simultaneously instead of
solving them individually. It utilizes the mean of the solutions at each time step to form a coefficient matrix
that is independent of the realization index j, that is, all realizations have the same coefficient matrix at
each time step. Then the problem reduces to solving one linear system with multiple right hand sides, for
which the computational cost can be significantly reduced. This ensemble algorithm has been extensively
studied and tested for ensemble simulations to account for uncertainties in initial conditions and forcing
terms [26, 29, 27, 30, 31, 37, 44]. Some recent work include incorporating model reduction techniques to
further reduce computational cost [15, 16], and devising ensemble algorithms to account for various model
parameters of Navier-Stokes equations [17, 18], Boussinesq equations [14] and a simple elliptic equation [36].
In this paper, we will further develop the ensemble algorithm for computing an ensemble of the Stokes-
Darcy systems to account for uncertainties in initial conditions, forcing terms and the hydraulic conductivity
tensor. Herein we consider computing an ensemble of J Stokes-Darcy systems corresponding to J different
parameter sets (u}, 09, fr;, fp, K;), 5 =1,...,J,

uj s — viAu; + Vp; = fri(z,t), V-u; =0, in Dy,

Sopje =V - (Kj(@)Ve;) = fpi(x,t), in Dy, (1.2)
2



¢j(x,t) =0, in OD,\I and u;(x,t) =0, in ODy\I.

Here we assume there are uncertainties in initial conditions u°(z), ¢°(x), forcing terms fs(z,t), f,(z,t) and
the hydraulic conductivity tensor K(z), and (u?7¢?, fti» fpj»KCj) is one of the samples drawn from the
respective probabilistic distributions. J is the number of total samples.

The Stokes-Darcy equations have intrinsic difficulties with the coupling of equations. There is a vast
literature on numerical methods for solving evolutionary Stokes-Darcy problem, including monolithic meth-
ods that use implicit time discretization followed by domain decomposition iterations, [5, 6, 9, 11], and
partitioned timestepping methods that decouple the original problem into two subregion problems reducing
the size of the linear systems to be solved and allowing parallel computation of the two subregion problems,
[8, 33, 35, 38, 42, 43]. In this paper we study a partitioned, ensemble timestepping method to compute the
Stokes-Darcy models with different parameter sets. Specifically, the algorithm reads

ALGORITHM 1.1. Find (u?“,p?“,gb?“) € Xy x Q5 x X, satisfying V (v,q,v¥) € Xy x Q5 x X,

s
(At (VU Vo) Y / (gt 7 (v F) ds
— JI
I i

+Z/I(77i,j =) (uf T (v T) ds — (pf TV )+ er(v ) = (ff 1)y,
(¢, V-ui*hy =0, (1.3)
¢t —o} v C\V "
oo (e 0) 49K, 0), 4 o((K; - KI5, T0),
p

- CI(“/?)qnlj) = g(f£j17z/})l7

where

7 J
~1 aBJs 1
K:j;’% Nij = —m———= and m:j;m’j'

VA K

This algorithm decouples the original problem into two sub-physics problems, which can be run in
parallel. Moreover, at each time step, all realizations share the same coefficient matrix, which allows the use
of efficient block solvers, e.g, block CG [13], block GMRES [21], or direct solvers such as LU factorization,
to reduce both storage and computation time.

This paper is organized as follows. Section 2 gives mathematical preliminaries and defines notation.
In Section 3 we prove the long time stability of the proposed method under a time-step condition and two
parameter conditions. In Section 4, we discuss an alternative approach for the case that K has simpler
structures. We prove this method is long time stable under a similar time-step condition, without any
parameter conditions. In section 5, we study the convergence and error estimates for the proposed method
and prove that it is first order convergent in time. Section 6 gives a brief introduction on how to combine our
ensemble algorithm with the Monte Carlo method to approximate the stochastic Stoke-Darcy system and
derives an error estimate on the expectation of the L? norm of the error for approximating E[u(z,t,,w)].
Section 7 numerically tests the proposed ensemble method and illustrates our theoretical results. Final
conclusions and future directions are discussed in Section 8.

2. Notation and Preliminaries. We denote the L?(I) norm by || - ||; and the L*(D;/,) norms by
| - Il¢/p: the corresponding inner products are denoted by (-,-)s/,. Further, we denote the H*(Dy,,) norm
by || - |z*(p;,,)- The following inequalities will be used in the proofs, [35].

1@l < C(Dp)\/N18llp Ve llp, (2.1)
[ullr < CD)3/Nlull | Vull s, (2.2)

where C(Dy,,) = O(\/Lyp), Ly p = diameter(Dy ).
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Define the function spaces:
Velocity: Xy :={v € (Hl(Df))d cv=0o0n 0D;\I},

Pressure: Qf := {q € L2(Df) : / qdr = 0} ,
Q
Hydraulic Head: X, := {1 € H'(D,) : 1 = 0 on 9D,\I}.

To discretize the Stokes-Darcy problem in space by the finite element method, we choose conforming
velocity, pressure, hydraulic head finite element spaces based on an edge to edge triangulation (d = 2) or
tetrahedralization (d = 3) of the domain Dy, with maximum element diameter h:

X} cXp,Q}CcQyp, X} C X,

The continuity across the interface I between the finite element meshes in the two subdomains is not assumed.
The finite element spaces (X J’Z', Q?) are assumed to satisfy the usual discrete inf-sup /LBB" condition for
stability of the discrete pressure, see [19] for more on this condition. Taylor-Hood elements, [19], are one
such choice used in the numerical tests in Section 7.

We will also consider the discretely divergence-free space:

th = {Uh S X}l : (qh,V . ’Uh)f =0, th S QI}}

Define
cr(u,¢) = g/¢u Ny ds.
I

Let Cp ¢ and Cp,, be the Poincaré constants of the indicated domains and kmm( ) be the minimum eigen-
value of the mean hydraulic conductivity tensor IC( ). Define Epin = mingegq, k:mm(x) and two parameter-
dependent constants

C% ;[gC(Dy)C(Dy)]*
o, - ChslsCONCDE

C},9°[C(Dy)C(Dy)]*
4p? '

4k?

min

Then we have the following estimates for the coupling term c;(u, ¢).
LEMMA 2.1. For any (u,¢) € X5 x X, and any €, €2, a1, 51 > 0,

1 €1
ler(u, ¢)] < E\\qﬁlli + gcanwn,% + a1 VullF, (2.3)

20y

1
ler(u, ¢)| < EHUH? + [Vull} + Bi1gkminl Vol (2.4)

62

Proof. The proof is similar to that in [35]. Using inequalities (2.1) and (2.2), as well as the inequality
abe < 1a* + 1b* + %, we have

er(u.6) =g / pu- iy ds < gC(DR)C(Dp 18],V ellp/ Iull | Vul

1
(1/4||¢||;/2> <gc<pf)o<p A “2||v¢||1/2> (o272 vl
€1 Q" v

1 2, “ 2 2
— —C1||V \% ,
1191+ ZCIVel; + anl Vul}

IN

and

cr(u.6) = g [ du-iig ds < gD 01Tl Il 17l
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B%/Q(gkmzn)1/2

€9 =
7@ lull} + =5 C2lVul} + Bigkminl VIl
1

1 -
< ( 1/4llul”2> <gc<Df>C<D o' O Vu ||”2> (812 (Gmin) 211V 6,
€2

The fully discrete approximation of (1.2) is:
ALGORITHM 2.2. Find (u ?Zl,p?,tl,dfﬁl) € X]}} X Q}; X X{j satisfying ¥V (vn, qn, ¥n) € X}’ X Q? X Xz’}’

<M Uh) + v(Vu" T, Vo) +Z/77 Y(op, - 7;) ds
At PR ; Gih )s v §
+§j/ (1o — ) (e, - 72)(on - 7) ds — (pyzl,vvh)ﬁcz(vm W) = 7T on),
(qn, V-l s =0, (2.5)
n+1 n
950 <¢hmh w) + 9KV Vi) + 9((K; = K)V . Vi),
p

- CI(U?,IN 1/’h) = g(f;ij_lv ’l/)h)P'
Moving all the known quantities to the right hand side, the algorithm is as follows.

it -,
(mh> AR CIEDD / w7 7) ds
!

~ (o Vo) = G o)y Z/ Ol = 16) (- 7) (0 - 72) ds — cxlon, 0L),
(qh, A u?’—’tl)f = 0, (2.6)
('ZSZ—;L_l B ;Lah - n+1
950 T’wh + g<l<:v¢j7h V),
p
= g(f;j_la ¢h)p - g((IC] - ’E)VQSZ}L) VI/})p + CI(UZ7 d)h)'

Each time step requires the solution of two sets of linear systems (for (u;, p;) and ¢, respectively), where
each set has the same, shared coefficient matrix:

A U1 “ e
pl PR

uy
=|RHS: | --|RH 2.7
W | = (s, RS, (2.7

Bl o1 || ¢ ] =[RHS] || RHS]). (2.8)

This structure of the linear systems allows the use of efficient iterative solvers or direct solvers such as
LU factorization for fast calculation. The two sets of linear systems (2.7) and (2.8) can also be run in parallel
to reduce the computation time.

3. Stability Analysis. Let |-|> denote the 2-norm of either vectors or matrices. Let kj pmin (), kmin(2)
be the minimum eigenvalue of the hydraulic conductivity tensor K;(z), K(z) respectively, and p(z) be the
spectral radius of the fluctuation of hydraulic conductivity tensor K;(x) — K(z). Since both K;(x) and K(z)
are symmetric, |K;(z) — K(z)|2 = pj(z). We then define the following quantities that will be used in our

proof.

/max /max /max

Mg = max 73,5 () — ()], ; = max ni e = IJ?EI? i (z),
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kj,min = min kj,min(-r)y kmzn = min kj,mina kmzn = min kmzn($)>
reD, 7 €D,
/ _ / o ’
pj,maw - HéaDX pj,m(u' (Jf), Pmaz = mjax pj,'rnaw'

We prove long time stability of Algorithm 2.2 under a time-step condition and two parameter conditions

2(1 -y — Oég)ﬁ% vk? (1 — b1 —P2— Z"A)al v l?:mmS

At < min min , 3.1

CD0D,Cs, ¢[00 ics, ¢ (8-1)
nzmax < nmzn (32)
pmar < km“’b (33)

REMARK 3.1. The two parameter conditions (3.2) and (3.3) relate to the probability distribution of the
random hydraulic conductivity tensor. They require the magnitude of the fluctuations be smaller than the
magnitude of the mean. In many applications, this can be easily achieved by dividing the ensemble of samples
into smaller ensembles.

THEOREM 3.2 (Long time stability of Algorithm 2.2). If the two parameter conditions (3.2), (3.3) hold,

and there exist ay, o, B1, B2 in (0,1) such that the time-step condition (3.1) also holds, then the Algorithm
2.2 is long time stable: for any N > 0,

1 g5
SISl + SN0 + AR LIV + a3 T [l ) s (3.4)

1 C max
(At21 + Atgp ) Vo3 ll5
<1

=3

950

2 ﬁ;nzn R
[ufnllF + o5 nlls + A IVl 17 + At Y o [ (uf), - 7)? ds
B 2 i
1 i

N-1 N-1

A QLQ A gpmaq: v 0 12 A Cl%f n+1 A gCP,P n+1 2

M GO A o LN R BE ool R R D » s L0
n=0

Proof. Setting vy, = u] h , o = ¢;le-1 in Algorithm 2.2 and adding all three equations yields

1 n m
s I = s il + sl = wall3 + v Ve I3 (35)

+Z/m SRR ds+ 220 etz - S g2

950
+oa195n = Sially + 9KV, Vil + er(uiih, 65n) — er(ujn, 6747)

= (3 s ol o - 3 [ s = Rt 7 ds
—9((K; = K)V} 1, VoI i)y
Note that
CI( ?—}tla(b_] h) _CI( ]ha¢n+1) (36)
= ler(ul?, ?h)—CI(U?,Zl,qbﬁl)} - {CI(U}’h,sﬁ;‘Zl)—CI(U}L#,%#)

cr(u oIt = o0 y) +er(ul it = ulty, 0.

Applying estimates (2.3) and (2.4) with ¢; = ngTtov e2 = 4%, and if the time-step condition (3.1) holds,
we have
cr(uf’ =y, 051 —er(ujyt o5k — ) (3.7)
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At C’g

n+l n+1 n+12

2 = 2At”u ulplly — ||V( ?h)“f BlgkmmHV(b [

950 +1 n At Cl +1 o +1

- okt — 2 - 295 V@G = 1 — Va2

1 n n n n
>~z =l - At— (Ve 13 + 1V l3) = Brghominl V65512

950 n+l _ n |12 At Cl n+1(2 no2 n+1

= Sad O = 0l = o ox (19655 + 1965.157) — aav Va1

Applying Cauchy-Schwarz and Young’s inequalities to the source terms, for any as > 0, 82 > 0 we have

(FrEtuli D+ 9y et e (3.8)
<NFEF el + gl H Il o5
< Cpfllf}““llfIIVu”“llf +9Cppl fy T Vo0 L

Chit iy pn n QCP, n n
Tog W3 + aar VGG + 2P N5 + Baghminl 055

The other two terms on the right hand side of (3.5) can be bounded as follows.
_Z/ Nig — 1 jh 7)( ]Zl ;) ds (3.9)
< Z/ 73,5 — il
<X \(u;-ﬁh A7)
n;max R n;maz R
<Z[ [t w0t as+ 7 [yt as].

1 ~

. Ti) dS

T T (U

ds,

and
~o (K, = B39, V1) <o [ 19671 el - RlalV6 1 do
D,

<g / (@) VO VR ]2 da

P
< 96 maz / Vo1 2|V ] 2 da

< 95 max VO 1l V55 I

QP gP
TVl + 5 IV

Using above estimates, equation (3.5) becomes

1 20,
g = gl + (1 0 = a0 = A2 ) v (3.10)
v

" 7777Ll7l n/mﬂl " R
+At—(||vjtl||f Vi15) + 32 | T - ] [t was

G RS R
I
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e 3 [T - [ s S0 - Sl
Lk 2At AL I

1 2C, pmaw 1
— V n+12
2‘Sf[)k/’rm'n Oé% kmzn ) m"l“ ¢ H

1 C gpmam n Y
+ (Atl + e ) (19071012 - 1905 2)

+ (1= — P2 —

950

P QCP,
f||fn+1||f+ P H n+1H2

4a v 452k,
To obtain stability, we need

2CYy
1—0[1 — (9 —At O (311)

piv

nzmzn n;ma;v
>0 3.12
s>, (312
1 2C ’

1— B — fBo— At L Pmaz g (3.13)

92 SOI_fmzn O‘% kmzn

Recall that ay, ag, 81, B2, At, ni™®, pl . are all positive, we then have the following constraints on these
parameters.

O<a; <1, O<as<l, 0<Bi <1, 0<fBr<, (3.14)
/
gmaw < 1, n;max S ,ﬁzmzn, (315)

(1 — 1 — 042)6%1/ (1 - Bl - 62 - %)a%fsoiﬂmm

At < mi
= i 2Cs ’ 204

(3.16)

2(1 —a; —az)B? vk? 2(1—=p1— B2 — Z"A)Oﬁ 12k minSo

min

[C(Df)C(D,)*CE, g* * [C(Dy)C(Dy)*C%, g

< min

(3.15) leads to the two parameter conditions (3.2) and (3.3), and (3.16) leads to the time-step condition
(3.1) required for stability.

Now if the time-step condition (3.1) and the two parameter conditions (3.2) and (3.3) all hold, (3.10)
reduces to

2t I = gl + A2 (I = 19l (3.17)

U n+l |~ N = 950 (n 95
# S flmit R s [l R0 as] ¢ 161 - SR bl

1 Cr | 9Pmax nt+l2 _ no2
(Atgso+ (1965512 ~ 1v6312)

QCP,
H n+1 2 Y4 ||fn+1||2

- 4a v I+ 462k min

Sum (3.17) from n =0 to N — 1 and multiply through by At to get

gSO T]'L ~

STl + 2220, 2 + A2 /pnv UESO / Wl 7)? ds (3.18)
1 C max

+ <At2950 et Atgp ) VN, |12



1 0 2 gSO 2 n;nm 0 .
< Sllwgally + =~ 169 n1I2 + At i ||Vujh||f+mz 1<uj,h-n) ds
— N-—1
1 G QP ! Chy 9C%
Atz—— AtZEmaez ) g0 12 1 At ZBF A2 oAt _IYPp i entl
+< i V69412 + ; Rl R W e T

4. An alternative approach. Let & ;0. (2) be the maximum eigenvalue of the hydraulic conductivity
tensor K;(x), and we define

nfﬁax = maxrj; ; (.27), 77;”” = max n;rljma kj,ma:c = max kj,maa: (LL'), kmaw = max kj,maw-
’ xel 7 xeD, J
If it is easy to identify the minimum and maximum eigenvalues of the hydraulic conductivity tensor
Kj(x) (e.g., K;(z) is a diagonal matrix function), then the following algorithm can be used, which removes

one of the parameter conditions for stability.
ALGORITHM 4.1. Find (u "',tl,p;’}tl,qb"“) € X}‘ X Q? X X;j satisfying ¥ (vn, qn, ¥n) € XJ’} X Q? X XI’},

un;rl —ujp
) > n+1 max n 1 ~
%,vh +Z/(Vuj-}t ,Vo)p + E / + 7)(v-T;) ds

+Z/m,rn;“” uly 7)) dsf(p;lzl,vvh)ﬁcf(vmcb )= (7 on)s,

(an, V- uj i) =0, (4.1)
n+l

ok I N .
gSO <w» 1/%) + kmaxg(v¢j7J]—:17 VQZ));D + g((ICJ - maz )V(b Jho vdj)p
p

cr(u} n,on) = g(fi 4t ¥n)p
For this approach, since K;(z) and k45 Z are both symmetric, we have |IC;(2) — kmazZl2 < kmaz — Kmin-

We then prove long time stability of Algorithm 4.1 under a similar time-step condition, without any parameter
conditions.

_ _ 2 2 1-— _ ‘m.aJ: —kmin\,2 2
At < min 2(1 — ai)ﬁé Vk‘w;(m’ 21 =P — P2 o Jai v km;mSo _ (42)
[C(DHC(D)I*CE, g [C(D)C(Dy)]*Ch g

THEOREM 4.2 (Long time stability of Algorithm 4.1). If there exist a1, aq, 51, B2 in (0,1) such that the
time-step condition (4.2) holds, then the Algorithm 4.1 is long time stable: for any N > 0,

95 Aty n -
Sl + Z52U0NE + ST+ ar S T [ a7 as (43)
At N-1
+ 5 hmac VONIG + A D0 IVt
n=0
gSO Aty 7]2 ~
Sl + Z206812 + S Wl #0302 - [t 02 as
N—-1 ~2 N-1
At CP’ n gCP, n
+ 5 Thmasl VOTAlG + A6 30 —DEIFFIG + At Y SR
n=0 n=0

Proof. Setting vy, = uj h , U = gb"+1 in Algorithm 4.1 and adding all three equations yields

H n-‘rlH | n-‘rl
o

—uf |} + VIVl EG (4.4)
9
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mazx(, n+l =~ n+1l -~ gSO n—+112 gSO 2
+ 30 [t R ) ds+ §00E - Sl

gSO n n n n n n n n
ZAt ||¢ - h”p + gkmaz(v¢J ;,rlv V¢ +1) + Cl(uj ;rlv j,h) - Cf(uj,hv ijj}:l)

= (3 o 05 = 3 f s =) R 7 s

—ﬂmf—mm)V@mvaU.
The main difference from the proof of Theorem (3.2) is on the estimates of the following two terms.
=32 s N RN 7 (4.5
< [ s = R R
< ZnW/I R 7 ds
33 5 [ w s B [ n as

and

-9 ((’CJ - kmax )vd)] h» ¢n+1> < g/ ‘v¢n+1| |IC] - kmaacz-|2|v¢?,h|2 dx

P

S g(kmaw - kmzn)/ |v¢n+1‘ ‘quy,h‘? dx

< g(kmaw - mm)||v¢7 h” ||V¢n+1||p
< g(kma:c - kmzn) (kmax - kmzn)

< Pmar = Smin) g 2.4 Slman = Emind g2
Then we have the following inequality
1 n 1 2Cs "

2At ]—]‘21“]" 2At||uj’h||f =+ (1 — ;] — Qg — At/82> I/HVUJ";’;]*H? (46)
# a0G (19i 5~ I9elF) + S | [t 2t = [0t as

950 n+1(2 gSO 2 1 201 kmaa: - kmin n+12

1- - - At o max
+ SRR — SRRl 4 (1= By = o — A Tt S =it v

1 C g kmam - kmzn n ys
+ (AtSO% s+ Hmas Zlmn) ) (g2 — v 2)

Pf ntl gPp n+12
L +

Since we assume K; is SPD, and any two ensemble members have different hydraulic conductivity tensor
K, we have kipqx > kmin > 0 and thus 0 < k*"“,;@ < 1. So we do not need any constraints on these
parameters.

Now if the time-step condition (4.2) holds, (4.6) reduces to

g = g el + A5 (191 = 19 1) (47)
10



nimaz n ~ n o~ gSO n gSO
s [ w as— fgn w0 as] « 1R - S 1o

2
h ‘p)

1 C kmaa: - kmin n n
<At950; + (2)> (||V¢ 2= ver

gC P
+1 P +1
Lhfp |‘f+4/8k (K

Sum (4.7) from n =0 to N — 1 and multiply through by At to get

4aV

1 g5 0
Sl 3+ 222 H,,+At2ﬁ2||wjh||f+m2 - [ 72 as (1)

1 C maxr kmzn
+ (Aﬁsol + At(2)> VNI

950 C n" ~
H OnllF + =169 LlI2 + AtQFHVu?’hH? + Atz 5 I(“?,h -7,)% ds
1 -
N-1 N-1 2
1 C ( m 7kmin) CP gCP .
(e g g e ) Y ot 1 e 37 TR+ e 3 e g

5. Error Analysis. In this section, we analyze the error of Algorithm 2.2. The error analysis for
Algorithm 4.1 can be done similarly with minor modification. We assume the finite element spaces satisfy
the approximation properties of piecewise polynomials on quasiuniform meshes

inf v —walls < CH**Y|ullgrr(p,) Vo € [H*(Dy))4, (5.1)

v GX
190~ o)l < O elnco vo e [H* (D))", (5.2)
inf lg = anlly < Ch**Hlqll o)) Vg € H(Dy), (5.3)

qhle
Jnt 10—l < O 0o, Vo e 1Dy, (5.0

h P
inf IV (¢ —9n)llp < CR™ ¢ grm+1(p,,) vy € H" (D), (5.5)

YrneXh

where the generic constant C' > 0 is independent of the mesh size h. An example for which both the LBB"
stability condition and the approximation properties are satisfied is the finite elements (Pj41—-P—Pi41), 1 > 1,
see [19, 20, 34] for more details.

We also assume the following regularity on the true solution of the Stokes-Darcy equations.

uj € L=(0,T; H*(Dy)),u; € L*(0,T; H**(Dy)),uj 4 € L*(0,T; L*(Dy)),
¢; € L=(0,T; H™(Dy)), ¢50 € L2(0,T; H™ (D)), dj.0 € L*(0,T; L*(Dy)),
pj € L*(0,T; H(Dy)).

For functions v(x,t) defined on (0,T"), we define the continuous norm
[0l = WllLmo,75m%(p,), 7 € {0}
Given a time step At, let t, = nAt,T = NAt, v"™ = v(z,t,) and define the discrete norms

olloc e = max " lme o,y and

N 1/m
ol = (Z ||v"||?;k(DT>At> L re{fph
n=0

11



Let u} = u;(z,tn), p} = pj(x,tn), ¢} = ¢;j(z,t,). Denote the errors by €7, := ull —u}, e’ , == ¢ =7

We prove the convergence of Algorithm 2.2 under a time-step condition and two parameter conditions.

1_— _ Q%min (]. — 04 — 61 52 - (]- + 0—3)pmaz) 2501/ 2 ];mzn
At < min (1—a ;12)»31 7 - Tomin ) 'L i v =, (5.6)
o ez, PICD,)C(D,)
n/ma:c < ﬁmzn (57)
p?naw < k‘min- (58)

Note that the two parameter conditions are the same as those for stability. The time-step condition is
slightly different with two extra constants o3 > 0 and o4 € (0, 1).

THEOREM 5.1 (Error Estimate). For any j =1,...,J, if the two parameter conditions (5.7) and (5.8)
hold, and there exist ay,ag, b1, 2,04 € (0,1) and o3 > 0 such that the time-step condition (5.6) also holds,
then there is a positive constant C independent of the time step At and mesh size h such that

1 AtC
f||”||f+m2ﬁ2|\vju||f+ ||em||2+At(gpm 1)|| N2 (5.9)

1 mazxr p~
S2||Ju||f+At252||V?u||f+AtZ i /I(e?,u-n)Q || 7.ollp

1 AtCy
+ At ( 9Prmaz T gSo) V€9 12+ CAL ujell3 1 s + CH*||usll s+ OAE sl 0.5

+ CAL(|gj4ll5 1 p + CAL|B5.02115 0. + CEF 2 |wj i ll2,hs1,r + CR 265 il 2ms1,p

9 2
N Ch2k|”¢jm2,m+l,p n Ch28+2|||pj|||2,8+1’f + Ch2k+2|||uj|||oo,k+1,f + CAt2h2k|||uj|||oo,k+1,f
TN e s+ OO Nl 1

In particular, if Taylor-Hood elements (k = 2, s = 1) are used for approximating (uj,p,), i.e., the
C° piecewise-quadratic velocity space X J’} and the C° piecewise-linear pressure space Q?, and P element
(m = 2) is used for X, we have the following estimate.

COROLLARY 5.2. Assume that [|€9 ,II, V€9 I, ||e(;,¢|| and ||Ve‘;7¢|| are all O(h?) accurate or better.
Then, if (Xf,Qf,X;}) are chosen as the (Py, Py, Ps) elements, we have

AtCH

1 2 2 1 2 4 2
1Ll + APSIVENIE + SN2+ At (G0rt + 250 ) IVl < COH1+ A7)

Proof. (of Theorem 5.1) For Yoy, € V', Vi, € Xhovartt e Q%, the true solution (u;,p;, ¢;) satisfies

u Tt —

(JAtjavh +V(VU?+1,VUh)f—|—Z/ni’j(u;}+1 '%\i)(vh 5-\1) ds
—~JI
f
(2 APV U Uh)f +er(vn, @) = (FF1 on)p + €55 (vn),
P — g
950 <]Atj,1/)h> +g(IC; VI N )y — er(uff, vn) (5.10)
p
(fn+1 )p + G;L;l(d)h).

The consistency errors e;“]? (vp), ;L: (1) are defined by

At gt

12

w? Tt —
6;—}_1(1}h) = i E— u’r}-{-l Uhp - CI(Uhv ¢;‘L+1 - ¢;L)7
f



n+1 n
o =g

n 1 o
M (n) = 950< A7

o ¢n+1 ¢h> +CI( n+1 o U?ﬂ/’h)«

p

Subtracting (2.5) from (5.10) gives, for Vv, € th,Vth IS X;L,V)\ZH € Q'},

n+1 n
e — e"
(mwh) v(Ve? i 7V1}h erZ/m Y(vp - 73) ds
f
+Z/ (g = 70 (€ - ) (00 75) ds — (07 = NP1V ) |+ ex(ona )

B 7Z/I(ni’j ~ ) ((U?H - “;'l) Ti)(vp - Ty) ds + e"+1( h)s

o~ o .
950 (JAtj, ¢h> (/CVe;lzgl, Vion)p + g((Kj — K)Vel 4, Vibn)p (5.11)
P

—cr(€f vn) = —g((K; = K)V(¢5H = 67), Vo) + €75 (4hn).

Let U ;H'l, <I>;-’+1 be an interpolation of u;-“H and qb?“ in th and XZI} correspondingly. Denote

n+l _ n+1 n+1 n+1 n+1 n+1 n+1
et = (Ut 4 (U - ) =g g

Ju J,u )

e;.l;l _ (¢?+1 _ q);_z+1) n ((I);}+l _ ¢?’J}21) _ M;Ly n §n+1.

Then (5.11) can be rewritten as

£n+1 _¢n .
<At’vh +V(V§j,z[17Vvh f+2/m M Yoy, - 7;) ds
f
+ Z/ ij — S T (on ) ds — (= ALV o) er(on, €7 )

== Z / (mig — 1) (1 —uf) - 7) (vn - 72) ds + €575 (on),

n+1 n
M u M’,u ’\
(JAtJ,vh> (V,uju ,Vup ffZ/m ng Y(vp - 75) ds
f

-3 [ 5= R on - ) ds = enlon i) (5.12)

n+l _ ¢n
950 (gAgw ) 9KV, Vin)y +9(() = K)VE g, Vién)y = er(€ftn)
p

n+l
—g((K; =)V (8] = 67), Vbn)p + €5 (1) — 950 (WW)
p

— 9KV 3 Vbn)p — g((K; = K)Vig 5, Vion)p + cr(bgu, ¥n)-
Letting v, = £ Hon = §"+1 in (5.12) and adding the two equations yields
1
—+1 n 2 +1 n 2 n+1 +1 A
162 1F g6l + oI — Gl VG + 3 [ R R s (513)

4 950 e g5 g5 e n n n+l en n
+ oagl6rat1n = SaglErslls + Sa €78 — & lly + 9(RVES, VEY, + (€ €5) — er(€ €151

13



=—Z/ (i — ) (€0 - F)ETL 7, ds—Z/ Mo — ) (W2 = ul) - R EE 7 ds

n+1
wia = 1y
n+1l/en+1 J,u J,u n+1 n+1 n+1 n+1 A n+1 ~
€ ¢ (fj,u ) — < At ,f )f - V(Vﬂj,u avfj, )i — Z/m i i)\Sju "Ti) ds
—Z/ (Mig =) (- T (&G i) ds — ex (€500 1y g) + (07 T = XL V€500
pibt—
— g0~ )V (85 = 0), Ve, + ) (Qtw)
p

— gVt Ve, — g(K; = K)Vuj 5, VEE) ) + er (), €151 — 9((KK; — K)VE) 4, VETTY),.

Using the same techniques in the stability proof (see (3.6) and (3.7)), we have

Cr (gjn’—vflaf;iqb) —Cr (§]nu7 ;L;;l) (514)
_ C[(£n+1 _ ;zu7 thgl) (é-;L;r17£n+1 n )

2 zAtHf"“— Sull? = At*(IIVE"HII,chIIVE?,uIIfc) BrgkminlVESS I3

_ 950 b1 _pn g2 At (11
€55 — &iollp —

- 5o o2 VG + I€6l1) — an 9EL 5

Next we bound the terms on the right hand side of (5.13).

n+1 n n+l _  n
. Hju — Hju n+1 — g5, Hio Hie n+1 (5 15)
N 0 At 09 '
f P
+1 2 +1
s i et R P e
- 4a 14 ! f ﬁkain At min g, lp
n+1 2 nt1 2
5C3. |1 C3,958 |1 [t B,
. f n+1 P,pI*+0 n+12
< - iut dt|| + 7V \% + —— 7/ i dt|| + —gkmin||V
- 40[21/ At [n Hjust f || f ||f /82kmin At tn Hi.t » 4 || g ||
5012) 1 g+l C2 952 1 g+l ﬂ -
f n+1 P,pI*-0 2 n41
< — dt + —v||V — dt inl|V .
<ot [ Mgl e+ EIVET I+ SN [ sl i+ SRk 925
— (Vi Ve — g(Kvul vg”“) (5.16)

n n n ﬁ2 1. n
< C (VI3 + IV Z) + ZAVEE + 2 ghman VELS 2.
By trace theorem, we have the following estimates

- 01(6?:17 Hj, ¢) + cf(ruj w’ n+1) (5'17)

P2

< C(IVEp I3+ IVangl12) + HW"“I\f + 5 TEminl I VE -

The pressure term can be bounded as follows.
n n n n n ) n
(P =NV < Clip = N+ vIVeE (5.18)

Next we bound the consistency errors.

1 n

n+1 n+1 ui” i n+1 2 n—+1
(€ < of| 2z —uit|| + 1 - op)

it — I\Vén“Hf (5.19)

5
14



tn+1 tn+1

<ont [ fwalpdercae [ ol ErIveLE,
tn tn

e <o o |+ v - i+ B2

7,P 7,9
gt g+l
Ba

< CAt/ ||¢>j7tt||§dt+CAt/ [V |7 dt + == 1
t‘ll tTI,

Fonin |V 52 (5.20)

GhminlVE;S 13-

The rest of the terms on the right hand side of (5.13) can be bounded as follows.

- Z/ Mij — T TES T ds (5.21)
< iy / (€ 7T 7l ds

,',//’VYLIIJJ 9 n/max 1 9
<Z[Z / LTS ds+ ’2 /I(fff[ -71) ds].

By (2.2) and Poincaré inequality, we have, for any o1 > 0

—Z/ Mig — 1) (™ =) T - 7) ds (5.22)

< Sty / (@ =) F)(EH )| ds

" N\ 2 01 n ~\2
< Zn/maz [2(71 /I ((uj+1 —uf)- TZ‘) ds + 5 , (gj,:fl ) Ti) ds}

- 'n;ma ||un+1 _ unHQ 4 ﬁn{max /(ffr}Jrl . ?)2 ds
— — | 20 g 1T 9 i . J,u ?

[Cp C?*(D ~
S P, f ( f) /maaz”v( n+1 U?)H? + 2L 01 /maz /(€n+1 ) ds

7L 20’1 2

B n+1

CP;fCQ(Df) 117 ! o1 n+l ~\2
gzj: = “”At/tn IVujel3 dt + = max/f(g]u )2 ds| .

Similarly, for any oo > 0

-3 Jat w7 ds (5.23)

o )
<X | [t a dsson [nigit 202 as
- )
<X | g on [ R0 as
G L*02
[C? C ~
< (40—1 P,f max||vﬂn+1||f_~_o,2/m(£n+l ,)2 ds] )

—Z/ Nig = 1) (W - T)EGET T ds (5.24)
<Zn/maw/| ;U/]u Z n+1 A)|d8

15



< Zn'max [ /(M] )% ds + —= /(g’”rl ) ] ds
207 v
mam n 1 max n o
<2 [2 Il + G [ it -7 ds]
D CP maa: 1 max n oy
< Z[ 281 e g + oimes [t 70% as].
The hydraulic conductivity tensor terms are estimated as follows.

—g((Kj = K)VEL 4, VENT), (5.25)

<g /D VL K — Klo|VETH 5 da

<g /D (@) VED L V€, da

P

< 90 s /D IVED oI VEr S, da

< 90maclVELo I VES 1o

9, g0,
< SRVl + R IVE S

For any o3 > 0, we have
—9((K; = K)V(¢51 = ¢7), VEITH), (5.26)
<g [ V@ = 6l - KiVE e do
D,

ég/ (@) V(@ — )| VT, da

P

< 9 / V(@ — 6| VER S, da

P

< 9Pmas V(@5 = oD VES

9, n
S%IIVW+1 o2 + *gpmaxl\vé”“\\p

gl
gp
s / Vo il + 2 apta, IV

<
9r, o
< oy [V bt Dot VS
Similarly,
—g((K; — )Vl o, VEMY), < g / IVl o K — Klo|VETH, da (5.27)

<g / P(@) Vi 4 o VE 5 do

I3
S gp;‘,mam /D ‘vp“j ¢| |V£n+1|2 dx
< gpinmllvuj,¢llpllvﬁ’»‘“||p

/
gp
< D089 7105 2+ 5 09655 2.

2
16



Since K is SPD, for any o4 > 0

—g(RVuy 3t Ve, = —g(RaVuy 3t REVEST), (5.28)

—g(
<gul€%w; 112 VEr S,

| A

fy\llc 2V S + gl K2 VE S

L
gk (Vi I + oag| K2 VE.

I /\

4oy
Combining all these estimates, we have the following inequality

20! .
ﬂ) VIV (5.29)

+ At* (VT = IVERNF) + D (1= o)™ = (1+ o )ni™) /I(f}ff -7)? ds

Imax n+1 z n -~ 2 gSO n+1 gSO n
e g (et R as— [ R as) + STIGHE - SR

. Atnf”“nf g6l + (11— on -z - ¢

2C, P
l—04—fB1— Bo— At——— 1 L) gRmin|[VES S
+(< 74 = o= At — (1) 1222 ) g [
1 AtC, .
+ (590mae + 2 ) (IVE531 1 - 1967 12)
CPfC (Df) /maz e Df)OPf mam n+1
<ZT At V. [|3 dt+271 IVt 13
C D C tn+l tn+1
+ 30 LI ey 15+ ont [ ugad e + 0t
/i t’n. tn
gntl g+l 50%}( 1 $ntl
CAt |2 dt + CAt Vg 4|3 dt L — % dt
voa [ loularcat [ Vw3 [ gl
L . . . "
St o sl e © (1N I + 19650 ) +C IVl + IV )7)
/ ¢t
Ol = N e [ V2 gV e | 2
tn

To make sure the third, fifth and ninth term on the left hand side are non-negative, we need 0 <
ay, 02,02, 0-4751a 62 < 1a and

/mazx 1— / 1
i 2 Lma . (5.30)
ﬂzmn 1+ 01 kmzn 1+ g3
For Yoy € (0,1),Yo; > 0,Yo3 > 0, we can derive that 1T 1+J € (0,1). Now if the two parameter

conditions (3.2) and (3.3) are satisfied, we have %, @ € (0,1). Then we can easily find o5 € (0,1),01 >
0 such that "fm;j = LU , and o3 > 0 such that ”m“ < HU%
Then under two the parameter conditions (5.7) and (5.8), and the time-step condition (5.6), (5.29)

reduces to

e 17 —

&5,

(llw"“Hf —IVELI3) (5.31)

2At QAtH
n Z /mam / n+1 711)2 ds — /( n 761)2 ds gSO ||§n+1|| 950 an ”
& S Y, P2 el
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1 AtC . .
- (590nar + g ) (153112 - 1765 12)
n41
prsz (Df) /mazx ! )CP f Hma n+1
I g dt+2702 AT

tn+1 tn+1

*(Dy)C
+Z RO e g+ 0 [ sl ar+ €t [ 19612
tn tn

g1 g+l gt

+C’At/ 6 ||2dt+CAt/ | 50?”1‘1/
e n dasy At Jin

Cpa958 1 [ ) )
- Bglj At/ 145,621 dt+C(||V,u UG+ IV u +1|| )

gt

n n n n gplrnam
+C(||Vuj,ullfc + Vi ol7) + Clipi = X + Loy At/ IV6y.ll5 dt
t’Vl

2 dt

ap,
40 gE™ |V + 4ZZIHV/J’Z¢H]2D‘

Summing up from n =0 to n = N — 1 and multiplying through by At yields

Sl + AP IVENIG + &S gl [ (el 7 ds (53)
gS() 1 AtCl
At
90 e, 2 4 (gpm+gso IV 2
1 max gS
< GRIG + A ZTELIG + 8 5 g [ €77 do+ RN

1 AtC = CpC2(Dg) o [0
# 00 G+ 2t ) IV + e Y- {3 SR e [ 913 ar
t’n/

n=1 i

tn+1

C ( )CPf mar n+1 Df OPf mazx 2 2
T, IV ||f+z |7 ||f+C’At/tn a2

i

tn+1 tn+1 tn+1
+CAt/ : pdt+CAt/ ||¢j,tt||§,dt+cm/ [V |2 dt
tm tm tm

5012_) 1t C2 ¢S2 1 gt
e S 2 P.g9°0 n+1 n+1

|3 dt + —2 at+C (| Vurt)
- doov At /tn it el i+ Bokmin Al /tn lg.0.6l15 dt + C (IVaG 7+ 1V055

tn+1

n n gp;naz
e (| 2)+ Clptt = NG + e [ 90
0’3 tn
4+ 40 kmaw”VMnJrl”p_’_ 12)}
Using interpolation inequalities, we obtain
SR + A2 Z2IVEN, # O gl [(gh 7 as (53)

gS() At01

1
)¢ ¢||,,+At( Wl + )vg I

max ~ gSO
< Sl u||f+At262||vg§’u||f+AtZ wree [ (€70 ds+ e 2

[

1 AtCy
+ At (Qgp;m 5o ) IVED olp + CAL s34 5 + CH* sl gy f + OO ujell3 0,5
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+ CAR|¢5.6l13.1.p + CA N Djaell3.0.p + CRF P2 g tll2 k41,5 + CRF 2165 el 2mer1p
2 2
+ Ch2k|||¢j|||2,m+l7p + Ch2s+2|Hpj|H27s+1,f‘

Using triangle inequality on the error equations yields (5.9) and completes the proof. O

6. Stochastic Stokes-Darcy equations. In this section, we consider using the presented ensemble
algorithm for solving stochastic Stokes-Darcy equations with a random hydraulic conductivity tensor K(z, w).
Note that the ensemble algorithm can also deal with uncertainties in initial conditions and the forcing terms.
Here for simplicity of presentation, we only consider the example that has a random hydraulic conductivity
tensor. Let (Q, F,P) be a complete probability space. Here 2 is the set of outcomes, F € 2% is the c—algebra
of events, and P : F — [0, 1] is a probability measure. The stochastic Stokes-Darcy system considered reads:
Find the functions u: Dy x [0,T] x Q@ - R? (d=2,3),p: Dy x [0,T] x Q2 — R, and ¢ : D, x [0,T] x Q — R,
such that it holds P — a.e. in , or in other words, almost surely

w(z,t,w) — vAu(z, t,w) + Vp(z, t,w) = fr(z,t), V-u(z,t,w)=0, in Dy x Q,
Sogi(x,t,w) — V- (K(z,w)Ve(z,t,w)) = fp(z,t), in D, x Q, (6.1)
é(x,0) = ¢o(x), in Dy, and u(z,0) = uo(z), in Dy,
o(z,t,w) =0, in 0Dp\I and u(z,t,w) =0, in ODs\I,

where f¢(z,t) € L?*(Dy), fp(z,t) € L?*(D,). The hydraulic conductivity K(z,w) is a stochastic function,
which is assumed to have continuous and bounded correlation function.

The Monte Carlo method is one of the most classical approaches for solving stochastic PDEs. It consists
of repeated sampling of the input parameter and solving the corresponding deterministic PDEs using stan-
dard numerical methods, which generates identically distributed approximations of the solution. Then the
approximate solutions are further analyzed to yield statistical moments or distributions. The Monte Carlo
method is known to be computationally expensive as it usually requires a large number of sample points
at a high resolution level. Herein we investigate incorporating the proposed ensemble algorithm with the
Monte Carlo method to solve the stochastic Stokes-Darcy equations at reduced computational cost. The
computation procedure is as follows.

(1) Generate a number of independently, identically distributed (i.i.d.) samples for the random hydraulic
conductivity K(z,w;), j=1,---,J;

(2) Apply a numerical method to solve for approximate solutions u;l'gl(x), p;‘}:l( ), ¢§‘7'}tl(x), j =
1o, J;

(3) Output required statistical information such as the expectation of u(x,t,,w): Elu(x,t,,w)]
% Z;']:I u?,h (.’E)

REMARK 6.1. Similar procedures can also be carried out for other ensemble-based UQ methods, such as
sparse grid collocation methods and non-intrusive polynomial chaos methods. The Monte Carlo method is
chosen here for a simple demonstration of the effectiveness and efficiency of our ensemble algorithm.

Let u™(z,w) = u(x,t,,w). The error for approximating E[u(z,t,,w)] is then

Q

k.\'—‘
||
k‘\'—‘
HM—‘

DR GREED R B C 3l D) IR

- gMC’,u + gEN,q,m

where €}, represents the numerical error from using the Monte Carlo method while &%y, is the error
due to using the ensemble algorithm for numerical solution.

THEOREM 6.2. If the time step condition (5.6) holds, and the two parameter conditions (5.7), (5.8) all
hold, then for any N > 0, there holds

B|||B[u") - < Z 2] < B3]+ 00 + Ar), (6.3)



Proof.

| 1< 1<
EllEtc ] = E (E[U”] -5 ZU?,E[U”] -5 > up (6.4)
L (

% zJ: zJ: B [(Blw") ' Bl ~ )|

=1 j=1
Since uf (x), s (x),- - ,u’j(x) are i.i.d., we have
E [(E[u"] o, E[u"] — u?)j} —0, ifi#] (6.5)

Therefore,

-

Ell1Ec.ul®) = 53 D B | (Blu"] - uf, B[u"] - u}) | (6.6)

J )
1

~
Il

E[I|B"]F = 2(uj, Elu"]) s + lug|l]

-
I
-

|
-

1 < 1 <
:jgwnfﬁZw + 32 3Bl
= SB[ 3] - 1B
< SB[ 3]
1 - n 2 1 ! n n 1 ! n 2
€8N, 17 = HJZU jZ::u A ‘f: sz:(uj —uly) Hf: sze%u ; (6.7)

1 J
<72 |

j=1

C(h* 4 At?).

Then we have the following estimate on the expectation of the L? norm of the error for approximating
Elu(x,t,,w)].

Ehmw}iﬁjjuﬂ [ (68)

j=1
< B[ 0.l?] + B[ 15 7]
1

< < E[|u"||7] + C(h* + At?).

~ \

7. Numerical Illustrations. In this section, we use two numerical examples to illustrate the features
of the proposed ensemble scheme for the Stokes-Darcy system. The first example is to test the convergence
of the ensemble algorithm with a known exact solution. The second example is to illustrate how to combine
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our ensemble algorithm with the Monte Carlo method to efficiently simulate the Stokes-Darcy system with
a random hydraulic conductivity tensor. We show the efficiency and effectiveness of the ensemble algorithm
by comparing the numerical results and computation time with those of independent, individual simula-
tions. For both tests, we effect spatial discretization using the Taylor-Hood element pair for the Stokes
equations, i.e., continuous piecewise linear and quadratic finite element spaces for the approximation of p
and U, respectively, and for the Darcy equation, continuous piecewise quadratic finite element space for the
approximation of ¢.

7.1. Convergence test. In this section, we test the convergence rate of our ensemble algorithm by
computing the numerical error between the numerical approximation and a known exact solution. Specifically
we consider the model problem on D = [0, 7] x [—1,1], where D, = [0, 7] x [-1,0], and Dy = [0, 7] x [0, 1].
We take agjs =1, v=1,9g=1, Sg =1, and

K, 0

! 0k

]7 j:1""7J7

where K is the random hydraulic conductivity tensor and K; is one of the samples of K. In this simple test,
we only consider the case that ki1, koo are random variables that are independent of spatial coordinates.
The boundary condition functions and the source terms are chosen such that the following functions are the
exact solutions.

ép = (e¥ — e Y)sin(z)e,
k] K]

U s = [ sin(2my)cos(z), (—2k), + %sirﬂ(ﬁy))sin(m)]Tet,
7r 7r

Ps = 0.

All the numerical results below are for ¢t =T = 1.

We consider a group of simulations with J = 3 members. The three members are corresponding to
different hydraulic conductivity tensors, i.e. ki; = ki, = 2.21,k3 = k3, = 4.11,k3; = k3, = 6.21. As K
is diagonal, we use Algorithm 4.1 for computation, and thus there are no parameter conditions for both
stability and convergence. In order to check the convergence order in time, we uniformly refine the mesh
size h and time step size At from the initial mesh size 1/4 and time step size At = h®. The approximation
errors of the ensemble method are listed in Table 7.1, Table 7.2 and Table 7.3, for the velocity 7, the
hydraulic head ¢ and the pressure p respectively. From these tables, we can find the rate of convergence is
O(h® + At) = O(h3) = O(At) with respect to L? norms for @ and ¢, which confirms that our ensemble
algorithm is first order in time convergent in both fluid velocity and hydraulic head. In this test, the time
step seems to be small enough as we did not observe any instabilies. The convergence rate for the pressure
p is somehow better than expected, which may be because the exact solution for the pressure vanishes, [7].

Table 7.1: Errors and convergence rates of the ensemble algorithm (J = 3) for At = h?.

h | — 7||0E1 rate | || Wy — | 5’2 rate | ||Wn — 7”53 rate
1/4 16.0818 x 1072 | — [1.1996 x 10~ 1 | — [ 17971 x 1071 | —
1/8 | 7.5907 x 10=3 | 3.00 | 1.4960 x 10=2 | 3.00 | 2.2409 x 10~2 | 3.00
1/16 | 9.3433 x 10~% | 3.02 | 1.8431 x 1072 | 3.02 | 2.7611 x 10—3 | 3.02
1/32 [ 1.1534 x 10~* | 3.01 | 2.3009 x 10=% | 3.00 | 3.4513 x 10~* | 3.00

h 0 — 7|f1 rate | | — 7|f2 rate | |y — 7|f3 rate
1/4 | 12578 x10° | — | 255143 x10° | — | 37713 x10° | —
1/8 [3.3416 x 10~ | 1.91 | 6.6823 x 10~ | 1.91 | 1.0023 x 10° | 1.91
1/16 | 8.5725 x 1072 | 1.96 | 1.7144 x 10! | 1.96 | 2.5717 x 10~ | 1.96
1/32 | 21431 x 1072 | 2.00 | 4.2861 x 10~2 | 2.00 | 6.4292 x 10=2 | 2.00
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Table 7.2: Errors and convergence rates of the ensemble algorithm (J = 3) for At = h3.

h | len—olg" [rate | [on—olg” [rate | [on—olg° | rate
1/4 [ 11563 x 1071 | — [ 45348 x 1072 | — |[22165x 1072 | —
1/8 | 1.4786 x 1072 | 2.97 | 5.6293 x 10~3 | 3.01 | 2.6717 x 10~2 | 3.05
1/16 | 1.8504 x 1073 | 2.99 | 6.9932 x 10~ | 3.00 | 3.3003 x 10~* | 3.01
1/32 | 2.3132 x 10~% | 3.00 | 8.7305 x 107> | 3.00 | 3.7074 x 10=° | 3.1

R don— o7 [rate | lon—ol7” [rate | |on— o[l | rate
1/4 [ 35679 x 1071 | — | 27501 x 1071 | — [ 26241 x 107! | —
1/8 | 7.3695 x 10=2 | 2.08 | 6.7565 x 10=2 | 2.03 | 6.6760 x 10~2 | 1.99
1/16 | 1.7274 x 10~2 | 2.09 | 1.6874 x 10~2 | 2.00 | 1.6824 x 10~2 | 2.00
1/32 | 4.1129 x 1073 | 2.07 | 4.1156 x 1072 | 2.03 | 4.1061 x 10~3 | 2.03

Table 7.3: Errors and convergence rates of the ensemble algorithm (J = 3) for At = h3.

EI E2 E3

h lpn — pllg rate | |lpn — pllg rate | |lpn — plly rate
1/4 | 44572 x 1071 | — | 72784 x 1071 | — 1.0725 x 10° | —
1/8 | 5.5340 x 1072 | 3.00 | 9.0644 x 10=2 | 3.00 | 1.3392 x 10~! | 3.00
1/16 | 6.2909 x 10~3 | 3.03 | 9.7592 x 10~3 | 3.12 | 1.4333 x 10~2 | 3.13
1/32 | 7.7665 x 10~% | 3.01 | 1.2048 x 1073 | 3.02 | 1.7479 x 10—3 | 3.03

7.2. Random hydraulic conductivity tensor. Next, we consider approximating the stochastic
Stokes-Darcy equations with a random hydraulic conductivity tensor K(Z,w) that depends on spatial coor-
dinates, using the Monte Carlo method for sampling and our ensemble algorithm for numerical simulations,
as described in Section 6.

7.2.1. Diagonal hydraulic conductivity tensor. We first consider the case that the hydraulic con-
ductivity tensor is diagonal and Algorithm 4.1 will be used for computation. We construct the random
hydraulic conductivity tensor that varies in the vertical direction as follows

]{ill(f w) 0

K(#,w) = [ O’ k;22(j’,UJ)} , and

k11 (%, w) = koo (Z,w) = k(Z,w) = ag + o/ Ao Yo(w) + ZJ\/ Jeos(imy) + Yo, 1i(w)sin(iny)],

<urLr)

where 7 = (z,y)T,\g = @, Ni = /mLlce” for i = 1,...,ny and Yp,...,Ys,, are uncorrelated
random variables with zero mean and unit variance. In the followmg numerical test, we take the desired
physical correlation length L. = 0.25 for the random field and agp = 1, ¢ = 0.15, ny = 3. We assume
the random variables Yp,...,Y2,, are independent and uniformly distributed in the interval [—\/g, \/5]
Note that in this setting, the random functions k11 (&, w), koo (Z, w) are guaranteed to be positive, and the
corresponding KC(Z, w) is SPD.

The domain and parameters are the same as those in the first test. But in this test, the problem is
associated with the forcing terms as follows:

fp = (e¥ — e ¥)sin(z)e"

k(Z,w) "

frn=11+v+4vr?) |sin(27wy)cos(x)e’,

fr = —2vk(Z,w)cos(2my)sin(z)e’ + (1 + v)[—2k(F, w) +
22

k(Z,w)

2

t

sin?(my)]sin(z)e’.



The Dirichlet boundary condition
¢ = (e¥ — e Y)sin(x)et,

- _ [k(iz’;w) k(Z,w)

T2

sin’(my))sin(z)]Tel,

sin(2wy)cos(x), (—2k(Z,w) +
will be used on the boundary of the domain, and the initial conditions are chosen by
6= (¢V — eV)sin(a),

= [k(i,w) k(Z,w)

T2

sin? (my))sin(z)]T.

sin(2my)cos(x), (—2k(F,w) +

We simulate the system over the time interval [0,0.5], and the uniform triangulation with mesh size
h = 1/32 and uniform time partition with time step size At = h3 are used.

We generate a set of J random samples of I by the Monte Carlo sampling, and run our code for
simulating the ensemble of the system associated with the J realizations. We use Algorithm 4.1 for ensemble
computation since K is diagonal and multifrontal LU factorization as the linear solver. We first check the
rate of convergence with respect to the number of samples, J. As the exact solution to the stochastic Stokes-
Darcy system is unknown, we take the ensemble mean of numerical solutions of Jy = 1000 realizations as
our exact solution (expectation) and then evaluate the approximation errors based on this. The numerical
results with J = 10, 20, 40, 80, 160 realizations are listed in Table 7.4. Using linear regression, the errors in
Table 7.4 satisfy

1) — |y = 0.0291T 70507 |77, — |, ~ 0.2534.] 04870,
I — plly ~ 0.0267.779519 ||, — ¢||, & 0.0540.] 04996

The values of [|-||, and |-|; together with their linear regression models are plotted in Figure 7.1. It is seen
that the rate of convergence with respect to J is close to —0.5, which coincides with our theoretical results.

Table 7.4: Errors of ensemble simulations.

J 10 20 40 80 100
U — |7 [ 9.0319 x 103 | 6.2865 x 103 | 4.5452 x 10~3 | 3.2131 x 103 | 2.1762 x 103
0
Wy — |7 | 82725 x 1072 | 5.7495 x 10~2 | 4.3362 x 102 | 3.0247 x 10~2 | 2.1095 x 102
on — ollF | 8.0585 x 103 | 5.5982 x 1073 | 3.9585 x 103 | 2.8010 x 103 | 1.8792 x 103
on— T | 17074 x 1072 | 1.2073 x 1072 | 8.5392 x 103 | 6.1365 x 103 | 4.2391 x 10~3
1

We next test the efficiency of our ensemble algorithm. We first run the ensemble simulations with
J = 1,10, 20, 40, 80 realizations using our ensemble algorithm and record the respective elapsed CPU times.
Then we run the simulations again with the same parameter samples using the traditional approach, i.e.,
solving each realization individually. A comparison of the elapsed CPU time is presented in Table 7.5, from
which one can clearly see that our ensemble algorithm is much faster than the traditional approach. For
example, the elapsed CPU time for the ensemble simulation using our ensemble algorithm is 473 seconds,
while running simulations individually takes total 3.998 x 103 seconds when J = 80. The ensemble algorithm
saves about 88% of the computation time.

Table 7.5: CPU elapsed time of ensemble simulations.

J 1 10 20 40 80
individual | 50 | 498 | 1001 | 2000 | 3998
ensemble | 56 | 160 | 281 365 473

We also plot numerical results of our ensemble algorithm and those of individual runs for comparison.
The speed contours and velocity streamlines of the ensemble mean computed from both approaches at
T = 0.5 with J = 80 realizations are presented in Figure 7.2. It is observed that both approaches capture
the same general behavior of the flow, while our ensemble algorithm saves 88% of computation time.
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Fig. 7.2: Speed contours and velocity streamlines of the ensemble mean obtained from individual runs (left)
and computation using our ensemble algorithm (right) with J =80 at T' = 0.5.

7.2.2. Non-diagonal hydraulic conductivity tensor. Here we consider the more realistic case where
the hydraulic conductivity tensor is non-diagonal, for which we need to use Algorithm 2.2 for ensemble
computation. Let

where k11(%,w) = koo(Z,w) # 0 and ko1 (Z,w) = k12(Z,w) # 0, i.e. K(F,w) is not diagonal but symmetric
and

k11 (Z,w) = koo(Z,w) = a1 4+ o/ AeYo(w) + Z o/ Ai[Yi(w)cos(imy) + Yo, i(w)sin(iny)],

ko1 (Z,w) = k12(Z,w) = ag + o/ AeYo(w) + Z o/ \[Yi (w)cos(imy) + Yo, vi(w)sin(imy)].

The corresponding forcing term for the Darcy equation is f, = (14 k11 (%, w) — koo (%, w))(e¥ —e™¥)sin(z)e’ —

(k12(Z,w) + ko1 (T, w))(e¥ — e Y)cos(z)e'; for the Stokes equations, fr, and fy, are the same as those in
Section 7.2.1. The boundary conditions and initial conditions are also the same as those in Section 7.2.1.
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Fig. 7.3: Speed contours and velocity streamlines of the ensemble mean obtained from individual runs (left)
and computation using our ensemble algorithm (right) with J =100 at T = 0.5.

We take a; = 10 and az = 1 so that the random hydraulic conductivity tensor K(Z,w) is SPD. We
consider a group of simulations with J = 100 using the Monte Carlo method for sampling. We plot the
numerical results of our ensemble algorithm (Algorithm 2.2) and those of individual runs for comparison.
The speed contours and velocity streamlines of the ensemble mean computed from both approaches at
T = 0.5 with J = 100 realizations are presented in Figure 7.3. It can be seen that both approaches capture
the same general behavior of the flow while our ensemble algorithm is much faster.

8. Conclusions. We proposed an efficient, decoupled ensemble algorithm for fast computation of the
Stokes-Darcy systems with different parameters sets. The proposed algorithm results in one common co-
efficient matrix for all realizations at each time step, which allows the use of efficient iterative or direct
methods for solving the linear systems at greatly reduced computational cost. Moreover, it also decouples
the original coupled problem into two sub-physics problems, which reduces the size of the linear systems to
be solved and allows parallel computation of the two sub-physics problems. We proved the algorithm is long
time stable and first order in time convergent under a time-step condition and two parameter conditions.
We also presented an alternative algorithm for the problems in which it is easy to identify the eigenvalues
of the hydraulic conductivity tensor, e.g. K is diagonal. We proved this algorithm is long time stable under
a time-step condition, without any parameter conditions. Several numerical experiments were presented to
show the algorithm is first-order in time convergent, illustrate how to incorporate the ensemble algorithm
with the Monte Carlo method and demonstrate the efficiency and effectiveness of the ensemble algorithm.
This is only the first step to study efficient ensemble algorithms in the application of uncertainty quantifica-
tion (UQ) for surface-groundwater flows. The natural next step is to study higher order ensemble methods
and their applications in UQ.
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