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ABSTRACT: Magnetic domain-wall motion driven by a voltage dissipates
much less heat than by a current, but none of the existing reports have
achieved speeds exceeding 100 m/s. Here phase-field and finite-element
simulations were combined to study the dynamics of strain-mediated
voltage-driven magnetic domain-wall motion in curved nanowires. Using a
ring-shaped, rough-edged magnetic nanowire on top of a piezoelectric disk,
we demonstrate a fast voltage-driven magnetic domain-wall motion with
average velocity up to 550 m/s, which is comparable to current-driven wall velocity. An analytical theory is derived to describe
the strain dependence of average magnetic domain-wall velocity. Moreover, one 180° domain-wall cycle around the ring
dissipates an ultrasmall amount of heat, as small as 0.2 fJ, approximately 3 orders of magnitude smaller than those in current-
driven cases. These findings suggest a new route toward developing high-speed, low-power-dissipation domain-wall spintronics.
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Unidirectional magnetic domain-wall motion in curved
nanowires underpins new device concepts for logic,1

sensors,2 and memories.3 Efficient low-power-dissipation
domain-wall motion is the key to high-speed operation and
miniaturization of these domain-wall-based devices. However,
faster magnetic domain-wall motion typically requires larger
driving electric current densities (via magnetic fields4−6 or spin-
torques7−12), which are relatively inefficient and dissipate
substantial amounts of heat. This poses significant problems for
controlling domain-wall motion on a small scale if electric
current remains the main driving stimulus.
A much more desirable option is to use voltage rather than

current to drive unidirectional magnetic domain-wall motion.
However, this is challenging since voltages, unlike currents, do
not induce unidirectional force fields on the domain-walls (e.g.,
the Amper̀e field, or effective field from spin-torques).
Accordingly, voltage-driven magnetic domain-wall motion is
typically oscillatory and bidirectional,13 leading to relatively low
average wall velocity (below 100 m/s). For the same reason,
most existing reports14−23 utilized voltage merely to manipulate
the magnetic anisotropy to modify the energy barrier for
domain-wall motion. For instance, by interfacing a magnet with
a gate dielectric14−19 (or ferroelectric20−23) layer, an applied
voltage can modulate the magnetic interface anisotropy via
electrostatic control of spin-polarized electrons14−18,20,21 and/
or ionic migration,19 or modulate magnetoelastic anisotropy via
the transfer of piezostrains.22,23

Here we show, upon applying static piezostrains to a ring-
shaped magnetic nanowire (through applying static voltage to
the piezoelectric disk underneath), magnetic domain-walls can
propagate deterministically to the strain axis, but in an
oscillatory manner. By changing the orientation of the
piezostrains (through applying dynamic voltages) before
magnetic domain-walls propagate back, a unidirectional
magnetic domain-wall motion with an average velocity up to
550 m/s is demonstrated. This is comparable to current-driven
magnetic domain-wall motion11,12 and spin wave velocities. We
also develop an analytical model to predict the dynamics of
such strain-mediated voltage-driven unidirectional magnetic
domain-wall motion. Furthermore, the analyses predict an
ultralow heat dissipation (∼0.2 fJ) per 180° domain-wall circuit,
along with ultralow energy consumption (∼4 fJ).

Results. Figure 1a shows the geometry of the proposed
magnetic-piezoelectric nanostructure. A ring-shaped amor-
phous Co40Fe40B20 (CoFeB) layer with both moderate
magnetoelastic coupling24 and low magnetic damping25 (i.e.,
with low heat dissipation during magnetic domain-wall motion)
is the representative nanomagnet. The dimensions are 300 nm
(inner diameter) × 400 nm (outer diameter) × 5 nm
(thickness). Phase-field simulations (see Methods) indicate
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that the rough-edged, amorphous CoFeB ring exhibits an
onion-type domain structure26 with two head-to-head trans-
verse domain-walls of about 78 nm in width (Figure 1b and c)
following the application/removal of a saturating static
magnetic field along the +x direction. A cylindrically shaped
disk of polycrystalline Pb(Zr,Ti)O3 (PZT) is the piezoelectric
material. The piezoelectric disk has a size of 1200 nm
(diameter) × 400 nm (thickness) and is prepoled downward
along the −z direction. The bottom electrode is electrically
grounded. In this case, applying positive electric potential on
any one of the four pairs of top 20 nm-thick Ti/Au electrodes
(I−I, II−II, III−III, and IV−IV in Figure 1a) induces localized
biaxial in-plane anisotropic piezostrains on the surface based on
inhomogeneous surface electric field distributions and the
clamped boundaries.27 These surface piezostrains are then
transferred to the CoFeB ring to drive the magnetic domain-
walls.
For illustration, Figure 1d shows the three-dimensional

electric-field distributions in the PZT disk calculated via finite-
element simulations (see Methods) upon applying a static
voltage of 1.1 V through electrodes I−I and keeping the other
top electrodes under open-circuit condition. Only the bottom
electrode (dark gray layer in Figure 1a) is grounded at 0 V. As
shown by the arrows, the electric fields are pointing downward
(i.e., parallel to the polarization). The background color
suggests that electric fields concentrate around the bottom
surfaces of the top electrodes (mostly on the edges of the active
electrodes I−I), but the magnitude of these concentrated
electric fields is well below the dielectric breakdown field of
polycrystalline PZT (∼25 kV/mm, ref 28). Moreover, the
simulated surface distribution of biaxial in-plane piezostrain
difference (εp = εy′y′ − εx′x′) is fairly uniform in the CoFeB ring

area (i.e., marked by the solid circle in Figure 1e) and with an
average of about 0.0766%. The predicted strains are transferred
to the CoFeB ring with negligible loss. This assumption is valid
because the PZT disk is substantially thicker and wider than the
CoFeB ring. The simulated equilibrium nonuniform strain
distribution (see Supplementary Figure S1) predicts an average
strain of about 0.0536% in the CoFeB. The reduction from
0.0766% is mainly attributed to shear lag effects near the
edges.29 Nonetheless, this strain is more than sufficient to drive
a fast magnetic domain-wall motion as described below.
Figure 1f compares the elastic energy density in different

CoFeB rings whose two magnetic domain-walls are located at
different angles within the plane (see the surrounding
schematics), when a uniform piezostrain of 0.0766% from the
PZT is applied along the 45°/225° axis. These results were
calculated from the phase-field model. As shown, the elastic
energy density shows minima when both magnetic domain-
walls are collinear to the axis of piezostrain. Therefore, in a
CoFeB ring whose domain-walls are initially at 0° and 180°
(represented by the spheres), the domain-walls would
propagate to the energy minima at 45° and 225° (see the
dashed arrows), respectively. Such strain-driven 45° magnetic
domain-wall rotation is deterministic due to the presence of the
energy density barrier (denoted as fbarrier in Figure 1f) and has
been experimentally demonstrated by the recent observation of
the static magnetization distribution in a polycrystalline Ni ring
of a micron-sized outer diameter grown on top of <011>-
oriented Pb(Mg1/3Nb2/3)0.66Ti0.34O3 (PMN−PT) substrates.30
Figure 2a shows the changes in the instantaneous magnetic

domain-wall velocities upon applying the static 1.1 V to the
electrodes I−I (the top panel), calculated from the phase-field
model. From the bottom panel of Figure 2a, it can be seen that

Figure 1. (a) Schematics showing an amorphous Co40Fe40B20 ring with a dimension of 300 nm (inner diameter) × 400 nm (outer diameter) × 5 nm
(thickness) attached to a polycrystalline PZT disk of 1200 nm (diameter) × 400 nm (thickness) grown on a substrate and electrodes for applying
out-of-plane electric fields. Identical positive electric voltages (+V) are applied to the top electrodes I−I, the bottom electrode is grounded at 0 V,
and the other inactive top electrodes are kept under open-circuit condition. The remanent polarization (P) of PZT is along the −z direction. (b)
Distribution of orientation angle φ in the ring (scale bar = 100 nm). (c) Profile of φ across one in-plane transverse domain-wall. The domain-wall
width is given by the two cross points between the tangent line and the horizontal axes. Distributions of (d) electric fields and (e) biaxial in-plane
piezostrain difference εp = εy′y′ − εx′x′ in the PZT (scale bar = 200 nm) when applying a static voltage of 1.1 V to electrodes I−I. The small red
arrows indicate the orientation of local electric fields. (f) Polar plot of elastic energy densities in magnetic rings whose two transverse domain-walls
align along different orientations within the plane (see the surrounding schematics), on applying 1.1 V to electrodes I−I. Corresponding to the ring
shown in b, the two domain-walls are initially at 0° and 180° as indicated by the spheres and tend to rotate to the energy minima at 45° and 225°
(the axis of εp), respectively, as indicated by the dashed arrows.
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the two magnetic domain-walls propagate synchronously
(because of the identical values of their instantaneous
velocities) in an oscillatory manner (because of the positive
and negative velocities, also see Supplementary Video S1).
Further, Figure 2b shows that unidirectional (instantaneous

velocities are all positive) magnetic domain-wall motion can be
achieved by applying nanosecond-long, unipolar voltage pulses
consecutively to the electrodes I−I, II−II, III−III, and IV−IV
(see the top panel for the timing control). Note that applying
1.1 V to electrodes II−II, III−III, and IV−IV produces electric
field distributions and surface piezostrain distributions that are
symmetric to those shown in Figure 1d and e, because the
dielectric and piezoelectric responses are isotropic in the plane
for an out-of-plane poled polycrystalline PZT with ∞m
symmetry. These unipolar voltages effectively prevent the
depoling of the PZT disk and suppress ferroelectric domain-
wall motion. As shown in Figure 2c, when the domain-walls
move to 45° and 225° within 0.88 ns at their peak velocities (cf.
Figure 2b), the 1.1 V voltage applied to the electrodes I−I is
shut off. Then another 1.1 V is applied to electrodes II−II.
Piezostrain of the same magnitude (i.e., 0.0766%, represented
by the double-headed dashed arrow) drives the domain-walls to
90° and 270°. After voltage on electrodes II−II is shut off at
1.35 ns, another 1.1 V is applied to electrodes III−III until 1.82
ns. The domain-walls keep moving to 135° and 315° during
this process. Further application of a 1.1 V to electrodes IV−IV
continues to drive the domain-walls to 180° and 360° at 2.43
ns. Repeating these voltage sequences produces a full 360°
domain-wall cycle (see full process in Supplementary Video
S2). The average domain-wall velocity for this operation is
approximately 255 m/s. Supplementary Figure S2 shows two
examples of possible device architectures that utilize such
voltage-driven unidirectional domain-wall motion.

Discussions. Here, the piezostrain-mediated voltage-driven
unidirectional magnetic domain-wall motion is based on four
coupled kinetic processes: (1) creation/release of electric field
upon turning on/off voltages with RC (resistance−capacitance)
delay; (2) rise/release of local piezostrains within the central
surface region of the PZT disk under pulse voltage drive; (3)
strain transfer across the interface; (4) strain-driven magnetic
domain-wall motion in the CoFeB ring. Accordingly, the
duration of voltage pulse must be sufficiently long to allow the
completion of these processes. Taken together, a voltage-driven
average magnetic wall velocity of about 170 m/s is predicted
(see analyses in Methods) under a piezostrain of 0.0766%.
During one 180° magnetic domain-wall cycle around the

ring, the energy consumption and heat dissipation from the
PZT disk are approximately 4 fJ and 0.2 fJ, respectively (see
details of estimation in Methods). The magnetic domain-wall
propagation also dissipates a certain amount of heat as
discussed below.
To quantify the heat dissipation during magnetic wall

propagation, we consider a magnetic domain-wall as an
effective particle with mass m*.31 Building on that, the
oscillatory domain-wall propagation under a static voltage
(strain) is analogous to a ball rolling down (see schematics in
Figure 3a). In this case, the elastic energy density difference
between 0° (180°) and 45° (225°) (see Figure 1f) corresponds
to the gravitational energy difference between the high and low
positions, and the magnetic damping that slows down wall
propagation corresponds to the mechanical friction. Therefore,
by analogy with the conversion between the gravitational
potential energy and the kinetic energy, one has,

Figure 2. (a) Oscillatory and (b) unidirectional magnetic domain-wall
(DW) motion in the amorphous CoFeB ring driven by a static voltage
applied to electrodes I−I and by stepping control of all four pairs of
top electrodes, respectively. (c) Snapshots (time unit in nanoseconds
on the bottom right) of the magnetization distributions (top view).
The solid arrows indicate the orientations of the effective magnet-
ization vector. The dashed (double-headed) arrows indicate the
orientations of the equivalent uniaxial tensile piezostrains.

Figure 3. (a) Schematics of the oscillatory motion of the domain-walls
around the strain axis by analogy to a ball rolling down under gravity.
(b) Time-dependent changes in the instantaneous elastic energy
density felast (top panel) and the kinetic energy density f kinetic (bottom
panel) corresponding to the oscillatory motion. (c) Instantaneous
velocities (top panel) and corresponding displacement (bottom panel)
during one 360° magnetic domain-wall circuit predicted from both
phase-field simulations and analytical modeling. (d) Average domain-
wall velocity vave during one 360° cycle of unidirectional magnetic
domain-wall motion as a function of the magnitude of the piezostrain
|εp| from phase-field simulations (open circles) and analytical model
(lines) under different values of effective domain-wall mass (m*).
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where the elastic energy difference on the right represents an
energy reservoir for the domain-wall motion. The first term on
the left represents the effective kinetic energy, and the second
term describes the heat dissipation where β is the viscous
damping parameter of the wall. For illustration, the top panel of
Figure 3b shows the time-dependent changes in the elastic
energy density Δfelast(t) = [felast(t) − felast(t = 0)] under a static
1.1-V-voltage (and hence the strain of 0.0766%) applied to
electrodes I−I, while changes in the effective kinetic energy
density ( f kinetic) are shown in the bottom panel of Figure 3b.
Equation 1 suggests an experimental approach to determine the
effective magnetic domain-wall mass m* by monitoring the
instantaneous magnetic domain-wall velocity32,33 v(t) upon
applying a static strain to a magnetic ring. Here, based on the
calculated v(t), the value of m* is determined to be
approximately 2.63 μg/m2, which is smaller than the m* of
the in-plane transverse domain-walls in a Ni81Fe19 ring (about
21 μg/m2, ref 31). This is mainly due to the smaller Gilbert
damping factor (αG, proportional to β) in the amorphous
CoFeB (αG = 0.0042, ref 25), compared to 0.01 in
polycrystalline Ni81Fe19.

34

Based on the calculated β (≈ 7.28 × 10−16 (J·s)/m2) and the
simulated v(t) (see the solid line in the top panel of Figure 3c
for the average v(t) of the two magnetic domain-walls), the heat
dissipation caused by magnetic domain-wall motion (the
second term in in eq 1) is approximately 0.00026 fJ during
one 180° circuit, which is negligible compared to heat
dissipation from the piezoelectric actuator (∼0.2 fJ).
By taking the time derivative on both sides of eq 1, the

equation of motion for the magnetic domain-wall can be
derived as (see details in Supplementary Figure S3 and
Supplementary Note S1),

β
λ

ν
η

ε θ

* + = −
+

−m
dv t
dt

v t
k V

r
Y

v t

( )
( )

3

2 1
(1 )

sin(2 ( ( )))

2
s ring

0

p (2)

where k is the magnitude of the normalized effective
magnetization vector meff; λs is the saturation magnetostriction
coefficient, Vring is the volume of the ring, and r is the radius
(taken as 175 nm); Y and v0 are the Young’s modulus (∼162
GPa, ref 35) and Poisson’s ratio (∼0.3, ref 24) of the
amorphous CoFeB, respectively; θ is the angle between the
rotating meff and the axis of uniaxial piezostrain (εp); η
represents the degree of strain relaxation (∼30%). Equation 2
can be utilized to predict the oscillating v(t) during the
dynamic-piezostrain-driven unidirectional magnetic domain-
wall motion (see details in Supplementary Note S1) and
thereby predict the average magnetic domain-wall velocity
(vave). Taking εp = 0.0766%, for instance, the curves of v(t) and
the corresponding displacements, u(t) [= ∫ v(t)dt], calculated
through eq 2 are compared with the simulated curves in Figure
3c. Note that, in the simulated curves, there exists an incubation
delay at the initial stage (0−0.38 ns) during which there is no
appreciable displacement. The duration of this period would be
longer if the initial magnetic domain structure were more stable
(see Supplementary Figure S4 and Note S2). This is
reminiscent of the delay in magnetization switching in magnetic
tunnel junctions driven by spin-transfer-torque.36 Apart from
this incubation delay, the curves obtained through eq 2 and

phase-field simulations are generally consistent, though there
are also discrepancies in the minimum values of velocities and
broadening/shifting of the peaks most likely due to magnet-
ization inhomogeneity. Notably, the vave predicted through eq 2
and simulations (247 and 254 m/s, respectively) are quite
close.
Figure 3d further shows the vave under various εp up to 1%.

Experimentally a biaxial in-plane anisotropic piezostrain
difference up to 0.5% has been observed in a piezoelectric
PMN−PT single crystal.30 As shown in Figure 3d, vave first
increases, then decreases with increasing εp, and falls to zero
when εp exceeds a cutoff value (εcut) of 1%. A peak velocity of
about 553 m/s appears at a critical strain (εcr) of 0.4%. On the
other hand, with the input values of m* and β obtained when εp
= 0.0766%, the results calculated from the analytical theory (see
the red line) agree quite well with the phase-field simulation
results (symbols) when εp is below 0.2%. Below, we will discuss
the reasons for the deviations arising under larger εp.
First, we attribute the deviations at 0.2% < εp ≤ 0.4% to the

enhanced structural instability of the magnetic domain-walls,
which can be interpreted as the enhancement of the magnetic
domain-wall mass. For illustration, after utilizing the updated
input values of m* (determined to be about 5.32 μg/m2 and
5.99 μg/m2 from the oscillating v(t) on applying a static εp of
0.3% and 0.4%, respectively), the calculated vave is consistent
with the simulation results (see the dashed and dashed dotted
lines in Figure 3d). As a direct evidence for the enhanced
structural instability, at εp = 0.3% and 0.4%, the in-plane
magnetization vectors inside the domains walls experience
appreciable out-of-plane excursion when the domain-walls
propagate (see Supplementary Figure S5a and Note S3).
Second, the onset of negative strain-controlled magnetic
domain-wall mobility (i.e., dvave/dεp) when εp exceeds 0.4% is
caused by the breakdown of the synchronous motion of the two
domain-walls. This asynchronous motion is evidenced by the
marked difference in the phases of the instantaneous velocities
v(t) of the two magnetic domain-walls (Supplementary Figure
S5b) and the formation of metastable asymmetric onion
domains37 (image on the left of Supplementary Figure S5c) and
is directly shown in Supplementary Video S3; this asynchro-
nous motion is a result of the enhanced structural instability of
not only the magnetic domain-walls but also the magnetic
domains (Supplementary Figure S5d and Note S3). For such
asynchronous magnetic domain-wall motion, eq 2 is no longer
applicable. Third, for εp larger than 1%, the torque provided by
the strain would be too large, such that the onion-type
magnetic domain structure and the transverse domain-wall
structure cannot be maintained (image on the right of
Supplementary Figure S5c), and hence the 360° domain-wall
motion is cut off.
Thus, it is important to obtain a domain-wall with high

structural stability in the magnetic ring, such that larger
piezostrains can be applied to increase the wall velocity without
drastically changing the wall structure. This paradigm of
increasing wall velocity is similar to that in current-driven
magnetic domain-wall motion.10,12 With this in mind, a stability
diagram containing six different domain-wall structures as a
function of the thickness and the outer diameter of the
magnetic ring is constructed. The solid circle in Figure 4a,
indicating the present dimensions of 300 nm × 400 nm × 5
nm, is in the central region of the in-plane transverse domain-
wall (phase (i). Hence the wall structure should be more stable
than those in the vicinity of a phase boundary (see Figure 4a).

Nano Letters Letter

DOI: 10.1021/acs.nanolett.5b05046
Nano Lett. 2016, 16, 2341−2348

2344

http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_004.avi
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.5b05046/suppl_file/nl5b05046_si_001.pdf
http://dx.doi.org/10.1021/acs.nanolett.5b05046


In addition to high structural stability, a low degree of strain
relaxation (η, represented by the background color) is also
desirable for obtaining high strain-mediated voltage-driven
magnetic domain-wall velocity.
It can also be seen from Figure 4a that the in-plane transverse

domain-wall structure (phase i) is favored in thin and narrow
rings and would gradually transform into single, double, and
multiple vortex domain-walls (phases ii, iii, and iv, respectively)
when the ring becomes wider and thicker. Figure 4b illustrates
the representative structures for these in-plane domain-walls.
Such a size-dependent transverse to vortex domain-wall
transformation has been experimentally observed in ring-
shaped Co38 and Ni80Fe20 magnets.39 Our simulations also
suggest a transformation from an in-plane transverse wall to an
out-of-plane transverse wall (phase v), then to an out-of-plane
vortex wall (phase vi) in relatively narrow and thick magnetic
rings, as shown in Figure 4c. Among all six domain-wall
structures, the in-plane transverse wall exhibits the highest
mobility in response to strain (see Supplementary Figure S6
and Note S4).
In summary, we have demonstrated fast and unidirectional

voltage-driven magnetic domain-wall motion in a rough-edged
magnetic ring by controlling the magnetic wall dynamics using
fast piezostrains. The simulation results suggest a high average
domain-wall velocity up to 550 m/s, which is comparable to
that through spin-torque-mediated current-driven magnetic
domain-wall motion.11,12 However, the heat dissipation (∼0.2
fJ per 180° magnetic domain-wall circuit around the ring) is
approximately 3 orders of magnitude smaller (∼0.2 pJ and
above in current-driven cases, see Supplementary Note S5).

Moreover, the energy consumption (∼4 fJ) is ultralow. Further
enhancement of magnetic domain-wall velocity and further
reduction of energy dissipation/consumption is possible by
optimizing the structure design. From a fundamental
perspective, the simulation results have revealed the dynamics
of such strain-mediated voltage-driven unidirectional magnetic
domain-wall motion (Figure 3d), the feature of which is
completely different from the features of magnetic domain-wall
dynamics controlled by currents or magnetic field.40 An
analytical theory has been developed to understand the
simulation results on the strain-controlled magnetic domain-
wall dynamics at small strains. This theory also suggests a new
method of extracting the effective mass of a magnetic domain-
wall by experiments.
Overall, this work shows how to achieve fast and unidirec-

tional magnetic domain-wall motion driven by an applied
voltage. The maximum average domain-wall velocity shown in
this work (about 550 m/s) is over five times higher than that of
the voltage-driven bidirectional magnetic domain-wall motion
(<100 m/s) demonstrated computationally in a straight
magnetic nanowire (with hypothetical material parameters)
covered by PZT film.13 In contrast to one singular previous
report of voltage-driven unidirectional magnetic domain-wall
motion, this work does not require ferroelastic domains that
possess a specific pattern and width to elastically pin the
magnetic domains.41 Furthermore, the maximum voltage-driven
magnetic domain-wall velocity in that report41 is below 10−5 m/
s, 7 orders of magnitude smaller than 550 m/s. It is worth
noting that such fast and unidirectional voltage-driven magnetic
domain-wall motion can also be realized by employing other
electrode designs that permit the generation of a uniaxial
piezostrain on the surface of the PZT disk, in addition to the
electrode design shown in Figure 1a. A wide variety of
piezoelectric and ferroelastic materials are potential candidates
to be used for the proposed device although materials with high
converse piezoelectric responses are preferable. Large piezo-
strains are important to overcoming randomly distributed local
pinning potentials from the rough edges (see Figure 1b and
Figure 2c) and other possible defects due to patterning
imperfections. Apart from the ring-shaped nanowire used for
demonstration, the basic principle in this work is also applicable
to other curved nanowires.

Methods. Phase-Field Simulations. The whole simulation
zone is discretized into a three-dimensional array of cuboid cells
of 150Δx × 150Δy × 20Δz. Three phase-field order parameters
Op, Om, Oa are employed to describe the piezoelectric
nanoisland, the patterned magnetic ring, and the air, where
(Op,Om,Oa) = (1,0,0), (0,1,0), and (0,0,1), respectively.
Specifically, the bottom cells of 150Δx × 150Δy × 10Δz are
designated as the piezoelectric phase that provides uniaxial or
biaxial in-plane piezostrains. The magnetic ring occupies a
fraction of the overlaid cells of 150Δx × 150Δy × 5Δz in such
a way that the spatial distribution of Om obeys a shape function
with a diffuse interface between the ring and the air, i.e., Om =
0.5[tanh[8(r0 − r1)] − tanh[8(r0 − r2)]], wherein r1 and r2
denote the inner and outer radii of the ring, and r0 is the
distance between the center of the ring and a given cell. This
shape function allows us to introduce edge roughness (about 4
nm on average in this work) that would appear in experiments
due to patterning imperfections. The topmost cells of 150Δx ×
150Δy × 5Δz represent air, which is introduced to
accommodate the magnetic stray fields and to establish
stress-free surfaces for the ring such that mechanical relaxation

Figure 4. (a) Domain-wall structure stability diagram as a function of
the thickness and the outer diameter of the CoFeB ring. The
background color shows the degree of strain relaxation at each
dimension. (b−c) Three-dimensional illustration of the typical
domain-wall structures for dimensions of (from i to vi) 300 nm ×
400 nm × 5 nm, 300 nm × 500 nm × 30 nm, 300 nm × 550 nm × 45
nm, 300 nm × 550 nm × 70 nm, 300 nm × 325 nm × 30 nm, and 300
nm × 350 nm × 80 nm, respectively. The inner diameter of the ring is
fixed as 300 nm.
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occurs upon applying strains. The latter is achieved by setting
the elastic constants of the air to zero when calculating the total
elastic energy through a spectral iterative perturbation
method.42 The size of each cell is taken as Δx × Δy × Δz =
3 nm × 3 nm × 1 nm in real space to describe a whole system
of 450 nm × 450 nm × 20 nm (with r1 = 150 nm and r2 = 200
nm). By varying the number of the cells, the cell size, and the
ratio of r1 to r2, magnetic rings of different sizes (Figure 4) can
be considered.
Within the magnetic ring, the spatial distribution of local

magnetization vector M = Ms(mx,my,mz) represent the
magnetic domain and domain-walls, where Ms is the saturation
magnetization (∼1.2 × 106 A/m for amorphous Co40Fe40B20,
ref 43). The equation of motion for magnetization follows the
typical Landau−Lifshitz−Gilbert (LLG) form,

γ α∂
∂

= − × + × ∂
∂

⎜ ⎟⎛
⎝

⎞
⎠t t

m
m H m

m
( )0 eff G (3)

where the first term on the right is the precession torque that
accounts for the gyrotropic motion of magnetization around
the effective field Heff with the prefactor γ0 denoting the
gyromagnetic ratio (∼1.76 × 1011 Hz/T, ref 44), while the
second term is the damping torque. Heff is calculated as − (1/
μ0Ms)(δFtot/δm), where μ0 is the vacuum permeability and Ftot
is the total magnetic free energy of the whole system consisting
of the amorphous nanomagnet, written as,

∫ ε εμ= |∇ | − · + · ·F A M Vm H m c[ 0.5 ( ) 0.5( )]dstot
2

0 d

(4)

where the terms inside the volume integral describe the
exchange energy density, stray field energy density, and elastic
energy density, respectively; A is the exchange constant of the
amorphous Co40Fe40B20, taken as 1.5 × 10−11 A/m from ref 25;
Hd is the stray field; c is the elastic stiffness tensor that is
spatially variant in the system; ε is the elastic strain tensor that
can be expanded as ε = εhom + εhet − ε0, and is obtained by
solving mechanical equilibrium equation (∇·(cε) = 0) Here the
homogeneous strain εhom corresponds to the actual deforma-
tion arising from the transfer of in-plane piezostrains εp across
the magnetic-piezoelectric interface; εhet is the heterogeneous
strain whose volume average is zero; the eigenstrain ε0

corresponds to the magnetostrictive deformation under stress-
free condition, with εij

0 = 1.5λs(mimj − 1/3) and 1.5λsmimj for i
= j and i ≠ j, respectively. A saturation magnetostriction λs of
about 31 ppm is taken from ref 24. Details of calculating Hd and
ε for such finite-size patterned magnetic nanostructures have
been given in ref 42. In the present phase-field model with
coupled micromagnetics and elasticity, strain state is constantly
recalculated during the temporal evolution of local magnet-
ization, while in conventional micromagnetic simulations,
strains are fed into eq 3 as an effective magnetic field in one
direction.
Finite-Element Analyses. The finite-element model is

implemented in COMSOL Multiphysics commercial software.
The equilibrium distributions of electric field (E) and elastic
strains (ε) are obtained by solving coupled electrostatic
equilibrium equation (∇·D = 0) and mechanical equilibrium
equation (∇·σ = 0), where the electric displacement (D) and
stress (σ) are expressed based on the coupled constitutive
equations,

ε ε ε

σ ε

= +

= −

D e E

c e EE
T

0 r

(5)

where eT is the transpose of the piezoelectric coefficient
measured under constant temperature; ε0 is the vacuum
permittivity, and εr is the relative permittivity; cE denotes the
elastic stiffness coefficient measured under constant electric
fields. The electrostatic and mechanical equilibrium boundary
conditions are solved are solved using MUMPS (MUltifrontal
Massively Parallel Sparse direct Solver). Free tetrahedral
meshes are built with cubic and quadratic shape functions to
solve mechanical and electrostatic equilibrium equations,
respectively. Top surfaces of a soft PZT ceramic and the
electrodes are stress-free. The PZT is fixed everywhere else (i.e.,
with zero mechanical displacement), which can be achieved
experimentally by depositing thick and stiff Al2O3 layers

45 on
the lateral sides of the nanostructure. A constant gate voltage of
1.1 V is applied to a single pair of top electrodes (e.g., I−I),
while the other inactive top electrodes are kept under open-
circuit condition. The bottom electrode is electrically grounded
at 0 V. Values of the full matrices of the e, εr, and cE can be
found in Supplementary Note S6.
The mechanical resonance frequency ( f r) of the proposed

design was determined through the frequency analysis module
in COMSOL Multiphysics. An alternating voltage with a 1.1-V-
amplitude and a frequency varying from 1 to 5 GHz is applied
to electrodes I−I. The mechanical displacement of a point at
the electrode tip is plotted as a function of the voltage
frequency. The f r, at which this displacement achieves
maximum, is approximately 2.4 GHz.

Estimating the Time Required by the Different Kinetic
Processes. Here the RC delay (tRC ≈ R × C) can be as small as
about 0.15 ps. This delay includes a typical resistance (R) of
about 100 Ω (ref 46), and a capacitance (C) approximately
0.0015 pF according to C ≈ ε0εrS/d, where S (∼0.2 μm2) is the
area of a pair of top electrodes and d is the thickness (400 nm).
The minimum rise/release time of the homogeneous
piezostrain (tp) of the entire PZT disk can be estimated
based on tp ≈ 1/(3f r)

47 and is approximately 0.14 ns given f r ≈
2.4 GHz. The rise of local piezostrain within the central surface
region could be faster. Such local piezostrains propagate across
the interface in the form of mechanical waves,48 and can spread
over the CoFeB ring within about 1 ps. This duration is
estimated by dividing the ring thickness by the speed of sound
(vs, approximately 4500 m/s) in the amorphous CoFeB. The
latter is calculated through Newton−Laplace equation, vs = (Y/
ρ)1/2, by taking a density (ρ) of 8 g/cm3. Further, the time
required by the strain-driven magnetic domain-wall motion
averages 0.54 ns during each stage (see Figure 2b). Taken
together, only the rise/release time of piezostrains (process 2)
is comparable to the time required by the magnetic changes
(process 4) and hence may slow down the speed of voltage-
driven magnetic domain-wall motion. As a conservative
estimate, by adding 0.28 ns in each one of eight stages to
make sure the piezostrain reaches its nominal value and
decreases to zero, the voltage-driven average magnetic domain-
wall velocity still remains as high as 168 m/s.

Estimating the Energy Consumption and Dissipation. The
energy consumption (Econ) is approximately 3.63 fJ based on
Econ = n0.5CU2, where n is the number of charging−discharging
cycles (n = 4 per 180° domain-wall circuit). The average power
dissipation (P) by the PZT can be calculated based on P ≈
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n0.25πf C tan δ U2,47 where f (≈ 0.46 GHz) and U (1.1 V) are
frequency and magnitude of the unipolar voltage, respectively,
and tan δ indicates the low signal dielectric loss of the
polycrystalline PZT (approximately 0.03, ref 49). The total heat
dissipation by the PZT per 180° domain-wall circuit can
therefore be calculated to be about 0.17 fJ. The actual heat
dissipation could be larger due to the field dependence of the
loss tangent.50,51 In practice, if this became too large, then a
domain engineered piezoelectric or an electrostrictive material
could be substituted for the PZT.
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