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1. Introduction

Development of numerical solvers for hyperbolic conservation laws has been an active field in the last few decades.
Effective schemes, in capturing shocks and the entropy solution of a hyperbolic system, nowadays become a classic topic
in the area of computational fluid dynamics [31,38,22,36,14]. Because of the hyperbolic nature, all such systems develop
waves that propagate at finite speeds. In order to accurately compute all the waves in a hyperbolic system, one has to
resolve all the space and time scales that characterize it. Most schemes devoted to such systems are obtained by explicit
time discretization, and the time step has to satisfy a stability restriction, known as the CFL condition, which states that the
time step should be limited by the size of the spatial mesh divided by the fastest wave speed (times a constant of order 1).
Usually such a restriction is not a problem when the system is not stiff.
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There are, however, cases when the system becomes stiff. As a prototype model, we consider the classical isentropic
Euler equations of compressible gas dynamics. The system becomes stiff, when the Mach number becomes small: classical
CFL condition on the time step determined by the acoustic waves deeply hinders the efficiency of numerical methods.
On the other hand, one may be mainly interested in accurately capturing the motion of the fluid, without fully resolving
acoustic waves. In such a case, one has to resort to implicit strategies for time discretization to avoid the acoustic CFL
restriction. Naive implementation of implicit schemes for the solution of the Euler equations presents two kinds of problems.
First, classical upwind discretization (say Godunov methods based on exact or approximate Riemann solvers) are highly
nonlinear and very difficult to solve implicitly. Second, standard upwind schemes with numerical viscosities, which are
inversely proportional to the Mach number, introduce excessive numerical dissipations on the slow wave, resulting in loss
of accuracy [20]. Moreover, in the zero Mach number limit, the fluid model becomes an incompressible one with the
divergence-free constraint on the velocity field. It is important that the numerical discretization follows such a constraint,
as in well-developed incompressible fluid solvers [15,23,24].

Thus, there has been a great interest in developing numerical schemes that are efficient and effective for both the low
Mach incompressible regime and for the compressible regime. For example, investigation of the effect on fully implicit
schemes (and preconditioning techniques adopted to cure the large numerical diffusion) are discussed in [40] and in [32],
both inspired by an early work of Turkel [39]. One of the first works, in which semi-implicit calculation of the pressure is
incorporated in a compressible flow, is given by Casulli and Greenspan [12], in which the authors use an upwind discretiza-
tion on the material flow, and an implicit equation for the pressure, which is solved by a SOR-type method. Several authors
have subsequently worked on the development of semi-implicit methods [29,33] base on low-Mach asymptotic [28]; such
schemes are specifically designed to deal with low Mach regimes. However, when the Mach number is not small, then
shock discontinuities may form. In these cases, it is necessary to resort to conservative schemes (see for example [25] and
[19] for isentropic Euler and Navier-Stokes equations, or [16] for full Euler and Navier-Stokes case). Most shock capturing
all Mach-number schemes, presented in the literature, are based on the finite volume method and are usually restricted to
second order accuracy in space and time, for example [21,11], with an exception represented by the paper [37]. In [37], the
authors adopt a space-time discontinuous Galerkin method for all Mach-number flow, which involves staggered meshes and
Picard iterations for solving large nonlinear systems.

The aim of the present paper is to propose a new simple framework to design a conservative high order finite difference
scheme for the compressible isentropic Euler equations with Mach number ranging from zero to order one. Such new
framework does not involve splitting parameter as in [25,19], yet the asymptotic consistency and high order accuracy can
be proved in the zero Mach number limit for the incompressible Euler equations. The method is based on a conservative
finite-difference formulation on a single mesh. Convective terms are treated explicitly by a suitable local Lax-Friedrich flux,
while acoustic terms are treated implicitly with zero numerical diffusion, thus achieving at the same time good accuracy
and low numerical diffusion. The first order version of our scheme is consistent with the one proposed recently in [21];
here in this paper, we generalize the scheme in the finite difference framework to high order accuracy in space by using
the finite difference weighted essentially non-oscillatory (WENO) techniques, and in time with high order semi-implicit
linearization strategy.

The plan of the paper is the following. After the introductory section, we recall the isentropic Euler equations, and how
they relax to the incompressible Euler equations as the Mach number vanishes. Section 3 is devoted to the presentation and
analysis of the schemes: the basic first order accurate scheme in time is introduced, and an accurate linear stability analysis
is performed. Later we illustrate how to extend the scheme to higher order both in time and space. Section 4 concerns
with the analysis of the AP property of the scheme. The next section presents several numerical tests in one and two space
dimensions. In the last section we draw conclusions and mention some work in progress. In the Appendix, we present the
AP property of the semi-implicit linearized scheme, as well as the IMEX Butcher tableaux adopted in simulations presented
in this paper.

2. The isentropic Euler system for all-Mach number
We consider the isentropic Euler equations

pe+V-q=0, (2.1a)

q+V- <q;g> + Vp(p) =0, (2.1b)

where x € Q C RY, t > 0, p is the density of the fluid, u is the velocity of the fluid, p is the pressure and q = pu is the
momentum. Here we consider a polytropic gas, for which the equation of state takes the form: p(p) = Cp? where C(s)
depends on the entropy (which is assumed to be constant) and y = C,/C, is the polytropic constant.

In order to describe the low Mach number limit, we rescale the equations considering the following reference quantities:
Po, Uo, Po, Xo, to, with ug = xo/tp where the dimensionless variables are then given by:

X=x/xo, t=t/to, p=p/po, and &l =u/ug.
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Inserting these expressions into the equations (2.1) (and omitting the hat) one obtains the rescaled (non-dimensionalised)
isentropic Euler equations:
pe+V-q=0, (2.2a)

® 1
Q+V- ("T"> + 5 Vp(p) =0, (2.2b)

where € = ug+/po/po is proportional to the Mach number. System (2.2) is hyperbolic and the eigenvalues in direction n are:
M=u-n—c/g ky=u-n+c/e with c=./yp/p being the sound speed. Throughout the paper, we denote by acoustic
waves that perturbations traveling with the speed of sound c, and material waves the perturbations carried by the fluid,
thus moving at speed u. For boundary conditions, we assume u-n=0 on 9, or assume 2 is T¢, i.e. periodic boundary
conditions.

Now we recall the classical formal derivation of the incompressible Euler equations from the isentropic compressible
Euler system (2.2) [28]. To determine the asymptotic behavior as & — 0, we consider an asymptotic expansion ansatz for
the following variables:

P, 1) = po(X,t) + &2 p2(x,0) + -+ -,
p(x,t) = po(x,t) + &2 pa(X, ) + -+ -, (2.3)
u(x, t) =ug(x, t) + 2up(x, t) + - - -,

Inserting (2.3) into (2.2), to O(¢2), one gets, in the momentum conservation equation (2.2):
Vpo =0.

Therefore, po(x,t) = po(t), and by p = p(p), we have pg = po(t), i.e. to lower order in ¢, density and pressure are constants
in space. Next, by taking the O(1) terms, we have

9o + V- (poug) =0 (2.4a)
0t (poug) + V - (poup @ ug) + Vp, =0, (2.4Db)

where p, as appearing in (2.3) is the hydrostatic pressure. Now, the incompressibility is forced by using the boundary
conditions to solve system (2.2) on the domain € with u-n =0 on 92 or periodic boundary conditions. Because pg = po(t)
for (2.4) one has:

1d
VAN ug = —iﬁ.
po dt
Integrating on 2 one has:
1d
—|sz—ﬂ=/v.uodsz=/uo.nds=o, (2.5)
po dt
Q 9Q

due to the boundary conditions. Therefore pg remains constant in space and in time, so that V -ug =0, and (2.4b) becomes

otug + V- (ug ® ug) + Vpz =0, (2.6)

where p; plays the role of Lagrangian multiplier in enforcing the divergence-free condition of the velocity field. To see this,
taking the divergence of the equation (2.6) and using the incompressibility, one obtains

—Apz = V?: (poup ® ), 2.7)

where V2 and : are respectively the tensor of second order derivatives and the contracted product of two tensors.

As observed in [28], we assume that the initial condition for the problem is well-prepared which means that the initial
condition for (2.3) is compatible with the equations at various orders of €. In our case, well-prepared initial conditions are
obtained by imposing

p(x,0) = po + &2 p2(x),

(2.8)
u(x, 0) =ug(x) + O(e),

with pg constant and V - ug = 0. Then, compatibility with the equations at order zero in € is given by:
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p(x,0) = Const,
V.uy=0,
(2.9)
Vp2
drug + (ug - V)ug + —= =0.
Lo
Well-prepared initial conditions are clearly explained in [8] or in the classical book by Hairer and Wanner ([26], Chap. VI).
Note that well-prepared initial conditions are required if we want that the solution to the &-dependent problem smoothly
converges to the solution of the limit incompressible problem. For an arbitrary initial condition, an initial layer will appear,
which require a numerical resolution at the g-scale.
Finally, from a numerical point of view, when the Mach number is very small, standard explicit shock-capturing methods
require a CFL time restriction dictated by the sound speed c/¢ to integrate the system. This leads to the stiffness in time,
([25], [19], [16], where the time discretization is constrained by a stability condition given by

At < AX/Amax = O(eAX), (2.10)

since Amax = maxq(|u| +c/e).

This restriction results in an increasingly large computational time for small €. The second drawback is due to the
excessive numerical viscosity of standard upwind schemes, that scales as ¢!, leading to highly inaccurate solutions. Thus,
it is crucial to design schemes with asymptotic stability and consistency in the incompressible limit, i.e. the asymptotic
preserving (AP) property.

3. Numerical schemes

We aim to construct and analyze a new class of high order finite difference schemes with the AP property for unsteady
compressible flows when the Mach number ¢ spans several orders of magnitude. The features of our scheme are the follow-
ing: we design an implicit-explicit time discretization strategy, so that the scheme is stable with a time stepping constraint
independent of the Mach number ¢, the AP property is preserved in the zero Mach number limit and the scheme can be
implemented in a semi-implicit manner [6,5,4,7] to enable effective and efficient numerical implementations; meanwhile
we adopt high order WENO spatial discretization strategies, so that the scheme can successfully capture shocks in the com-
pressible regime; our scheme can preserve the incompressible velocity field in the zero Mach number limit by involving
an elliptic solver for the hydrostatic pressure. The organization of this section is the following: we will first present a first
order discretization both in time and in space; and then discuss high order extensions afterwards.

3.1. Set up a first order scheme

We first propose an effective first order time discretization with proper implicit and explicit treatments, which is similar
to that in the recent work [21].

pn+1 _ pn i
— 4+ V. =0,
At +V-q
: (3.11)
q —q" qeq\" 1 n1
V. —V =0.
+ o) Taveeth
Substituting q™*! in the first sub-equation of (3.11) by the expression from the second sub-equation, one gets
P —p" . 2 (a®a\" At
— 4+ V.q -AtV [ — ) - =5A =0,
At +V-q 0 ps) p(P™™)
: (3.12)
q —q" qeq\" 1 n1
V. —=V =0.
N p + 2 p(p)

Notice that although the pressure term appears to be the only stiff term in the isentropic Euler system, the implicit treat-
ment on the advection term V - q**! in the first sub-equation of (3.11) is necessary to preserve the AP property. Indeed, an
explicit treatment of V - q term in the first equation of (3.11) would make the whole method explicit, and prone to a severe
e-dependent stability restriction. We would also like to emphasize the following: although the two semi-discrete systems
(3.11) and (3.12) appear to be mathematically equivalent, system (3.12) offers a simpler and more compact framework,
when spatial discretizations are applied. In fact, it is crucial that we perform our spatial discretization based on the system
(3.12), instead of (3.11), because in this way it is easier to obtain a compact and high order discretization of second order
derivative.

The AP property for the time discretization (3.12) has been discussed in [21]. Pluggin formal expansions (2.3) into scheme
(3.12) and collecting equal powers of &, with proper boundary conditions, we have
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0(1/52) terms : Ap(,o”“) =0, i.e. po=const, pg=const, (3.13)
V.ql— AtV (_qo/iqo> — AtApT =0,
O() terms: » (3.14)
Q@ —qf Qeq\" 1
—_— 4+ V.| — \Y% =0.
At Jol VP2

Eq. (3.14) can be derived by collecting equal powers of order one terms, and from the fact that pp and pg are constants
from eq. (3.13). It can be seen that eq. (3.13) implies that the fluid density stays constant. Meanwhile, when one takes the
divergence of the second sub-equation in system (3.14), it can be seen that q"‘H is divergence free. In particular, the first
sub-equation in (3.14) plays the role of divergence cleaning for the updated q"+1 in the second sub-equation of (3.14). That
is to say, in the zero Mach number limit, the fluid flow is incompressible with constant fluid density and divergence-free
velocity field. In fact, eq. (3.14) provides a scheme to discretize the incompressible Euler system (2.4) with a divergence
cleaning step, which shares similar spirits to the classical projection methods [13,2,27,18]. Also see [30] for a review and
comparison for different approaches solving incompressible flows.

Remark 3.1. Our strategy of numerical discretizations is different from the traditional method-of-lines discretization. The
method-of-line approach involves discretization in space first; and then solving the resolving time-dependent problem as an
ODE system; while here for all-Mach problem (similarly for many other temporal multi-scale problems) we do the opposite.
Specifically, we first perform time discretization to ensure AP property, after which we propose to apply proper spatial
discretizations.

Next we describe a first order finite difference scheme to illustrate the basic principle in our spatial discretization. Notice
that our numerical solutions for all primal variables are on collocated grid, which is different from the staggered mesh
treatment adopted in [11], and from the zone-centered or face-centered variables used in [37].

1. Spatial discretization of convective terms V - q" and V - (@ ® q/p)" in eq. (3.12) can be treated by standard upwind
strategy (e.g., by using a local Lax-Friedrichs flux). For example, V - q would be approximated by a flux-difference form,

Dup-q= (q,Jr Rt )+—(q,]+1 —4@, ), a=@".q")
with the flux functlons

~1

Giyy ;= (q1,+q,+1,)+ Yo — pisrp). @

ij+d —(CI, j +Q, J+l) + (/01] Pi,j+1)s

where «1;j and oy ; j are maximum flow speed in x- and y-directions respectlvely. Here D,, denotes an upwind
discretization. The spatial discretization of V- (q®q/p)" can be approximated in a similar manner by D - (@ ® q/p)",
as in a standard finite difference solver for compressible flows. In particular, here we use a conservative finite difference
formulation with a local Lax-Friedrich flux splitting [36].

2. Spatial discretization of second-derivative terms V2 : (q® q/p)" and Ap(p"*!). These second-derivative terms could be
discretized by a high order central difference approximation by Dé 1 (q®q/p)" and DA (p™*1) respectively. In particular,
a second order discretization of V2: (q® q/p) by D2 :(q® q/p) is the following

2\2
D2:<q®q> DXX((q) )+2Dx (q q )+D ((q) )
0 —p 0 y 0 yy 0

1 [ (" (q 1?2 (q )2
:Aix2<( )1+11_2( )l_]+( )1 1,j>

1 q'q? q'q?
+ 2AXAy ( ((T)IH,]H - (7)1—1,]+1

1,2 1,2
- ((q: it1,j—1 — (%)il,]’l))

1 (.@)? (@*)? @*?
+A—y2<( )11+1_2( 0 )1]"‘( 0 )1]—1>,

a second order discretization of the Laplace operator Ap by Da(p) is the following
Pi+1,j — 2pi,j + Pi-1,j | Pij+1 — 2pij + Pi j-1
AX? Ay? '

+
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3. Spatial discretization of Vp™t! in the second sub-equation of (3.12). A central difference without numerical diffusion is
proposed to approximate Vp,

Pi+1,j — Di-1,j Pi,j+1 — Pi,j—1 T
2Ax ’ 2Ay

Notice that it is essential that no numerical diffusion will be introduced for this term. Otherwise, the numerical diffusion
will scale as O(1/&?), strongly polluting numerical solutions at small values of £. Note that D% # DgDo.

Do(p) = (

In summary, a first order fully discretized scheme for solving (3.12) is proposed as

n+1 n n
— ® At
%+Dup'qn_AtD%:<¥> _8—2DA(P(PH+1))=0,
(3.15)
qn+1 _qn

q®q\" 1 n1
Dyp - | —— —D =0.
At + Dyp ( P ) + ) o(p(p) ™)

To solve the system (3.15), we first solve p"t1 from equation (3.15) implicitly as a nonlinear elliptic equation; then we update
the momentum from the second equation of (3.15) from an explicit calculation. A semi-implicit approach with linearization
of the pressure term in the first sub-equation of the system (3.15) is possible as discussed later in Section 3.3.

3.2. Linearized stability analysis

In this section we present a stability analysis for the scheme (3.12) applied to the one dimensional linearized isentropic
system. First of all we consider the system in 1D

pPr+39x=0,

@ 1 (3.16)
a+(—+5pr) =0,

p & X

denoting q = pu.
So, we rewrite system (3.16) by linearizing it around the constant state pg =1, ug =1 and po = 1. This leads to

pr+qx=0

1 (317)
qe +2qx + (8—2 —Dpx=0.

We assume that the domain is [0, 27r] with periodic boundary conditions.
Applying time discretization (3.12) to (3.17), and discretizing space with local Lax-Friedrich flux we obtain:
n+1 n N n o = n 2R n n MZ N n+1
Py = o = 1 (Dx(@") = SDuc(p") + 12 Dxx(24" = ")+ S5 D™
j € (3.18)

n+1 __ n A n n o = n n o= n+1y |
q; —q]‘_lf’v<Dx(2q —p )_EDxx(q )>j_€_2DX(p )j
with @ = At/Ax and we made use of undivided difference operators

- hiz1—hi_ -
Dxhj = %, Dyxhj=hj1 —2hj+hj_q.

We apply the Von Neumann analysis to access the stability property of the proposed first order scheme. We express every
quantity U’} = (p?, q’j?) by a Fourier series in space, where iZ = —1, U;? =) ez U exp(ikj Ax). The evolution of each Fourier
mode Uy, is obtained by observing that Dyel/s =isin&el’s, Dy els =2(cos& — 1)el with & = kAx, with integer k. Then we
get

et o
AU = BO}

with

2
1+ 5201 —cost) ©
&

A=
pnising
£2
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a=1 a=1.5
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306 306
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log(e) log(e)

Fig. 3.1. Stability region in the & — i plane with o =1 (left panel) and o = 1.5 (right panel). Red area represents the stability region for the proposed
implicit-explicit approach, blue area for the fully explicit one. (For interpretation of the colors in the figure(s), the reader is referred to the web version of
this article.)

and

1+ p(a —2p)(cosé —1)  —ipsing +4u?(cosé — 1)
B:
uising 1—2ipsiné +ap(cosé — 1)

We compute the quantity
Fla, w,e):=_ max (max(|A+ (&), [A-(&)D),
§el—m,m]

where A1 (&) denote the roots of the characteristic polynomial: p(A; &, i, €) = det(LA — B). For fixed values of «, we plot
in Fig. 3.1 the stability region (red regions) in the ¢ — u plane, in which

|Fa, p, ) < 1. (3.19)

We consider two values of «: @ =1 (left panel) and o = 1.5 (right panel). In the same plots, the stability region of a fully
explicit scheme is also plotted (blue regions) for comparison. It is observed that, the scheme is uniformly stable for small
values of ¢; when the Mach number ¢ > 1, the explicit scheme has better stability property than the semi-implicit one that
we proposed. Stability properties for the Euler system with € > 1 are subject to further investigation.

3.3. High order extensions in temporal discretization

Next we present and describe two different approaches for solving (2.2), i.e., the nonlinearly implicit IMEX-RK methods
(NI IMEX RK) and the semi-implicit IMEX-RK ones (SI-IMEX RK). The NI IMEX RK schemes are based on the classical IMEX-
RK framework ([3,34,9]), while the SI IMEX RK schemes [6] come from a semi-implicit variant of the additive Runge-Kutta
(ARK) approach [41]. Here we first discretize in time using IMEX methods, while keeping the spatial derivatives continuous with the
understanding that proper high order discretization will be applied, as discussed in the following subsection 3.4. This is in contrast with
the traditional method-of-lines approach which first discretize in space and then in time. Such strategy allows for a compact dis-
cretization of the second order derivative terms as in (3.12). In particular, on each IMEX-RK stage, as in the first order IMEX
case, we plug the second sub-equation for q into the first sub-equation for p (as in eq. (3.11)) and obtain an equivalent
system (as in (3.12)), which allows a compact discretization of second order derivatives terms in the system (3.12).

1. IMEX-RK formulation. An s-stage IMEX-RK scheme is represented by the double Butcher tableau:
ct| A c| A

o )T (3.20)

Jr

where A, A e RS, &, ¢, b, b € RS. The coefficients ¢ and c, are related to matrices A and A by the relations

i
flij, c= Za,-j.
j=1

—_

g

1
E =

j=1
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Matrix A = (ajj) is an explicit triangular matrix with zero elements on the main diagonal. For computational efficiency,
we restrict our consideration to diagonally implicit matrices A = (a;;) with a;; =0, for j > i. We rewrite the isentropic
Euler system for U = (p, q) in the following form

U =FU)+GU), (3.21)

where F(U) = — <O, V. (“;@))T is treated explicitly and G(U) = — (V -q, E%Vp(p))T is treated implicitly by an IMEX-
RK scheme with coefficients specified in Butcher tableau (3.20). For example, applying the first order IMEX, see the
tableau (B.1), gives a first order time discretization formulated in eq. (3.11). In general, applying a high order IMEX-RK
scheme to (3.21) gives:

i—1 i—1
UD=U"+ Aty aFUY) + Aty a;GUY) + Ata GUD),
j=1 j=1

(3.22)

S N
Ut =U" + At ZEiF(U(i)) + At Zb,»c(u”)).
i=1 i=1

Similar to the first order IMEX-RK case, we want to rewrite the system in the form of eq. (3.12) so that a compact
discretization of second order derivative terms are possible. We can first update the stage values of p, then use it
to update q in a stage-by-stage manner, provided that the implicit part is diagonally implicit. A nonlinear Newton’s
iteration can be used to solve the nonlinear system of p"*!; thus we call this method “nonlinearly implicit” (NI)
IMEX-RK. In particular, to update the solutions from t" to t"*! by NI-IMEX RK, we use the following flow chart of the
algorithm:

(a) Compute the stage values fori=1,---,s

i1
oV =p"— AtZaUV qV — Ata;V - q"

j=1
i—1 () i—1
~ q®q 1 i
+ai,-At2 Zaijvz : (—) +Za,‘j8—2Ap(p(]))
= Y iz (3.23)
1 .
+ A8 @)*ap(p?),
i—1 (j) i
i ~ qeq i
qV =q" - At (Zaijv : (—) + ZaijAP(,O(]))) ;
k=1 p k=1
(b) Update the solution by taking linear combination of right hand side functions at stage values:
S .
P =p" — Aty biv-q?,
= (3.24)

n1 o (aeq\? | $ :
q" =q" - At (ZbiV- (—) + Zbin(p(")> :
i=1 p i=1

2. A semi-implicit linearized treatment. Direct application of IMEX-RK methods to (3.21) requires solving a nonlinear sys-

tem due to the nonlinear relation between p and p (p = p? for y # 1). To avoid excessive computational effort in

solving nonlinear systems, we propose to adopt the semi-implicit approach proposed in [6] that allows a linearization,

while maintaining high order truncation error of the original IMEX-RK scheme. For example, a first order semi-implicit
treatment reads

pn+l _ ,0"

q®q\" At
V.q'— AtV? [ —
sl v (429)

— =V (p(p"HVp"!) =0. 3.25
’ 2V (P (3.25)
The procedure can be extended to high order using IMEX-RK schemes from the literature. A list of schemes adopted in
the paper is summarized in the Appendix B.

Following [6], the idea is to write system (2.2) as an autonomous system

U =H(U,U)
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where H : R™ x R™ — R™ is a sufficiently regular mapping. We assume that an explicit treatment to the first argument
of H (using subscript “E”), and an implicit treatment to the second argument (using subscript “I”). For system (2.2), the
function H(Ug, Uj) is

_Vql

4 @ q 1,
v (== )+—= \Y
< o >+82P(PE) pi

with Ug = (pg, qg) and U; = (py, q;). Then, the algorithm for the semi-implicit (SI) IMEX R-K schemes from t" to t"*1
can be conveniently written as follows.

Fori=1tos.

e Compute the internal stages:

HUEg, Up) = , (3.26)

i—1 i—1
uf =u"+ary aHW U, P =0+ arY e, up). (327)
j=1 j=1
e Solve for U;i)

That is, in component-wise, we have

o = pf — AtauV q),

(3.29)
q;l) =q; — Atall 2 p (P(l))vto(l)
with the known explicit quantities given from (3.27)
i-1 _
pi=p"— Aty ayV-q,
j:l
qr @ q¢
=q'- Atzau ( < p ) +p (p”))Vp(”> :
Then from (3.29) substituting q} into p(’) we get a linear system for p(') i
‘l . .
P = pi" + 8Ca - (p' o)V "),
with
pi* = pi — Ata;iV - qj.
After solving p, , we compute q}l) from the second equation in (3.29).
Finally, update the numerical solution:
urtl = yn 4+ Ath HUL, U. (3.30)

i=1

Remark 3.2. This approach takes the advantage of linearization by avoiding solving nonlinear systems, yet it maintains the
high order accuracy of the IMEX scheme. U™t is finally updated by the implicit part of the Butcher tableau using weights
bT. The assumption that the implicit part of the Butcher tableau is stiffly accurate, is crucial, for asymptotic consistency and
accuracy of the scheme, as shown in the Appendix A.

Remark 3.3. In the next section, we perform AP analysis for NI IMEX-RK, which suggests the use of IMEX schemes with
globally stiffly accurate (GSA) property; in the Appendix A, we perform similar analysis for the SI IMEX-RK approach, which
suggests the use of IMEX schemes with stiffly accurate (SA) property. For definitions of GSA and SA, please see the next
section. In our simulations, we carry out computations using these two approaches. It is shown that both of them are high
order accurate and effective for problems with a wide range of Mach number.



S. Boscarino et al. / Journal of Computational Physics 392 (2019) 594-618 603

3.4. High order spatial discretization

We now discuss high order extensions in space discretization. For nonlinear convection terms, we apply high order
shock-capturing schemes with the WENO reconstruction; and for second order derivative terms, we adopt high order cen-
tral difference. In particular, we apply the following procedure to discretize spatial gradients in equation (3.12) in the 1D first
order IMEX-RK case. Extensions to multi-dimensional cases can be done in a dimension-by-dimension fashion, thanks to the
framework of finite difference schemes [14]; while extensions to high order IMEX-RK schemes can be done in a stage-by-
stage manner as discussed above. We make sure that the approximation to spatial derivatives are in a flux-difference form,
so that conservation of mass and momentum are guaranteed. We also notice that all these spatial derivatives are discretized
in an “explicit” way, except for the term Ap"*!. For these explicit treatments, a nonlinear WENO type reconstruction can
be applied if needed; while for the implicit treatment of the Laplace operator on p, a linear fourth order finite difference
scheme is used.

1. V-q"and V- (q® q/p)" in equation (3.12): A local Lax-Friedrichs type flux splitting, with numerical viscosity pro-
portional to the flow velocity, can be applied with various reconstruction techniques, such as the second order total
variation diminishing (TVD), the third order total variation bounded (TVB), and the fifth order WENO reconstruction
[36].

Flux derivative dxqly; can be approximated by ﬁ([]ﬁ,]/z —@Gj—12), with numerical fluxes QH—% = @;1 +£1]f+, . In a finite
2 2

A

difference setting, ;. is reconstructed in a upwind fashion (with left-biased stencil) from {q,+}, I=j—k,---j+kat
2
neighboring grid points with ql+ = %(q, + app); while @;:r] is reconstructed in an upwind fashion (with right-biased
2

stencil) from {q; }, [=j—k+1,---j+k+1 at neighboring grid points with q,” = %(q, — app). k depends on the order
of reconstruction, e.g. for a first order scheme k = 0, for a second order TVD or third order TVB scheme k =1 and for a
fifth order WENO scheme k = 2. Here «, as a parameter in the Lax-Friedrichs flux, is chosen as

max{|u[} + min(1, 1/€)v/p'(0).

It is independent of the Mach number ¢. Details of such reconstruction procedures can be found in [14]. Other first
order derivatives can be approximated in a similar manner, thus the details are skipped.

2. £i2Vp(,0”+1) in equation (3.12): Notice that this term is approximated in an “explicit” manner, as p™*! is explicitly
known from an implicit solver from the first sub-equation of (3.12). A local Lax-Friedrichs type flux splitting, with
zero numerical viscosity can be applied with non-oscillatory reconstruction techniques. The nonlinear reconstruction
procedure is the same as that for the first order derivative terms just discussed; the difference is that we use zero

viscosity here. With p"*! = pg*! + &2pi*! 4 ..., we notice that in the zero limit of Mach number, p{*' is constant

(from an implicit treatment) and ;—ZV p(p" 1) is effectively a non-stiff term V pg“. Zero numerical viscosity is essential,

otherwise the numerical diffusion will become large (proportional to ;—2) when ¢ — 0.

3. Ap. For example pxx can be approximated by a standard fourth order scheme:

—Ppj—2+16pj 1 —30p; +16pj+1 — Pjt2
12Ax2
Similar formula can be applied to the second derivative terms in the form of py,.

+O(AxY.

pxx|xj =

4., V2. (%). The second derivative terms in the form of uxx or uy, can be approximated in the same way as above,

while the mixed derivative term in the form of uyy can be approximated dimension by dimension, by a fourth order
central difference scheme, e.g.
u]'_2—8u]'_1+8u]'+1 —Uj2 4
u . = + O AX
xlx; I (Ax*)

5. To avoid solving the nonlinear system, we propose to linearize p(p"™t') in equation (3.12), by discretizing
(P’ (pPMdxp" 1) with high order in space. A prototype problem is to discretize (a(x)ux)x with high order. For example,
it can be checked by local truncation error analysis that the following formula provides a fourth order approximation
to (a(x)uy)x, with a five-point stencil

(@@ux)xly; = < @j-2,0j-1,aj,0j4+1,0j+2)

Ax2
—25/144 1/3 —1/4 1/9 —1/48 uj_s

16 5/9 -1 1/3 -1/18 uj_q

0 0 0 0 0 uj | +0axh.
-1/18 1/3 -1 5/9 1/6 Ujg

—1/48  1/9 —1/4 1/3 —25/144) \ujy,
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This is the formula that we used in our high order implementation.
4. AP property

In this section we recognize that GSA [10] and SA [26] are important properties for NI IMEX-RK and SI IMEX-RK ap-
proaches respectively, in order to guarantee the asymptotic preserving property as &€ — 0.
Let’s first recall the definition of GSA.

Definition 4.1. An IMEX-RK scheme is GSA if it satisfies the following
pT = eSTA, pT :eST;\,
with es = (0,...,0, )T, and ¢, =¢; = 1.
Roughly speaking GSA means that the numerical solution of an IMEX RK method coincides with the last stage of the

scheme. Next, we will prove that, GSA is a sufficient assumption to guarantee the asymptotic consistency and accuracy, in
the limit of zero Mach number.

Proposition 4.2. Consider applying an IMEX-RK scheme, of order p with the matrix A for the implicit scheme in the double
Butcher tableau invertible, to system (2.2) in a bounded domain Q2 € RY, with zero Neumann condition. Assume that the IMEX-
RK method is GSA. Assume the well-prepared initial conditions (2.8) with ,08 being constant and Vy - ug(x) = 0. Let us denote by
(p1(x; &), ul(x; €)) the numerical solution after one step. Then we have:

lim p'(x; ) = pJ, lim Vx-ul(x;) =0. (4.31)
£—0 e—0

Furthermore, let wjnc(X, t) be the exact solution of the incompressible Euler equations with initial data wjpc(x, 0) = ug(x). Then one
has the following one-step error estimate

lim0 ul (x; &) = Ujne (X, At) + O(ALPT), (4.32)
e—>

Proof. We apply an IMEX-RK scheme with double Butcher tableau eq. (3.20) to system (2.2a)-(2.2b), and get the following
IMEX-RK solutions in a vectorial form

p'=p°— Atb"Vy - q,

~T At (4.33)
q'=q° — Ath Vx-f— b Vxp,
< 14
where p! and q! are numerical solutions after one time step, and
p=pe — AtAVx -q,
0 . At (4.34)
q=qe— AtAVx-f— 8—2AVx2,
where f:=q®q/p, e=(1,---,1)T. Here, - indicates a vector, whose components corresponding to IMEX-RK intermediate
stages. For example, p = (p1, -+ ps) are numerical approximations of p at IMEX-RK intermediate stages t; = t0 + c; At for
i=1,---s;let q=(qq,---qq)T and q=(q1,--,qs) with q; ~ q(x, t;) are numerical solutions of q at IMEX-RK intermediate
stages. Similar notations are used for other variables.
In system (4.34), inserting q into the equation for p, we get
NG 0 0 24592
—AAp=(p—p e)+ AtAVx-qe — At"AAVy : f. (4.35)
e F=

Note that A is of size s x s, while x and Vy is of size d x 1.
Now we consider the following formal e-asymptotic expansion of stage-value vectorial quantities p, q, p and of the
numerical solutions p', q!, p1,

PX) =p )+, +---,  p'X)=py+e>py )+,
ax) =gq,(x) + O(e?), q' (x) =qy(x) + O(e?), (4.36)

P =P, +&2p,(X) + -, pl=pl+erplx +---.
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Asymptotic consistency for solutions at IMEX-RK intermediate stages. Plugging (4.36) into (4.34), we get for the O(s~2) term:

Vap, = VxP(p,) =0,
which implies that P, and p, are independent of space; and get for O(1) terms in &:
Py — Poe

= —AVg-q.,
At x4

and
4, =dq0e — AtAVx - f — AtAVxp,.

Integrating (4.37) over the computational domain €2 and by considering the boundary conditions, one gets
Py =P0e

that is Py is also independent of time. Now, by (4.35) and invertibility of matrix A, the O(1) term in ¢ is:
AP Ap, = A"2(p, — pge) + AtA”'Vx - qoe — AP ATIAVy .

By (4.39) and the hypothesis: Vx - q) = pJVx - ud =0, then (4.40) is reduced to:
Ap,=—A"'AVZ :f,.

Now by taking the divergence of q in (4.38) and by Vx - qg = pJVx - uj = 0 for hypothesis, we get:
Vx -, = —AtAVy :fy — AtAAp, =0,

then
Vx -4y =0.

Asymptotic consistency for p! and q'. In (4.33), the O(1) term of the density equation is

P = pg — Ath"Vx - q,,

and by (4.42) one gets: pl = pJ, i.e. pl(x; &) — p{ for & — 0.
Now from (4.33), we take into account the O(1) term in &:

~T
q(l) = qg — Ath Vx-fy — AtQTVxBZ,
and taking the divergence, and inserting equation (4.41), we obtain
Vx-qh=Vx-q)— At(bTATTA —bT)V2 .
By Vi - qg = pgvx . ug =0 and by the fact that the method is GSA (see Definition 4.1), i.e.
~ =T ~ =T
bTA'A—b =elA—b =0,
it follows:
Vx Q)= paVx-uh = pdVx -ul =0,
ie., Vx-ul(x;8) — 0 for e — 0.
Finally, we prove the asymptotic accuracy (4.32). In fact, by (4.45) and (4.38) with ,08 constant we get
0 ~ 1 1
l_‘lO = uo - AtA_OVX . fO — AtA—vapz,
Lo Po

-1 1
ug =ug — Ath" — Vy - fy — AthT — Vxp,,
0 Po
which represents the time discretization of eq. (2.6) by the IMEX scheme of classical order p, with

Ap,=—A""AV; :f,.

(4.37)

(4.38)

(4.39)

(4.40)

(4.41)

(4.42)

(4.43)

(4.44)

(4.45)

(4.46)

Then if uj,c(X,t) is the exact solution of eq. (2.6) with initial data wuj,c(x,0) = ug. From (4.46), one gets the asymptotic

accuracy, i.e. the eq. (4.32). O
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Note that similarly consideration can be built for periodic boundary conditions or open boundary with a zero boundary
condition at infinity [25].

Remark 4.3. We make the assumption that the A matrix for the implicit scheme in the double Butcher tableau is invertible,
that is the IMEX method is of type A. The same conclusion can be drawn for the IMEX-RK methods that are of type CK or
of type ARS. The proof follows similar lines of argument, thus is omitted to save space. For definitions of type A, CK and
ARS, please see [3]. The asymptotic analysis above is performed for semi-discrete schemes, i.e. the spatial derivatives are
assumed to be continuous. The analysis for a fully discrete scheme can be performed, yet the algebra will be much more
involved. We omit to present them to save space.

Remark 4.4. If we consider the semi-implicit linearized treatment, we do not require the GSA assumption, but only the SA
assumption. We give a brief sketch of the result in the Appendix A.

5. Numerical results for isentropic gas dynamics

In this section, we perform extensive numerical tests for the proposed approaches: NI IMEX-RK and SI IMEX-RK. For
NI IMEX-RK approach, we solve the nonlinear elliptic equation for the pressure p with a Newton solver, while for the SI
IMEX-RK approach, we perform a linearization with the high order IMEX framework discussed in Section 3.3. We test our
new schemes by several 1D and 2D test cases, and with different values of the Mach number ¢ ranging from compressible
to incompressible regimes. For all numerical tests, we provide well prepared initial conditions, unless otherwise indicated.

5.1. 1D numerical tests

Example 5.1. (Convergence test on a simple wave problem.) We first verify the order of convergence of the two IMEX RK
approaches. We consider the following test for the isentropic Euler equations with p = p? on a computational domain of
[0, 1] with initial data:

_ 2/(y—1
up =sin2mx), po= (M(M—H.l)) , Do=pg.
27
We measure the errors by a comparison with the exact solution, which is computed on the grid by the method of character-
istics and Newton’s iteration with tolerance 10~12. In Tables 5.1-5.2, we show the L! errors and the corresponding orders
of convergence in time for the density for a second and a third order IMEX method, respectively with Butcher tableaux
(B.2) and (B.6) provided in the Appendix B. We observe the expected order of accuracy in time. We also perform numerical
tests using other second and third order IMEX methods with Butcher tableaux (B.3) and (B.4). As in the previous case, the
expected order of convergence is observed. We omit to present those tables in order to save space.

Example 5.2. (Riemann problem from Degond-Tang [19].) We consider the following initial data
p(x,00=1,  q(x,00=1-¢?/2, x€[0,02]J[08,1],

px,00=1+ &2, qix,0)=1, xe(0.2,0.3],
(5.47)
p(x,00=1, qx,0=1+¢%/2, x€(0.3,0.7],

ox,00=1—-¢%2, q(x,00=1, xe(0.7,0.8].

This example consists of several Riemann problems. We let p(p) = p? and assume periodic boundary conditions. We choose
£=0.8, 0.3, 0.05 and present the corresponding results in Fig. 5.2. We note that when ¢ is relatively large, shocks and
contact discontinuities appear. When ¢ is small the solutions are almost constants.

In Fig. 5.2, we compare performances of first, second and third order schemes. Please see the caption of the figure, for
more descriptions of these schemes. It is observed that, in general, schemes with higher order accuracy can better capture
solutions. In the case when the Mach number is small &€ = 0.05 (which gives €2 = 2.5 x 10~3) the scheme projects the solu-
tion to the incompressible limit solution faster than an explicit scheme. Our schemes manage to capture the macro-structure
of the solution when ¢ becomes small, at reasonable cost and using an under-resolved mesh. Thanks to the TVD/TVB/WENO
reconstructions, our schemes successfully capture solutions around regions with large gradients. The performance of SI-
IMEX RK scheme is similar to those of IMEX RK scheme presented in Fig. 5.2. Thus we don’t repeat the presentation to save
space.

Example 5.3. (Two colliding acoustic waves.) We simulate the evolution of two colliding waves as in [19]. We consider
non-well prepared initial conditions:
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Table 5.1
Example 5.1. Second order SA SSP(3,3,2) with Butcher tableau (B.2).
N NI IMEX-RK scheme
e=1 £=0.1 & =10.0001
L' error L' order L' error L order L' error L' order
40 3.58e—02 - 2.96e—02 - 2.91e-02 -
80 1.59e—02 117 1.32e—02 117 1.30e—02 116
160 5.40e—03 1.56 4.48e—03 1.56 4.54e—03 1.52
320 1.50e—03 1.85 1.29e—03 1.80 1.30e—03 1.81
640 3.94e—-04 1.93 3.48e—04 1.89 3.40e—04 1.93
1280 9.89e—05 2.00 8.81e—05 1.98 8.84e—05 1.94
N SI IMEX-RK scheme
e=1 £=0.1 £ =0.0001
L' error L' order L' error L' order L' error L' order
40 3.79e—02 - 3.03e—02 - 2.99e—02 —
80 1.59e—02 1.26 1.29e—02 1.24 1.26e—02 1.25
160 5.33e—03 1.58 4.35e—03 1.56 4.39e—03 1.52
320 1.47e—03 1.86 1.24e—03 1.81 1.25e—03 1.81
640 3.84e—04 1.94 3.33e—-04 1.90 3.28e—04 1.93
1280 9.96e—05 1.95 8.70e—05 1.94 8.73e—05 191
Table 5.2
Example 5.1. Third order GSA ARS(4,4,3) with Butcher tableau (B.6).
N NI IMEX-RK scheme
e=1 =01 £ =0.0001
L' error L' order L' error L' order L' error L' order
120 9.48e—04 - 7.77e—04 — 7.64e—04 —
240 1.24e—04 2.94 1.00e—04 2.95 9.87e—05 2.95
480 1.55e—05 3.00 1.25e—05 3.00 1.24e—05 2.99
960 1.94e—06 3.00 1.57e—06 3.00 1.57e—06 2.98
N SI IMEX-RK scheme
e=1 =01 £ =0.0001
L' error L' order L error L' order L' error L' order
120 9.33e—04 - 7.05e—04 - 6.89e—04 —
240 1.21e—04 2.94 8.95e—05 2.98 8.64e—05 2.99
480 1.51e—05 3.00 111e-05 3.01 1.07e—05 3.01
960 1.88e—06 3.00 1.38e—06 3.01 1.33e—06 3.01

p(p) =p’,
p(x,0) =0.955+0.5¢(1 — cos(2mx)),
u(x, 0) = —sign(x)/y (1 — cos(2mx)),

with y = 1.4, x € [—1,1] and ¢ = 0.1. Periodic boundary conditions are considered. Note that non-well prepared initial
conditions mean that when ¢ is small, the density and momentum are not close to the solutions of the incompressible
Euler equations. In Fig. 5.3, we show the density and momentum at different times T. The solid line is the reference
solution calculated with N = 1000 and using the classical time step At = 0.5Ax/(max(u) + c/¢). In this figure, the first,
second and third order schemes are the same schemes used in Fig. 5.2.

Example 5.4. (1D Riemann problem.) We now consider 1D Riemann problems from [25], to show that in the compressible
flow regime when the Mach number is O(1), our scheme also has good performances. We first take the initial data

3, x<0.5,
PRO=1 o ux,0) =0, (5.48)

with ¥ = 1.4 on the domain x € [0, 1]. Reflective boundary conditions are considered and we take N = 100. Here we choose
a 3rd order SI IMEX RK scheme with Butcher tableau (B.5) in time, and 5th order finite difference WENO scheme in space.
We show the results for e =1 at T =0.16 and ¢ =20 at T = 1.8 in Fig. 5.4. For both cases, the results match the exact
solutions very well.
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Fig. 5.2. Example 5.2. Numerical results of the Riemann problem at final time T = 0.05 with At =0.5Ax, N =200, for the density (top) and momentum
(bottom) for the isentropic Euler equations, when € = 0.8 (left), 0.3 (middle) and 0.05 (right). The reference solution (dotted line) calculated with N = 1000
and the classical time step At =0.5Ax/(max(u)+c/g). We have three different color lines: “- - -” (black) “- -” (blue),“- - -” (red), that represent respectively,
solutions from first, second and third order schemes. The first order scheme uses a first order IMEX with Butcher tableau (B.1) coupled with a second order
TVD spatial reconstruction (1st order in time); the second order scheme uses a second order IMEX with Butcher tableau (B.3) coupled with a third order
TVB reconstruction (2nd order in time); the third order scheme uses a third order IMEX with Butcher tableau (B.6) coupled with a fifth order WENO spatial

reconstruction (3rd order in time).
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Fig. 5.3. Example 5.3. Numerical results of the at final times T =0.04 (left), T = 0.06 (middle), and T = 0.08 (right) with At =0.45Ax, N = 100, for the
density (top) and momentum (bottom) with & = 0.1. The solid line is the reference solution. We have three different color lines: “- - -” (black) “- -” (blue),"-
- -” (red), that represent respectively, solutions from first, second and third order schemes. These are the same schemes as those in Fig. 5.2.
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Fig. 5.4. Example 5.4 with initial data (5.48). 1D Riemann problem for ¢ =1 at T =0.16 (top) and for ¢ =20 at T = 1.8 (bottom). Mesh grid: N = 100. The

solid lines are the exact solutions.
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Fig. 5.5. Example 5.4 with initial data (5.49). 1D strong shock wave problem for ¢ =1 at T =0.001. Mesh grid: N =800. The solid lines are the exact

solutions.

Then we consider a 1D strong shock wave problem

10,

0=
p(x,0) 20,

x < 0.5,
x>0.5,

ux,0) =

2000,
0,

x < 0.5,
x> 0.5,

(5.49)

with y = 1.4 on the domain x € [0, 1]. Reflective boundary conditions are considered. Here we take N = 800. We show the
results for e =1 at T =0.001 in Fig. 5.5. Similarly, our numerical scheme can well capture the exact solution.

5.2. 2D numerical tests

For 2D numerical tests, we will only consider the SI IMEX-RK approach. We use a 3rd order SI IMEX-RK scheme with
Butcher tableau (B.5) in time, and in space we take the 5th order finite difference WENO scheme. The mesh grid for the 2D

problem is Ny x Ny,.
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Table 5.3
Example 5.5. Convergence test for 2D isentropic Euler equations. p = p%. T = 0.02. Semi-implicit
IMEX RK approach. Errors are computed by comparing to a reference solution.

N e=1 £=0.1 e =0.01 ¢ =0.0001

L' error Order L' error Order L' error Order L' error Order
8 1.19e—-01 - 8.30e—03 - 2.74e—03 - 2.70e—03 -
16 2.28e—02 2.38 8.04e—04 3.37 111e—-04 4.62 1.07e—04 4.66
32 1.69e—03 3.76 1.01e—04 2.99 2.24e—04 - 3.57e—06 491
64 6.74e—05 464 1.30e—05 2.96 2.89e—04 - 1.20e—07 4.89
128 2.21e—06 493 1.66e—06 2.97 4.00e—04 - 3.67e—09 5.03

Example 5.5. (Convergence test.) We first verify orders of convergence in the 2D case. We take a computational domain
Q = [0, 1]*> with initial data:

p(x,y,0) =14 ¢2sin’r (x+ y)),
p(x, y,0)u(x, y,0) =sin(2mw (x — y)) + €2 sin2w (x + ¥)),
p(x, ¥,0)v(x, y,0) =sin(27 (x — y)) + £2 cos(27 (X + y))

and p = p?. We choose Ny = Ny and refine the mesh size by Ny = 2k Ny, for k=0,1,2,3, with Nxo =8. The numerical
errors are computed by comparing the numerical solutions of momentum q; on two consecutive mesh sizes. The final time
is T =0.02. In Table 5.3, we show the errors and orders for our scheme. Due to a small time step as compared to the
spatial mesh size, for large ¢ = 1, we can observe 5th order spatial accuracy from mesh refinement. 5th order accuracy can
also be clearly observed for very small € = 10~%. However, for intermediate values of &, under the current mesh sizes, order
degeneracy can be found, especially for ¢ = 10~2. Such order reduction is a typical issue for high order IMEX RK methods
[9] and is subject to our future investigation.

Example 5.6. (2D cylindrical explosion problem.) We now consider a 2D cylindrical explosion problem for the isentropic
Euler system [21]. Here we take a nonlinear pressure-density relation p = p2. The computational domain is set to be
Q =[—1, 112, with initial density given by

14?2 if r2<1/4,
px,y,0)= { 1 else, (5.50)
where r = +/x2 + y2 is the distance from the cell center. The velocity field is set as
o(x, bY o(x,
*,¥) v *xy) y (5.51)

T ey, 00r T pxy,0) 1’

where the coefficient (x, y) is given by o = max(0,1 —r)(1 — exp(—1672)) and we set u =0, v =0 if r < 10~1. Periodic
boundary conditions are considered and we use 100 grid points along each direction.

In Fig. 5.6, we show the surface of the density profile and the velocity field for € =1 at different times T = 0.1, 0.24,0.3.
In Fig. 5.7, we show the density profile, the velocity field and the discrete divergence error at time T = 0.05 for a small
value of € = 1073, In the latter case, the system is close to the incompressible limit, for which we can observe that the
density is close to a constant, with deviation at the magnitude of 107, i.e. in the order of ©@(¢2). The divergence of the
velocity field is around the magnitude of 10~°. These plots indicate that our scheme can well capture the incompressible
flow limit.

Example 5.7. (2D Riemann problem.) We consider a 2D Riemann problem for the isentropic Euler system [25]. We take
y = 1.4. The computational domain is set to be @ =[—1, 1]2, with initial data as

(xy.0)_ ] 05323 x<05y=05 15  x>05y=05
pPXY.0)=10138 x<05,y<05, 05323, x>0.5,y<0.5,

Wit y.0)— ] 1206 x<05,y>05 0 x>05y=>05
VP =11206 x<05,y<05 0, x>05,y<0.5,

0 x<0.5,y>0.5, 0, x>0.5,y>0.5,

VX Y. 00=11206 x<05,y<05 1206, x>0.5,y<0.5.

We consider a mesh grid of Ny x Ny =200 x 200. In Fig. 5.8, we show the surface of the density profile for £ =1 and
& =2 at T =0.1 respectively. From this test, we can see that our method can also obtain good results for &€ > 1.
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Fig. 5.6. Example 5.6. 2D cylindrical explosion problem for ¢ =1 at T = 0.1 (left), T = 0.24 (middle) and T = 0.3 (right). Top images show the density
profile; bottom images show the velocity field. Mesh grid: 100 x 100.
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Fig. 5.7. Example 5.6. 2D cylindrical explosion problem for £ =103 at T =0.05 for the deviation of density from 1 (left), the velocity field (middle) and
divergence of the velocity field (right). Mesh grid: 100 x 100.

Example 5.8. (Gresho vortex.) This is a time-dependent vortex which was first proposed by Gresho [23]. Following [35],
initially a symmetric compact support vorticity distribution is centered at (xg, yo) = (0.5, 0.5) with radius R = 0.4 in the
domain [0, 1]2. The initial background state is set as:

Poo =1, Uso = (U, 0), Poo=1, Cxo :\/ypoo/poo:\/_’
and the line velocity for the vortex is given by
2r/R, if0<r<R/2,

ug(r)=1 21 —-r/R), ifR/2<r<R, (5.52)
0, ifr>R.

The centrifugal force is balanced by the pressure gradient after scaled by &2, that is

uf 1 0pr

Cr T e2 9’
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Fig. 5.8. Example 5.7. 2D Riemann problem at T =0.1 for ¢ =1 (left) and & = 2 (right). Mesh grid: 200 x 200.

0 01 02 03 04 05 06 07 08 09 1

t=1 period

1.
0.9
0.8
0.7
0.6
0.5
04
0.3
0.2
0.1

0
0 01 02 03 04 05 06 07 08 09 1

0.999
0.899
0.799
0.699
0.599
0.499
0.399
0.299
0.199
0.099

0.999
0.899
0.799
0.699
0.599
0.499
0.399
0.299
0.199
0.099

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

t=1 period

0 01 02 03 04 05 06 07 08 0.9

t=1 period

0 01 02 03 04 05 06 07 08 0.9

0.999
0.899
0.799
0.699
0.599

1 0.499

0.399
0.299
0.199
0.099

0.999
0.899
0.799
0.699
0.599
0.499
0.399
0.299
0.199
0.099

Fig. 5.9. Example 5.8, Gresho vortex problem. Top left: initial shape. Others are at T = Rz and shifted to the center by —ust periodically, &€ = 0.1 (top

right), € =0.01 (bottom left), € =0.001 (bottom right). Mesh grid: 100 x 100.

so the pressure is in the form of

2(r/R)*>+2 —log16,

p(r) = poc+ € { 20r/R)* — 4Q2r/R +log(r/R)) + 6,

0,

if0<r<R/2,
ifR/2<r <R,
ifr >R,

(5.53)

where r = \/(x —0.5)2 + (y — 0.5)2. We assume adiabatic compression, i.e. p = p¥ and we take y = 1.4. For the velocity

components, they are

U, y,0) = Uoo — @ue(r), v(x, y,0) =

Notice that the such vorticity distribution produces a compactly supported velocity vector field.
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Fig. 5.10. Example 5.8, Gresho vortex problem. Left: cuts along x = 0.5, shifted to the center by —ut periodically, at four different times, initial (¢t = 0),
1/4 period (t =1/4p), 1/2 period (t =1/2p) and 1 period (t = 1p). Right: time evolution of kinetic energy (5.54). From top to bottom: & = 0.1, 0.01, 0.001.
Mesh grid: 100 x 100.

We consider periodic boundary conditions on both directions and use a mesh grid of Ny x N, =100 x 100. The back-
ground velocity is fixed with 1, = 0.1 moving in the x-direction, and we take &€ = 0.1, 0.01, 0.001. For this problem, besides
the transport velocity u, the line velocity for the rotating is uy and the corresponding angular velocity is uy/r, so the pe-
riod for one rotating is 2w /(ug/r) = Rm if r < R/2. We use this time T = Rm as an approximate one rotating period. In
Fig. 5.9, we show the isolines of the Mach number ratio, which is defined as

Moo = /Lt — o) + 21/ (v p/ ).

We use 10 equally distributed contour lines within [0, 1] starting from 0.099, and the vortex are shifted to the center by
—Usot periodically. In Fig. 5.10 (left column), we show the cuts along x = 0.5 at three different times, 1/4 period, 1/2 period
and 1 full period, and compare them to the initial shape. We can see that the shapes of the vortex are well preserved for
our high order scheme. In Fig. 5.10 (right column), we show the time evolution of averaged kinetic energy, which is defined
as
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Table 5.4

Example 5.9. Accuracy test for the limit incompressible flow system when & =0.
N 16 32 64 128
L' error 5.77e—03 2.23e—04 7.16e—06 2.07e—-07
order - 4.69 4.96 5.11
Table 5.5

Example 5.10. The L' errors and orders of the velocity u and L errors and
orders of the divergence uy + vy for the shear flow problem. The errors of u
are computed by comparing to the reference solution computed by a spectral
method. The divergence is computed by finite difference WENO reconstruction
with zero viscosity.

N 64 128 256
Velocity u L' error 2.91e-03 3.24e—04 1.61e—05
order - 317 433
Divergence uy + vy L error 1.02e—03 8.32e—05 8.29e—07
order - 3.87 6.65
kinetic energy = Z [(u(xi, Vist) —Uso)® + V(xi, ¥, t)z] /Ny/Ny. (5.54)

ij

We can see the conservation of kinetic energy is also well maintained, and essentially independent on ¢.
5.3. Incompressible flow limit

Example 5.9. (Convergence test.) We consider the incompressible limit with ¢ = 0. Similarly we first test the accuracy of
our scheme in this limit by taking initial conditions

u(x, y,0) = —sin(x) sin(y), v(x,y,0)=cos(x)sin(y), (5.55)

on the computational domain [0, 277]2. For this type of initial condition, we can easily verify that it has a stationary solution.
We first take ¥ =1 and run up to time T =1 for the isentropic Euler equations. In Table 5.4, we show the L! errors and
orders for the velocity u and we can clearly observe the 5th order spatial accuracy.

Example 5.10. Then we consider the shear flow problem on [0, 277 ]* with

tanh((y —m/2)/p), ify=<m

v(xy,0) =dcos(x), ulx y,0 = { tanh(37/2 — y)/p), ify> .

We first compare the velocity u to a reference solution obtained by the spectral method solving the incompressible Euler
equations in the vorticity stream function formulation [11]. We take ¢ =0 and three mesh sizes N = 64, 128, 256, and run
the solution to T = 1. The L! errors are shown in Table 5.5 and our results have good convergence to the reference solutions.

We also run the solution up to T =6 on a mesh grid 256 x 256. The vorticity w = vy — uy and the discrete divergence
of velocity uy + vy are shown in left and middle panels of Fig. 5.11. w is obtained by the 4th order central difference.
While for the divergence uy + vy, we mimic the flux reconstruction in the density equation in our scheme solving the
isentropic Euler equations (note here the density is a constant), it is computed by finite difference WENO reconstruction
with zero viscosity. We can observe that our scheme produces the vorticity similar to other high order schemes solving the
incompressible Euler equations in the vorticity stream function formulation, e.g. [42]. The divergence of velocity is observed
to be approximately in the order of @(h3), where h = Ax = Ay = 27 /256. The corresponding time evolution of the L®
norm of uy 4 vy is plotted in the right panel of Fig. 5.11. We can see that the divergence increases, which is not surprising
as the shear flow develops finer and finer scale structures with time evolution.

Example 5.11. Lastly we consider the Kelvin-Helmholtz instability problem [17,42] on [0, 4] x [0, 27r] with

u(x,y,0)=cos(y), v(x,y,0)=0.03sin(0.5x%)

We run the solution up to T =40 on the mesh grid Ny x Ny =256 x 128. The vorticity @ = vy — uy, and the discrete
divergence of velocity uy 4+ vy are shown in the left and middle panels in Fig. 5.12, which are computed the same as the
shear flow problem. We observe the vorticity is comparable to the results in [42]. This problem is a long time simulation,
from Fig. 5.12 (right), we can see the divergence of the velocity also increases with time evolution, due to finer and finer
scale structures appearing in the solution.
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Fig. 5.11. Example 5.10. The vorticity w = vy — uy (left), divergence ux + v, (middle) for the shear flow problem at T = 6. Mesh grid: 256 x 256. Right
panel is the time history of L norm of the divergence.
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Fig. 5.12. Example 5.11. The vorticity @ = vy —uy (left) and divergence uy + vy (middle) for the Kelvin-Helmholtz instability problem at T =40. Mesh grid:
256 x 128. Right panel is the time history of L norm of the divergence.

6. Conclusion

In this paper we present high-order semi-implicit IMEX-WENO schemes for all-Mach isentropic Euler equations. The
schemes are constructed by combining IMEX discretization in time with high order non-oscillatory space discretization in
the finite difference framework. In particular, we use WENO discretization for the explicit (material) terms and central dis-
cretization for the implicit (acoustic) terms. The schemes are proven to be asymptotic accurate, i.e. they become consistent
schemes for the limiting incompressible Euler equations with zero Mach number, and maintain the expected order of con-
vergence. A detailed stability analysis shows that the schemes are linearly stable for Mach numbers less than one, under the
material CFL restriction. The effectiveness of the approach is demonstrated by extensive numerical tests from the literature.

Our algorithm development serves as a first step in the direction of the construction of robust high order solvers for
all Mach number flows. Future work consists of the following possibilities: (a) consideration of the full Euler system; (b)

imposing exact incompressibility at the discrete level; (c) adaptive time stepping, (d) consideration of order reduction phe-
nomenon for intermediate regimes of ¢.

Appendix A. AP property for semi-implicit linearized SI IMEX-RK scheme

In this Appendix, we provide a proposition with proof for semi-implicit linearized SI IMEX-RK schemes, similar to the
results presented in Section 4.

Proposition A.1. With the same assumptions as in Proposition 4.2, we consider applying a SI IMEX-RK scheme to system (2.2). Assume
that the IMEX-RK method is SA, i.e. bT = el A with es = (0, ...,0,1)T. Then we have, in the limit of ¢ — 0, the incompressible
condition (4.31). Furthermore, let Wi (X, t) be the exact solution of the incompressible Euler equations with initial data ujpc(X, 0) =
ug (x), then one has the one-step error estimate as specified in eq. (4.32).

Proof. We first recall that E as subscript denotes explicit variables, and I for the implicit ones. By (3.26) and (3.29), similar
to corresponding equations (4.34) for NI IMEX-RK schemes, we have
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p,=pe— AtAVx-q,,

0 P (A1)
q,=49 e — AtA V"'—E+8_225V"£1 ,
where B’E = p’(BE) and f; := q, ®95/£E' We insert q, into the equation for P, and get
A—tZAZ Vx - (P.V =(p, — p%) + AtAVx - q%e — At?A?V? . f (A.2)
2 x \PpVxpP,)) =P, —pE x"qe x I .

Plug the assumptions (4.36) into (A.2), we get, for the order O(¢~2),

Py VP, =0,
then by pj  #0, we have VBO,I =0, ie, Py is independent of space. Integrating the first equation in (A.1) over € and by
considering the boundary conditions, we get Por= pgg, i.e. Py is independent of time.
By the hypothesis: Vy - q) = p)Vx - u) =0, the O(1) term in ¢ for (A.2) yields:

2.

Vy - (EB,EVXBZJ) =-V2:fy ;. (A3)
Taking the divergence of q,, for the O(1) term for the second equation in (A.1) and considering (A.3) we have Vx ‘q,,=0,
then Vx -y, =0.

By (4.33) we get for the numerical solution
p'=p"—Ath"Vyx-q,
1 (A4)
q'=q°— Atb’ (Vx e+ 8_219/va£1> :
For the O(1) term of the first subequation of (A.4), by Vx qy, = 0, it follows ,oé = ,08; for the O(1) term of the second
subequation of (A.4) and by taking the divergence of qg) in (A.4), we get by (A.3),

Vx -4 = pd Vx - ul — AthT (V,% fop+ Vx (gg)’EngzJ)) = pgVx-uy =0,

ie, V-ul(x;e) > 0 for € — 0. (4.31) and (4.32) can be proved in a similar fashion as in Proposition 4.2.
Note that if we consider not well-prepared initial data, for instance: V - u(x)g # 0 with pg = Const., from (A.2) we get for
the O(1) term in ¢

At (V2 ify g+ Vi (B ;Vapy ) ) = A7 leVx-a), (A5)
and from the second equation in (A.4), taking into account of the divergence for q}], the O(1) term by (A.5) yields:
Vx-qp=(1—-b"A""e)Vx - q5.
If the semi-implicit scheme has the property of SA, then it follows 1 —bT A=le =0, that is, we get again: Vy - qg) = 0. Notice
that for fully discrete scheme with spatial discretization, it is usually the case that V - u(x)g #0. O

Appendix B. IMEX schemes

We provide several Butcher tableaux from literature for IMEX schemes of various types, with or without stiffly accurate
(SA), globally stiffly accurate (GSA) properties, and of first, second and third order accurate.

e GSA DIRK(1,1,1) [1]
0|0 O 0|0 O
111 0 1/0 1 (B.1)
|1 0 |0 1
This method has order p =1.
e SA SSP2(3,3,2) [34]

olo o0 o 1/411/4 0 0
12112 0 0 1/4| 0 1/4 0
1 (1/2 12 0 1 |1/3 1/3 1/3

|1/3 1/3 1/3 |1/3 1/3 1/3

(B.2)
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This method has order p =2.
e GSA DIRK(2,2,2) [1]

00 0o o0 010 0 0
ylyv 0 0 y|0 y 0
116§ 1-6 0 110 1—y y (B.3)
] 5§ 1-6 0 ] 01—y vy
where y =1 — 4 and § =1—1/(2y). This method has order p = 2.
e SA DIRK(3,4,3) [1]
0 0 0 0 0 0 0 0 0 0
Yy y 0 0 0 1% 0 y 0 0
0.717933 | 0.3212788 0.396654 0 0 0.717933 | 0 0.282066 y 0 (B.4)
1 0.321278 0.321278 0.396654 O 1 0 1.208496 —0.644363 y
| 0 1.208496 —0.644363 y | 0 1.208496 —0.644363 y
with y =0.435866. This method has order p = 3.
e SA DIRK(3,4,3)
0 0 0 0 0 y Yy 0 0 0
1% 1% 0 0 0 y 0 Yy 0 0
0.717933 | 1.437745 —0.719812 0 0 0.717933 | 0 0.282066 y 0 (B.5)
1 0.916993 0.5 —0.416993 0 1 0 1.208496 —0.644363 vy
| 0 1.208496 —0.644363 y | 0 1.208496 —0.644363 vy
with y =0.435866. This method has order p = 3.
e GSA DIRK(4,4,3) [1]
0 0 0 0 0 0 0 1|0 0 0 0 0
1/21 1/2 0 0 0 0 1/210 1/2 0 0 0
2/3111/18 1/18 0 0 0 2/3|10 1/6 1/2 0 0 (B.6)
1/2| 5/6 —=5/6 1/2 0o o 1210 -1/2 1/2 1/2 0 )
1 1/4 7/4 3/4 -7/4 0 1 |10 3/2 -3/2 1/2 1/2
‘ 1/4 7/4 3/4 -7/4 0 ] 0 3/2 -=-3/2 1/2 1/2

This method has order p = 3.
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