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A NEW PHASE-FIELD APPROACH TO VARIATIONAL IMPLICIT
SOLVATION OF CHARGED MOLECULES WITH THE
COULOMB-FIELD APPROXIMATION*

YANXIANG ZHAOT, YANPING MA¥, HUI SUN$, BO LIY, AND QIANG DU

Abstract. We construct a new phase-field model for the solvation of charged molecules with a
variational implicit solvent. Our phase-field free-energy functional includes the surface energy, solute-
solvent van der Waals dispersion energy, and electrostatic interaction energy that is described by the
Coulomb-field approximation, all coupled together self-consistently through a phase field. By intro-
ducing a new phase-field term in the description of the solute-solvent van der Waals and electrostatic
interactions, we can keep the phase-field values closer to those describing the solute and solvent regions,
respectively, making it more accurate in the free-energy estimate. We first prove that our phase-field
functionals I'-converge to the corresponding sharp-interface limit. We then develop and implement
an efficient and stable numerical method to solve the resulting gradient-flow equation to obtain equi-
librium conformations and their associated free energies of the underlying charged molecular system.
Our numerical method combines a linear splitting scheme, spectral discretization, and exponential time
differencing Runge-Kutta approximations. Applications to the solvation of single ions and a two-plate
system demonstrate that our new phase-field implementation improves the previous ones by achieving
the localization of the system forces near the solute-solvent interface and maintaining more robustly
the desirable hyperbolic tangent profile for even larger interfacial width. This work provides a scheme
to resolve the possible unphysical feature of negative values in the phase-field function found in the
previous phase-field modeling (cf. H. Sun, et al. J. Chem. Phys., 2015) of charged molecules with the
Poisson—Boltzmann equation for the electrostatic interaction.
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1. Introduction

We consider the solvation of charged molecules in an aqueous solvent (i.e., water
or salted water). The entire region 2 of an underlying solvation system consists of a
solute (i.e., the charged molecule) region ,, (m stands for charged molecules), a solvent
region €2y, (w stands for water), and a solute-solvent interface I' that separates these two
regions. cf. Figure 1.1. We assume there are N solute atoms located at x1,...,xy inside
the solute region €2, carrying partial charges @1,...,Qn, respectively. This solute-
solvent interface is also treated as a dielectric boundary, as the dielectric coefficient e,
in the solute region is close to 1 and that € in the solvent region is close to 80.

In a variational implicit-solvent model (VISM) [14,15] (cf. also [38,41,46]), one ob-
tains an equilibrium solute-solvent interface and a free-energy estimate by minimizing a
macroscopic solvation free-energy functional among all solute-solvent interfaces I'. Such
a functional includes the solute-solvent interfacial energy, solute-solvent van der Waals
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Fic. 1.1. Schematic description of a solvation system. (a) In a fully atomistic model, both
the solute atoms (small and brown dots) and solvent molecules (large and green dots) are degrees of
freedom of the system. (b) In an implicit-solvent model, the solvent molecules are coarse-grained and
the solvent is treated as a continuum. The solvent region Qw and the solute region Qm are separated by
the solute-solvent interface (i.e., the dielectric boundary) I'. The solute atoms are located at x1,...,XN
inside Qm.

interaction energy, and the electrostatic free energy, all determined by the interface I'.
The electrostatic part of the free energy is often described by the Poisson—Boltzmann
(PB) theory [5,12,30,31,37,46] or the Coulumb-field approximation (CFA) [1,41].

In this work, we consider the phase-field implementation of VISM [11, 33, 38, 45].
We use a phase field ¢:Q— R to describe the solute-solvent interface with {¢~1} and
{¢~0} representing the solute and solvent regions, respectively. The corresponding
solvation free-energy functional of a phase field ¢:2—R is given by

= [ |§I90R 4 2w axp [ folawixs [ foUaax ()

Here, €¢>0 is a small parameter that controls the width of solute-solvent interfacial
region. The first term describes the solute-solvent interfacial energy, where v >0 is the
surface tension (a given constant) and

W(9)=18(¢* —9)*.

The specific constant 18 is chosen for convenience of analysis; cf. Section 2.
The second term describes the nonelectrostatic solute-solvent van der Waals inter-
action. In this term, py, is the bulk solvent density (a given constant) and

N
vdW ZUl |X Xz (12)
i=1

where each U]EG) is taken to be a Lennard-Jones potential

o= [(2)*- ()]

with e; and o; being the corresponding interaction energy and linear size of atomic
excluded volume. The function f(¢) has the property that

FO)=1 and  f(1)=0, (1.3)

indicating that the integral is taken over the solvent region.
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The last term is the electrostatic energy, where Uy, is the electrostatic energy den-
sity and the integral is again taken over the solvent region. For the PB electrostatics,
one needs to solve a phase-field dielectric boundary PB equation to obtain the electro-
static energy density U [11,32,38]. Here, we shall consider the CFA, which yields
a good approximation of the electrostatic free energy when the ionic effect is less sig-
nificant. The CFA makes the computation efficient, and also provides a simple model
for analyzing the geometry of interfacial region. In the CFA [6,41,45], the electrostatic
energy density is given by

Uete(x) = 327:260(_>

where ¢ is the vacuum permittivity, and €, and ey, are the dielectric coefficients of the
solutes and solvent, respectively.

The minimization of the free-energy functional (1.1) can be achieved by solving for
a steady-state solution of the corresponding gradient-flow equation

Y Qi(x—x;)

|x x;|3

; (1.4)

016 = [~ TW(6)| - F(6) (pu Ui + Ui (15)

with a fixed and small € >0, and some initial and boundary conditions for ¢.

The form of the function f(¢) is crucial to capturing the interfacial structure of an
underlying interface system. It should be so constructed that a free-energy minimizing
phase-field function ¢ takes its values 0 and 1 in most part of the underlying domain
and is monotonic in the small transition layer. If one views a phase-field function as a
normalized solvent density, it is natural to require such monotonicity within a continuum
modeling framework. An ad hoc choice of such a function, such as

flo)=(¢-1), (1.6)

may lead to some unphysical features, such as the non-monotonicity of the phase-field
functions from 0 to 1 and the loss of localization of the force near the interface [38,45].
In this work, we propose a new form of this function

f(@)=(¢*~1)". (L.7)

We will demonstrate numerically that, with such a function f, the energy-minimizing
phase-field approximates better 1 and 0, in the two regions, respectively. Heuristically,
with such a function, we have not only (1.3), but also that

F(0)=0 and  f/(1)=0. (1.8)

These will lead to a more localized “boundary force” near the solute-solvent interface
that involves f’(¢), which is consistent with the force balance equation (Euler-Lagrange
equation) for a sharp interface [33]. Moreover, the localization of force due to the
property (1.8) allows us to use a small computational box that encloses the entire solute
region and solute-solvent interface, thus greatly improving the computational efficiency.

Notice that the issue of non-monotonic artificial interfacial structure does not exist,
if one only minimizes the surface energy, i.e., the first integral in (1.1). This issue arises
from the nonlocality of the van der Waals energy and the electrostatic energy, the last
two integrals in (1.1).
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We shall first prove the I'-convergence of our new, phase-field free-energy function-
als to the corresponding sharp-interface limit as e—0. This is similar to the proof
given in [33], cf. also [11]. We then design, implement, and test accurate and efficient
numerical methods for solving the gradient-flow equation. Our methods couple a linear
splitting scheme [13,25,40,42,43], spectral discretization schemes, and exponential time
differencing Runge-Kutta approximations [10, 24, 27,40]. We finally apply our model
and numerical methods to some charged molecules, such a single ion and a two-plate
system, demonstrating that our proposed new model performs numerically better than
the pervious ones by achieving the force localization near the solute-solvent interface
and maintaining more robustly the desirable hyperbolic tangent profile for even larger
interfacial width.

The variational implicit-solvent model (VISM), implemented with a robust level-set
method, has successfully predicted dry and wet states and dewetting transition, charge
effects, and potential of mean forces, and many other important properties of biological
molecules that have been observed in experiment and in molecular dynamics simulations
[7,8,21,22,36,41,46,47]. The phase-field implementation of VISM provides an alternative
mathematical model for the computation of molecular conformations and free energies.
Moreover, it may be used to include bulk solvent fluctuations that together with the
solute-solvent interface fluctuations enable an underlying system to make transition
from one equilibrium conformation to another [26,35]. This is particularly important
in terms of hydrophobic interactions [2,4,39].

We note that, in most part of our study, we fix all the solute atomic positions.
Our focus here is to determine the stable, equilibrium solute-solvent interfaces and the
solvation free energy for a given state of solute molecules. This is our first step in
attempting to understand complex systems of charged molecules immersed in a solvent,
where solute atoms are constantly in motion and yet the system is often around some
stable equilibrium states.

The rest of the paper is organized as follows: In Section 2, we prove the I'-
convergence of our phase-field functionals (1.1) to the corresponding sharp-interface
limit. In Section 3, we describe our numerical methods for solving the gradient-flow
dynamics equation of the phase-field free-energy functional. In Section 4, we apply our
theory and methods to the solvation of single ions and a two-plate system. Finally,
in Section 5, we draw our conclusions. The Appendix contains some details of our
numerical methods.

2. I'-Convergence

In this section, we will briefly discuss the I'-convergence of the phase-field model
(1.1) to the corresponding sharp-interface model by following the approach similar to
that in [33]. To make our results more general, we consider as in [33] in this section
the following functional of both phase field and the set of solute particles, including the
solute-solute mechanical interactions:

FIX =B+ [ [§IV0P W) dxe [ ovxaax e
where

U<X7X) = PvadW (X;X) + Uele(X,X),

and E=F[X] is the potential energy of molecular mechanical interactions of so-
lute atoms located at xi,...,xy inside the solute region €, (cf. Figure 1.1) and
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X =(x1,...,Xn). The terms Uyqw (X,x) and Uqe(X, %) are exactly the same as Usqw (x)
defined in (1.2) and Ugje(x) defined in (1.4), respectively, except we explicitly include
X to indicate the dependence on X. The molecular mechanical interactions include
the chemical bonding, bending, and torsion; the short-distance repulsion and the long-
distance attraction; and the Coulombic charge-charge interaction. Note that, if X is
fixed, then the two functionals (2.1) and (1.1) only differ by the constant F[X]. It is in
this sense that the functional (1.1) is a special case of (2.1).
The corresponding sharp-interface model is written as

F[X,F]:E[X]—l—vArea(F)—b—/ U(X,x) dx, (2.2)
Qw

where I' represents the solute-solvent interface in the sharp-interface setting.

Let © be a nonempty, open, connected, and bounded subset of R? with a Lipschitz-
continuous boundary 99Q. Let © be the closure of Q in R3. Let N >1 be an integer and
denote

ONZ{XZ(Xl,'--,XN)E(Rg)N:Xi#Xj ifi£jfor 1<i,j<N}.

Clearly Oy is an open subset of (R?)N. We assume that g:a" —RU{+0o0} is finite
and continuous in QY NOy, infinite in QN\(QNOON)7 and has a finite lower bound
. =N
Fnin in €. We also assume
EX]—+400 as min |x;—x;|—0 or min dist(x;,0Q)—0.
1<i<j<N 1<i<N

We shall assume U(X7X):§N x Q= RU{+o0} is finite and continous in (2 x Q)N
On+1, infinite in ﬁNH \ ((QN x 2) ﬂON+1), and has a finite lower bound U,,;, in ﬁN X
Q. We finally assume

U(X,x)—>+oc0 as min |x;—x;|—0 with xo=x.
0<i<j<N

We denote

Mo = {(X,A) ' X GQN,A C 0, A is Lebesgue measurable}.
For any (X,A) € My, we define

1MX¢HEMH7Hﬂm+A;;NXme (2.3)

where Pq(A), the perimeter of a set ACR3, is standardly defined by functions of
bounded variation in BV (2) [18,19,48]. Since FE and U are bounded below, Fy(X,A) >
—o0. If ACQ is open and smooth, with a finite perimeter in £, then F(X,A4)=F(X,T),
where I'=0A and F is defined in (2.2) with Qy, =Q\ A. Therefore, Fj: My —RU{+0c0}
describes the free energy of a solvation system with A being the solute region.

As shown in [33], we have the existence of a global minimizer of the sharp-interface
free energy functional Fy: My — RU{+o0}:

THEOREM 2.1.  There exists (X,A) € My such that

FylX,Al= inf F[Y.B. 2.4
o[ X, 4] i oY, B] (2.4)
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Moreover, this minimum value is finite.

We omit the proof as it is similar to that of Theorem 2.1 in [33]. Additionally,
the minimal energy in Theorem 2.1 can be approximated by free energies of certain
“regular” subsets, see Theorem 2.2 in [33] for details.

We now consider the functional F¢ in (2.1). Let M=QN x H(Q), and ¢, € (0,1]
be sufficiently small. Then we have the existence of a global minimizer of the functional
Fe: M —RU{+oc0} for small €>0.

THEOREM 2.2.  For each € € (0,¢], there exists (X, ¢c) €M with X, € QN UOy such
that

FG[X67¢E]:(X7%£MF€[X,¢], (2.5)

and this infimum value is finite.

Proof.  The key to proving the existence of a global minimizer is to obtain the
lower and upper bounds for F¢[X,¢] for any €€ (0,¢9]. The upper bound is achieved
easily as we can fix some X* and construct an associated ¢¥ such that F[X*, ¢¥] is
bounded independent of € (see Theorem 3.1 in [33] for the detailed construction of ¢}).
For the lower bound, we have

€
FAX,0)2 Buint V6l + 5 | WO ot 3= [ W(O)dot Ui [ (6~ 12do
€Jo 260 Jo Q

e 2 g 2 4
= Bnin+ IVl 22 IW @)+ F16llay+ | 9(6)da,
where

v
9(p)= %0 [W(¢) — €00 + Unin (¢* —1)°.

Note that g:R—R is continuous, and Uy, is finite. Hence, if ¢ is sufficiently small,

then g(s) — 400 as |s| = +o0o. Then we have

‘ G ¥ v
FeIX, 4] ZC‘F?HV@\%%Q) + o W (@)L @) +§||¢Hzi4(sz)

with C'= Epin +|Q|infscr g(s).

With the lower and upper bounds, we can choose a sequence of (Xy,¢x) which is
bounded in QY x H'(Q). Using the standard compactness argument, we can find a
subsequence {(Xj,0r)}22, , not relabeled, such that Xj converges to X, in Q¥ N0y,
and ¢y, converges to ¢, weakly in H'(f2), strongly in L?(2) and almost everywhere in
2. Note that the weak convergence ¢ — ¢. in H'(Q) implies that

liminf/ |v¢k\2da:2/lv¢el2dw~
k— oo 9] Q

This together with Fatou’s lemma can be applied to all integral terms in (2.1) to obtain

inf  F[X,¢] =liminf F[ Xy, 0r| > F[ X, 0] > inf  F[X,¢],
ot [X,¢] =liminf F*[ X, 1] > F*[Xe, 0] ot (X, 9]
which yields (2.5). Alternatively, we can also achieve the existence of global minimizer
(2.5) by the argument of weak lower semi-continuity, which is due to the fact that F*
is bounded below and convex with respect to V. ]
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With the existence of global minimizers for sharp-interface energy Fj and phase-
field one F¢, we have the convergence of the global minimum free energies and the global
free energy minimizers:

THEOREM 2.3.  Let e, €(0,60] (k=1,2,...) be such that €] 0. For each k>1, let
(XeysPer) €EM be such that

Fh X, be ]| = in F*X, ] 2.6
Xew da]= min FIX, ) (2.6)
Then there exists a subsequence of {(Xe,,Pe, )72, not relabeled, such that X, — X
in (RN for some Xo € QN NON and ¢, — xa, in L* Q) for any A€ (0,1) and for
some measurable subset Aqg CS) that has a finite perimeter in . Moreover,

Jim P (X, 60,) = FolXo, A (2.7)
and
Fo[Xo,Ao]: min Fo[X,A] (28)

(X,A)eMo

The proof is omitted as it is similar to the one in [33].
3. Numerical methods

3.1. Equivalent reformulation with a linear splitting. = We first adopt an
analogous linear splitting scheme that has been used in designing stabilized numerical
methods for the classical Allen-Cahn equation [13, 25,40, 42, 43] to rewrite W' (¢)=
36(¢° —¢)(20—1) as

W' () =rep+[W'(¢) - k],

where x>0 satisfying

1
> 2 1 —18.
K25 max{O,Orgg%(lW (p)}=18

Similarly, we rewrite f'(¢) as

(@) =pdp+(f'(¢) —uo),

where p >0 satisfies

1
> - " —4
p2 5 max{0, max f'(¢)}=4

Note that the potentials U,qw and Ug. are unbounded near x; for each x; € Q.
Since the equilibrium phase field ¢ is expected to vanish in a small neighborhood of x; for
each i, we truncate these potentials with a numerical parameter r.,; > 0. The truncated

potential Uyqw is the sum of the truncated Lennard-Jones potentials U](J?}Cut(r), defined
by Uﬁ?,cut(r) =U® (1) if 7> rey; and Uﬁ?’cut (r)= UI(f]) (reut) otherwise. Similarly, we can
truncate Uge by modifying (x —x;)/|x —x;|?> to VO (|x —x;])(x —x;)/|x —x;|? for each
i, where VO (1) =1/r if r > 1y and VO (r) =1/rqy; otherwise.
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For simplicity, let us still denote these modified potentials by U,qw and Uge, re-
spectively. Let us set

v=sup|pwUvaw + Uele]|-
ze

Then the Equation (1.5) in a stabilized form reads

0= [ (s —Z6) — 6| + | = L (W'(9) = K6) ~ F(6) (pwUsaw +Uaie) + g

— £(9)+ N (9), (3.1)
where the linear term is
£(6) =7 (ead—"0) —uro,
and the nonlinear term is
N(9) ==L (W'(6) = £6) = (&) (puUvaw + Uste) + 0.

The new reformulation 3.1 will be used for the time-discretization based on the expo-
nential time differentiation (ETD) Runge-Kutta method (ETDRK).

3.2. Spectral spatial discretization under periodic boundary condition.
We consider a rectangular system domain Q C R?

Q={-L,<x<L;,—L,<y<Ly,,—L,<z<L,}

for some positive numbers L, Ly, and L., and impose the periodic boundary condition.
We discretize 2 by a rectangular mesh which is uniform in each direction as follows:

Xijk — ((Eiayjﬁzkr) = (_L$+zhx7_Ly +Jhy7_Lz+khz)
for 0<i<N,,0<j<N,,and 0<k<N,; h,=2L,/N,, hy,=2L,/N,, and h,=2L,/N,.

We choose a time step At >0 and set t,, =nAt.

Let ¢E;,2%(ﬁ(a:i,yj,zk,tn):¢(Xijk,tn) denote the approximate solution at grid
Xijk and time t,. Denote the approximate solution in array form as ®=
(Gijr)o:N,—1,0:N,-1,0:N.—1, and denote its discrete Fourier transform (DFT) by b=

(Qgijk)0:Nz,1,0;Ny,170:1\[271. Notice that the Laplacian operator A in the spectral space
corresponds to the spectrum

Nijk = =A2(0) = A5 (5) = AZ(k),

where
(i) i/ Ly, if 0<i<N,/2,
z\?) =
m(Ny—1i)/L, if N/2<i<N,-—1,
L if0<j <N, /2
= 7T(Ny*j)/Ly ifNy/ZSjSNyfl»

MR = 7k/L. if0<k<N./2,
U\ w(N.—k)/L, i N./2<k<N,—1.
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Taking the fast Fourier transform (FFT) [34] on both sides of the Equation (3.1) yields
now

b, =LOd+N (D), (3.2)
where LO® is the FFT of L(¢) and is given by

Lod= (lijkqgijk)O:Nw71,O:Ny71,0:szl7
K
lijk =7 (6)\”']C — E) — Q.

Note that, since 7,¢,%, and v are all positive, and Aj;i <0, we have [;;;, <0. Therefore
the following point-wise version of (3.2) is asymptotically stable:

Oudijn=lidin+ [N(@)] . 0Si<N, =1, 0<j<N,~1, 0<k<N.~1  (33)
ij

We will develop next high-order Runge-Kutta approximations based on the exponential

time differencing for the time integration of (3.3).

3.3. Exponential time differencing Runge-Kutta approximations. In
this section, we adopt the exponential time differencing (ETD) method [10,24,27,40] to
explicitly and accurately solve the semi-discrete system (3.2) or (3.3). Let At, be the
time step size at time t,,: t,41 =t, + At,. Integrating the Equation (3.3) over a single
time step from t,, to ¢,,4+1 yields

Aty

ijk

Gijh(tns1) =€ EA Gy (t,) + elionAin /

e linT [/T/(E)(tnﬂ)] dr,  (3.4)
0

which is exact. We apply various ETD-based methods to this equation as follows: ap-
proximate the nonlinear part [./\//(E)]Uk by polynomial interpolations and then perform
exact integrations on the new integrands [10,25].

Denote by " = ( A;‘jk) the numerical approximation of ®(t,,) = (¢ijx(t,)). Then the
first-order scheme by the ETD Euler approximation, ETD1 (or ETD1RK), is given by

"t = ETDIRK(®", At,,, LN :

Bt =St g I e ) [

Higher-order ETD schemes can be constructed based on multi-step or Runge-Kutta
approximations. The 2nd, 3rd and 4th order Runge-Kutta schemes, which we refer as
ETD2RK, ETD3RK, and ETD4RK, respectively, can be found in [10]. For the Equation
(3.2) we have the 2nd order scheme (ETD2RK):
"t = ETD2RK (", At,,, L,N):
A = (a;j) =ETDIRK(®", At,,, L,N),

Pt = i+ At R (lor At —1— 1AL, ) [N(A) —N (") e’

where A stands for the inverse discrete Fourier transform (iDFT) of A. The 4th order
scheme (ETD4RK) reads

"t = ETDARK (D", At,,, L,N) :
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P=0pN/A? Pressure

T=300 K Tempature

7 =0.175 kBT/A2 Surface tension

pw=0.0333 A3 The constant solvent (water) density

gi=erLy=03 kT, i=1:N The depth of the Lennard-Jones potential well asso-
ciated with the ith solute atom

oi=0L;j=3.b A, i =1:N The finite distance at which the Lennard-Jones po-
tential of ith solute atom is zero

reut =0.70L3 The radius of truncation for potential

£0=1.4321 x107* ¢*/(kgTA) | Vacuum permittivity

Em=1 Relative permittivity of the solute

ew =80 Relative permittivity of the solvent (water)

@Q; in units e Partial charge of the ith solute atom at x; which may
vary in different examples

€ in units A The interfacial width of the phase field ¢, which vary

in different examples

TABLE 4.1. Parameters in the model.

A = (aijz) =ETDIRK((®", At /2,L,N),

B = (by) =€l 2in/ 230, 4 1 (el 2~ 1) [N(A))]
¥

C=(

J

—
o —

Ciji) = €A a4 1) (elanAin/2 — 1) {QN(B) —N(om)

n+l i Aty 2 —27-3
Pt =eliakBin g £ NE210 %

]
ijk

{ <_ A— 1Aty + eliseDtn (4315, At +l§jkAt%)> {N(q’")] -

+2 <2+lijkAtn +€lij"At” (—2 +lijkAtn)> {/\T(-A\) +./\/[(-B\):|

z]

=+ < - 4—3lijkAtn — lgjkAt% +€lijkAt" (4_ lz]kAtn)> {N(C)} ik }

4. Numerical tests and applications

In this section, we first validate our theory, particularly the incorporation of the new
term f(¢) in the gradient-flow dynamics (1.5), by comparing it to the old model (1.6)
for a one-particle system. For reference, a table of parameter values is listed in Table
4.1. We then apply our ETD-based Runge-Kutta method to a two-plate system. We
compare the ETDIRK, ETD2RK and ETD4RK for the numerical efficiency, and the
corresponding convergence rates. Then for different distances of separation of the two
parallel plates with various charge combinations, we calculate the different components
of the mean-field free-energy with loose and tight initial surfaces.

4.1. One-particle system. We now validate our theory by considering a one-
particle system (N=1). We place a single point charge @ at the origin immersed in
water. As the one-particle system is radially symmetric, the phase-field free-energy
functional (1.1) reduces to that of radially symmetric phase fields ¢ =¢(r) (N =1 and

Q1=Q):

€,ras _ >~ € 1
Pl —amo [ {51600+ T 00| ar
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—i—47rpw/ooof(aﬁ)Uvdw(T)rQdr+Q2 (1—> /Ooof(fﬁ)/TQdT’ (4.1)

1
8meg \Ew  Em

where Uyqw(r) is given by (1.2) with N=1, X=0, and &; and o, are given in Table
4.1.

Taking Q=2¢, e=0.1A, computational domain =[0,5], Az=5x10"* and At=
107%, and other parameter values from Table 4.1, we solve the gradient-flow dynam-
ics 0yp=—0F"*[¢] /66. The numerical scheme we adapt here is the Crank—Nicolson
method [29] and Thomas algorithm [23] for the corresponding tri-diagonal linear system.

(a) phase field ¢ & (b) three forces in new model % (c) three forces in old model
1 —¢innewmodel || || tension| || e tension
—==¢ in old model 4= A 4r|l--—L A
- - elec I‘I - - elec H %
0.8 3| |—total it 3| |—total -
i i
2 1 2 i
{1 H
0.6 1§ !
1 F— ) i
T2\
Bl 0 T 9
. i)
o
Iy — | 0 ,
N i e
005 J, i !
0.2 25 38 a5 2 n 4108 1 ,' 2
o]
3 o -3
-2
o k== = 24 25 %

Fia. 4.1. Numerical comparison between the mew model 1.7 and the old one 1.6 for the one-
particle system. (a) The two phase-field functions ¢ at t=10 in which the ¢ of new model presents a
desirable hyperbolic tangent profile, but the ¢ of old model displays a deviation of O(10~2) from 0 as
seen in the inset. (b) The three forces in the new model (surface tension, Lennard-Jones force, and
the electrostatic force) are localized only near the interface and the sum is balanced up to O(lO’G).
(¢) The three forces in the old model make nonzero contributions in the region of {¢~0}. All the
three subfigures are plotted near the interface [Ro—0.5,Ro+0.5], where Ro=2.4479 is determined
numerically by ¢(Ro) =0.5 using the new model.

Figure 4.1 presents the numerical comparison between our new model f(¢) = (¢? —
1)2 and the old model f(¢)=(¢—1)%. Our new phase-field implementation improves
the old ones in several aspects. (1) The new model displays a better hyperbolic tangent
profile than the old one as seen in Figure 2 (a). More specifically, the equilibrium phase
field ¢ in the new model shows a desirable hyperbolic tangent shape which monotonically
changes its value from 1 to 0, while the old model presents some unphysical feature near
the interfacial region, where ¢ has a deviation of O(0.01)A away from 0 and takes
negative values. (2) The new model maintains the force localization near the interface
as seen in Figure 2 (b). In the old model, all the three forces have nonzero contributions
in the region of {¢#~0}. (3) The force localization in the new model allows us to use a
much smaller computational box that encloses the entire solute region and solute-solvent
interface which greatly improves the computational efficiency. Of course, the deviation
of ¢ can be mitigated by letting ¢ —0 by the theoretical study in [33]. However, in
real applications, especially in the 3D simulations, € has to remain relatively large to
reduce the computational cost. Therefore, the new model is advantageous for keeping
the hyperbolic tangent profile of ¢ and localizing the forces only near the interfaces
even for a relatively large e. It is worth mentioning that the force localization due
to f(¢)=(¢*>—1)? occurs not only at the equilibrium, but in the entire gradient-flow
dynamics. Therefore it can potentially be used to study non-equilibrium dynamics such
as cell motion [3].
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@ | Optimal Radii/Energy | €= 0.5 e=02 | e=0.05 ] e€=0.02 e=0
Ruin 3.080 3.060 3.055 3.054 3.054
Fourt 20.904 20.603 20.514 20.510 20.511
0.0 Foaw -2.558 -2.614 -2.627 -2.638 -2.644
Folec 0.000 0.000 0.000 0.000 0.000
Fiog 18.346 17.990 17.887 17.872 17.867
Ruin 2.987 2.967 2.961 2.960 2.960
Fiure 19.672 19.366 19.275 19.266 19.267
0.5 Foaw -0.980 -1.025 -1.036 -1.042 -1.054
Felec -23.080 -23.162 -23.177 -23.177 -23.173
Fiog -4.388 -4.822 -4.938 -4.953 -4.960
Rmin 2.798 2.779 2.773 2.772 2.771
Fiurt 17.325 16.994 16.904 16.890 16.886
1.0 Foaw 5.104 5.112 5.115 5.115 5.115
Felec -98.542 | -98.923 | -99.006 | -99.011 | -99.012
Fiot -76.113 | -76.817 -76.99 -77.006 | -77.012
Rmin 2.617 2.601 2.594 2.593 2.593
Fourt 15.315 14.891 14.800 14.786 14.782
1.5 Foaw 17.837 17.950 17.970 17.972 17.971
Felec -236.989 | -237.869 | -238.087 | -238.101 | -238.105
Fiot -203.836 | -205.028 | -205.318 | -205.343 | -205.354
Ruin 2.468 2.456 2.449 2.449 2.448
Fourt 13.941 13.304 13.194 13.183 13.178
2.0 Foaw 38.471 38.676 38.764 38.758 38.757
Felec -446.416 | -447.827 | -448.280 | -448.306 | -448.317
Fiot -394.004 | -395.848 | -396.322 | -396.365 | -396.381

TABLE 4.2. A comparison of numerical results obtained by the phase-field calculations (solving
the gradient-flow dynamics (4.1) and by the sharp-interface calculations (minimizing numerically the
function F[R] in 4.2) for the solvation of a single-particle system. The sharp-interface (indicated with
e=0) results are presented in the last column. See the text for the units.

We now compare our results of phase-field computations with those of the sharp-
interface implementation. For a one-particle system, the sharp-interface free-energy
functional 2.2 is a one-variable function of the radius R of the solute sphere centered at
the origin [41]

o126 Q? 11
F[I:=F[R] =4y R* +16mpwe | — — == cw  Ewm ) 42
] [R] =47y R*+167p €<9R9 3RS)+87750R (gw €m> (4.2)

This one-variable function can be minimized numerically with a very high accuracy.

We test on a set of @Q-values: @@ =0.0e,0.5¢,1.0e,1.5¢,2.0e. We use both the sharp-
interface and phase-field models to calculate the optimal radius Ry, the total minimum
free energy Fio, and the corresponding surface energy Fg.¢, solute-solvent van der
Waals interaction energy Fyqw, and the electrostatic energy Fiec, respectively. For our
phase-field calculations, we use different values of the numerical parameter €. Table 4.2
shows our computational results. It is clear that as € becomes smaller, the result of the
phase-field model is also closer to that of the sharp-interface model.

4.2. Two parallel plates. = We now consider the system of two parallel molecular
plates that has been studied by the molecular dynamics simulations [28] and by the
sharp-interface VISM [41]. Such a system exhibits interesting properties of hydrophobic
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interactions through the existence of its dry and wet states, and charge effects. Here, we
show the efficiency of our computational model as well as the accuracy and stability of
our numerical schemes. In this system, each plate consists of IV, x N,, fixed CHy atoms
with NV, =6 and the atom-to-atom distance do =2.1945 A. The plate has a square length
of about 30 A. The two plates are placed in parallel with a center-to-center distance d.
We use the parameter values listed in Table 4.1. To study the charge effect, as in [41],
we assign central charges ¢; and g2 to the first and second plates, respectively, with
|g1]=1g2]- The total charges of these two plates are 36¢; and 36g2, respectively.

Let us consider the gradient-flow dynamics (3.1) starting with two parallel plates of
separation d=12A. We choose the uniform spatial mesh 256° with L, =Ly,=L,= 18A
(i.e., the mesh size h=2L,/256) and set e=0.5. The time step is taken uniformly as
At=0.05. We use two types of initial phase-field functions. One is called a loose initial,
such as the characteristic function of a box

d
{(z,y,2) 2] < (Np—1)do 4oLy, |y| < §+ULJa || <(Np—1)do+or3}

that contains the two plates. The other is called a tight initial, which can be the
characteristic function of two boxes that wrap up the two plates separately. We set the
stopping criteria for our time iteration by

Fe [(b(n—i-l)] _ Fe [¢(n)]

TOL=1073.
AL, <

Figure 4.2 shows stable equilibrium solute-solvent surfaces of two-plate system ob-
tained by solving the gradient-flow dynamics (3.1) with loose initials of separation dy=
12A. The partial charges are (¢1,q2) = (0.1€,0.1€),(—0.1¢,0.1¢), (0.2¢,0.2¢), (—0.2¢,0.2¢),
respectively, from left to right. Note that Figure 3 (d) is a dry state, where water
molecules are expelled and are only outside the surface; and Figure 3 (h) is a wet state,
where water molecules fill in between the two plates. These are the two most probable
states in molecular dynamics simulations when the plate-plate separation is in certain
range; cf. [28]. Here we have captured these states with our continuum approach which is
much more efficient than molecular dynamics simulations. Note also that the larger the
partial charges are, the tighter the solute-solvent surfaces wrap the two plates. Mean-
while the surfaces wrap tighter when the partial charges change from +/+ to —/+.

Figure 4.3 shows the energy evolution for the gradient-flow dynamics of the two-
plate system with loose initial of separation do=12A and (g1,¢2)=(0.2¢,0.2¢). The
stabilized ETD1RK, ETD2RK, and ETD4RK schemes are adopted with different values
of time step size At=1,0.1 and 0.01. The first row compares the energy curves under
different time step sizes for each of the three stabilized ETDRK schemes, while the
second row reorganizes the curves using different schemes but with the same time step
size. It is easy to see that all the schemes work stably with all time step sizes, and
converge as the time step size is decreased. The lower right plot in Figure 4.3 shows
that for At=0.01 the energy curves for different schemes are nearly indistinguishable. A
good agreement is also found between the curves for At=0.1 and At=0.01 for ETD4RK
in the upper right plot of Figure 4.3.

We further test the convergence rates of the stabilized ETDRK schemes. To this
end, we perform the simulations on a small time interval [0,1]. We take the solution
generated by the ETD4RK scheme with At=10"* as the benchmark solution and then
compute the errors in energy for all schemes with larger step sizes. Table 4.3 presents
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(a) (b) () (d)
(e) ) @) (h)

Fic. 4.2. Simulation of the gradient-flow dynamics (3.1) for the two-plate system using the
stabilized ETD4RK scheme with At=0.05 and loose initials. The surfaces are defined as the 1/2-level
set of a phase-field function ¢. The plate-plate separation is fized to be d=12A. From (a) to (d):
the snapshots at t=0,50,500 and 1000 during the gradient-flow dynamics with (q1,q2)=(0.2¢,0.2¢).

From (e) to (h), the equilibrium states of the solute-solvent interface for different partial charges
(q1,92) =(0.1e,0.1e),(—0.1e,0.1€),(0.2¢,0.2e),(—0.2¢,0.2¢),, respectively.

At ETDI1RK ETD2RK ETD4RK

Energy Error Rate Energy Error Rate Energy Error Rate
1.0000 x 10— 1 -640.023 14.594 - -646.0728 8.5448 - -653.93952183 3.1le-1 -
5.0000 x 102 -646.118 8.499 0.78 -651.7595 2.8580 1.58 -654.58950486 2.8e-2 3.48
2.5000 x 10-2 -649.866 4.751 0.84 -653.6880 0.9295 1.62 -654.61527138 2.3e-3 3.58
1.2500 x 102 -652.094 2.522 0.91 -654.3495 0.2680 1.79 -654.61743360 1.8e-4 3.71
6.2500 x 103 -653.316 1.301 0.95 -654.5453 0.0722 1.89 -654.61760092 1.3e-6 3.81
3.1250 x 10-3 -653.956 0.661 0.98 -654.5987 0.0188 1.94 -654.61761288 9.le-7 3.82
1.5625 x 1073 -654.284 0.333 0.99 -654.6127 0.0048 1.95 -654.61761373 6.0e-8 3.92
10=% (b.m.) — — — — — — -654.61761379  — —

TABLE 4.3. The energies, errors and the corresponding convergence rates at time t=1 by the
stabilized ETDIRK, ETD2RK and ETD/RK schemes for the gradient-flow dynamics (8.1) with
(q1,42) = (0.2¢,0.2¢).

the energies, errors and the convergence rates based on the data at t=1 for all schemes
with time step sizes being halved from At=1x10"" to 1.5625 x 10~3. These data are
also used to generate Figure 4.4 which shows energy errors against time step sizes in
a logarithmic plot for different ETD Runge-Kutta schemes. We can see from both the
table and curves that the numerically computed convergence rates all tend to approach
the theoretical values. Moreover, to obtain an energy error comparable to that of
ETDIRK with At=1.5625x 1073, we can take a 23-times larger step size for ETD2RK,
or a 26-times larger step size for ETD4RK. Since the computational cost of ETD4RK
scheme is about 4 times of that for ETD1RK per step, the ETD4RK scheme basically
provides a factor of 16 speed-up at this particular accuracy level for this special test
case.

For a given reaction coordinate d, there can be multiple stable equilibrium phase
fields ¢g4 that are local minimizers of the phase-field VISM free-energy functional. In
Appendix A, we briefly discuss the Potentials of Mean Force (PMF) which can effectively
describe the solute-solute interaction. The PMF can have multiple branches along the
reaction coordinate d, and hence can lead to hysteresis. Strictly speaking, our PMF's
are different from those defined using a Boltzmann average over all possible minimizers.
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F1c. 4.3. Energy evolution for the gradient-flow dynamics (3.1) for the two-plate system with
loose initial of plate separation d=12A.
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Fic. 4.4. Logarithmic plot of energy errors v.s. time step sizes of the stabilized ETDIRK,
ETD2RK, and ETD4RK schemes for the gradient-flow dynamics of two parallel plates with (q1,q2)=
(0.2¢,0.2¢).

Rather, our PMFs reflect possible branches of the VISM free energy along the reaction
coordinate d.

In Figures 4.5 and Figures 4.6, we plot the different components of the PMF with
loose and tight initial surfaces, respectively. For the loose initials (Figure 4.5), the
geometric part displays a strong attraction below a critical distance d. at which capil-
lary evaporation begins. The crossover distance decreases from d.~21 A for (q1,92) =
(—0.2e, +0.2e) down to 9 A for (q1,q2)= (Oe, Oe). The value 21 A is larger than 14
A predicted by the sharp-interface VISM where the curvature correction was included.
Note that the opposite charging has a much stronger effect than like-charging due to
the electrostatic field distribution discussed above. Also the solute-solvent vdW part
of the interaction is strongly affected by electrostatics due to the very different surface
geometries induced by charging. Both curves GEMY (d) and GEPMF (d) demonstrate the

geo
strong sensitivity of nonpolar hydration to local electrostatics when capillary evapora-
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tion occurs and very “soft” surfaces are present. For the surfaces resulting from the
tight initials (Figure 4.6), the situation is a bit less sensitive to electrostatics as the final
surface is closer to the vdW surface for d.>6 A.

100 150
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Fic. 4.5. Different components of the PMF for the two-plate system for different charge combi-
nations (q1,q2) (see legend) obtained by the phase-field VISM with loose initial surfaces.

5. Conclusions

We have presented a new phase-field model to study the implicit solvation of charged
molecules with Coulomb-field approximation. In this new model, we introduce the term
f(¢)=(#*>—1)2in (1.1) to localize the boundary force near the solute-solvent interface.
In comparison with the old model used in our previous work, the new one keeps the
force localized only around the interface. In addition, the new model displays a better
hyperbolic tangent profile than the old one for a fixed interfacial width € > 0.

We have shown that our new phase-field model I'-converges to the corresponding
sharp interface model. To make our theory more general, we include the solute-solute
mechanical interactions in the energy functional for our I'-convergence analysis.

In developing the numerical method for the phase-field gradient-flow dynamics, we
first adopt a linear splitting scheme to reformulate the underlying equation, and then use
an exponential time differencing method coupled with a Runge-Kutta scheme to solve
the system which has been shown recently to be stable and efficient when dealing with
a gradient-flow dynamics [24,40]. Using the two-plate system as a testing example, we
have tested the efficiency and convergence for the ETD1RK, ETD2RK, and ETD4RK
schemes. Furthermore, we have used the ETD4RK scheme to study the effects of the
separation of two plates and particle charges on the PMF. The simulations indicate
that the two-plate system displays two different steady states obtained from loose and
tight initials, respectively. The loose-initial steady state is energetically more favorable
than the tight-initial steady state for a small distance of separation. When the distance
of separation becomes larger and larger, the tight-initial steady state will become a
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Fia. 4.6. Different components of the PMF for the two-plate system for different charge combi-
nations (q1,q2) (see legend) obtained by the phase-field VISM with tight initial surfaces.

more stable one. Our applications to single ions and two parallel charged plates have
shown that our new theory and method can not only predict qualitatively well the
solvation free energies for the system as in the previous studies [14,38,45], but, more
importantly, improve the previous ones better in a few aspects such as maintaining a
desirable hyperbolic tangent profile, keeping the force localized around the interface,
and improving the computational efficiency by allowing a much smaller computational
domain.

We are currently working to incorporate the Poisson-Boltzmann equation into our
new phase-field VISM to better describe the electrostatic interaction. Another possible
direction for our future study is to investigate the minimal energy path between the
two solution branches of the two-plate system by coupling the phase-field VISM with
the string method [16,17,44] which will lead us the dynamics of two-plate system going
from a loose-initial steady state to a tight-initial steady state. Finally, to describe the
molecular dynamics of solute atoms, it is natural and plausible to construct a hybrid
model that couples such dynamics with our implicit-solvent model. The total Hamilto-
nian of the system should then consist of the forcefield (i.e., interaction potential) for
the solute molecular mechanical interactions and the variational implicit-solvent free-
energy functional, as proposed in our previous work [9]. We believe such an approach,
if worked out, will be a promising coarse-graining model.

Appendix A. To reduce the error in approximating the solute-solvent interaction
energy caused by using a finite region 2, we replace the region of integral 2 in the last
term in (1.1) by the entire space R3. Since the region outside € is filled with solvent
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where ¢ =0, this is equivalent to adding

/ vadw(X)Jr/ Uele(x) dx. (A1)
R3\Q

R3\Q2

We now consider the potential of mean forces (PMF) for the two-plate system with
the reaction coordinate being the plate-plate separation d in A. Let us denote by ¢4 a
free-energy minimizing phase field corresponding to a given reaction coordinate d. This
phase-field function ¢g is a local minimizer of the functional (1.1), and ¢4 =0 in R3\ Q.
The total solvation free energy F¢[¢4] is the sum of the geometrical part (the surface
energy) Fg.o[¢a, the solute-solvent van der Waals interaction energy Fyaw|[¢a], and the
electrostatic energy Fio[pal:

Fe [(bd] = Fgeeo [¢d] + deW [¢d} +Fele [¢d]

These three terms are the same as those in (1.1), except the integrals are over R3. Since
¢a=0 outside 2, the first term Fig.,[¢q] is exactly the same as the first integral in (1.1)
with ¢4 replacing ¢. As in [20,41], we define the (total) PMF by

Gior " (d) =G (d) + Gy (d) + GEYT (d),
with

(;Pl\c/)IF’6 (d) Fgeco [¢ ] gco [QSOO}
G\}?(livl\i\}/?( ) deW[d)d]* vdW ¢oo]+ Z Z Ui7j(|Xi7Xj|),

i€Plate I jEPlate 11

PMF QzQ
Gclc ( ) Fclc[¢d} clc[(boo 471—511150 Z Z _)ZJ|

i€Plate 1 jEPlate 11 Xi

Here a quantity at oo is understood as the limit of that quantity at a coordinate d’
as d'— o0, and U, ; is the Lennard-Jones interaction potential between x; and x;. A
quantity at oo can be calculated by doubling that of a single plate.

For each d and £ >0, we compute ¢4 and ¢, the latter is obtained by minimizing
(1.1) for a single plate. This is one of the two plates in terms of the solute atomic

positions. Then, we can compute Ggel\gF ¢(d) by evaluating integrals over 2. The com-
putation of GUW (d) is similar, as both Ff,,[¢q4] and Fg,,[¢eo] contain the first integral
n (A.1), so they cancel, and the calculation of double-sum term in GEMY(d) is rather
straightforward.

We now focus on the calculation of GEMF(d). Again, the double-sum term can be
evaluated directly. Denote 19 = ﬁ Ei — Ei . We have for the first two terms in
GEMF () that

ele (bd] ele [(boo]

2
_To/qud (Z 3 ) Qilx—x) X” dx— zfo/quoo Yo il Xz dx
i€Plate I  1€Plate II X i€Plate I
2 2
—I—To/ Z + Z Z(X XZ) dx—27’0/ @ (X Xi) dx.
RIQ i€Plate I  1E€Plate II X RIQ ( )

1EPlate I
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The integrals over € can be evaluated by numerical quadrature. Note that f(¢g) and
f(¢oo) vanish in a neighborhood of solute particles x; so that these integrals are well-
defined. By the symmetry and the fact that the single plate that we used for calculating
¢oo is one of the two plates, the sum of the integrals over R?\ Q) are simplified to

o 3 Y Qz—@j/ o) B (A.2)

; o~ 3 — |3 :
i€Plate 1jEPlate 11 R3\Q2 |X XZI |X le

For each pair ¢ and j in the double-sum, we have
—%;) (x—x%; 1 1
/ (x xz)3 (x ng dx=/ v () v () dx
rs\Q [X—X;[?[x — %] R\ \[X—X Ix — x|
o0 [x =] On \ [x —x;| o X =il [x = x|
where 9/0n denotes the normal derivative along the boundary 9 and n(x) is the unit

normal to 9 at x pointing from inside to outside of 2. By the symmetry again, we
have

2/ (xfxi)3.(x—xj3dX:/ n(x) ( xfxigjL xij)de'
e P, P o ol ]\ T -
Hence, (A.2) is further simplified to

. n(x) X —X; X—X;
LDIRDY Qle/m|x—xz-||x—xj| <|x—xz-|2+|x—xﬂ>d5’“

1EPlate 1JEPlate 11

and can therefore be calculated by evaluating the surface integrals.
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